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PREFACE 
 
The human capacity to abstract complex systems and phenomena into 
simplified models has played a critical role in the rapid evolution of our modern 
industrial processes and scientific research. As a science and an art, Modelling 
and Simulation have been one of the core enablers of this remarkable human 
trace, and have become a topic of great importance for researchers and 
practitioners. In the last several years, the increasing availability of massive 
computational resources, and interconnectivity has helped fuel tremendous 
advances in the field, collapsing previous barriers and redefining new horizons 
for its theories, capabilities and applications 

In the summer of 2011, the European Conference on Modelling and Simulation 
(ECMS) once again brings together the best experts and scientist is the field to 
present their ideas and research, and to discuss new challenges and directions 
for the field. 

In commemoration of its 25th anniversary, the Conference is being held in 
Krakow, Poland. It includes more than 90 participants, from 24 countries and 
different backgrounds.  

This book was inspired by the event, and created to compile the most recent 
concepts, advances, challenges and ideas associated with Intelligent Modelling 
and Simulation. Our goal was to build from key insights and discussions taken 
place at that meeting to create a volume containing the state of the art in the 
area of Intelligent Simulation.  

After an extensive review of the submitted works, concerning the most current 
publications and ongoing research efforts in the field, the editors of this book 
have identified a set of representative topics, to accept them for presentation at 
the ECMS Conference, as well as to include in this volume. The chapters 
include full versions of the publications presented at the Conference, as well as 
invited pieces from other experts that helped complement, extend or challenge 
newly presented theories or applications.  

We hope this book will serve as a reference to researchers and practitioners in 
the field, as well as an inspiration to those interested in the area of Intelligent 
Modelling and Simulation. The editors are honored and proud to present you 
with this carefully compiled selection of topics and publications in the field. 

 

 Tadeusz Burczynski Joanna Kolodziej 

 General Conference Chair General Conference Co-Chair 

 

 Aleksander Byrski Marco Carvalho  

 General Programm Chair General Programme Co-Chair 
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KEYWORDS
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ABSTRACT
Computational Grids (CGs) are a type of distributed sys-
tem that virtually combine geographically distributed IT
resources from many different administrative domains
into one single customized computational infrastructure,
CGs enable users to perform computational tasks or data
storage capabilities in a transparent and secure manner.
Unlike traditional distributed systems belonging to sin-
gle administrative domain and having a few user types,
in CGs several user types should co-exist and make use
of resources according to the hierarchical nature and the
presence of the multiple administrative domains, which
impose different access and usage policies on resources.
In the talk, we firstly highlight the most common Grid
users types and their relationships and access scenarios
in CGs corresponding to traditional requirements in Grid
scheduling such as performance, and new requirements
such as security and trust. We identify and analyze new
features appearing in users’ behavior in Grid scheduling,
such as dynamic, selfish, cooperative, trustful, symmet-
ric and asymmetric behavior. Analyzing and modelling
such user requirements and behaviors to predict the users
needs and actions are important in order to optimize the
Grid system performance at individual and global levels.

Game theory in combination with economic theory is
playing an important role in Internet computing to de-
velop algorithms for finding equilibria in computational
markets, computational auctions, Grid and P2P systems
as well as security and information markets. The use of
game-theoretic modelling of user behaviors in schedul-
ing and resource allocation in CGs enables a highly scal-
able and efficient decision-making processes. We high-
light the advantages and limitations of non-cooperative,
cooperative and semi-cooperative game models based on
assumptions that game players are rational and pursue
well-defined objectives and they take into account their
knowledge or expectations of other players behavior.

Artificial Neural Network (ANN) is another useful ap-
proach for supporting new user requirements such as se-
curity awareness. Making a prior analysis of trust levels

of the resources and security demand parameters of tasks,
the neural network is monitoring the scheduling and task
execution processes. The network learns patterns in input
(initial tasks and machines characteristics) and produce
the tasks-machines mapping suggestions as the outputs.

Finally, while game-theoretic and ANN approaches
are useful at modelling Grid users behaviors and re-
quirements, they are not effective as stand alone ap-
proaches for solving the multi-objective optimization
problems arising in such models. We then show how
game-theoretic and neural networks can be combined
with meta-heuristic approaches, such as Genetic Algo-
rithms, to solve the optimization problem and achieve
Grid system performance.
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INTRODUCTION 

The paper presents a new multiscale framework 
that is both mathematically rigorous and practical in the 
sense that it has been successfully applied in aerospace, 
automotive and civil engineering industries. The “rigor” 
aspect of the method is provided by recently developed 
computational continua (C2) formulation (Fish and 
Kuznetsov, 2009), which is endowed with fine-scale 
details, introduces no scale separation, makes no 
assumption about infinitesimality of the fine-scale 
structure, does not require higher order continuity, 
introduces no new degrees-of-freedom and is free of 
higher order boundary conditions. The “practicality” 
aspect of the proposed method is inherited from the 
reduced order homogenization (Yuan and Fish, 2009, 
Fish and Yuan, 2008) approach, which constructs 
residual free-fields that eliminate the bottleneck of 
satisfying fine-scale equilibrium equations and is 
endowed with a hierarchical model improvement 
capability where the cost of the most inexpensive 
member of the sequence is comparable to that of semi-
analytical or phenomenological methods. 

Blending of the two methods into a single 
cohesive computational framework, hereafter to be 
referred to as the Reduced order Computational 
Continua or simply RC2, that inherits the underlying 
characteristics of its two ingredients, is the main 
objective of the present manuscript. We conclude the 
manuscript with a brief summary and discussion of 
future research directions.  

In the present manuscript we consider a 
heterogeneous body formed by a repetition of a fine 
structure (unit cells) occupying an open, bounded 

domain 3ζΩ ⊂ . The unit cell domain denoted as 
3Θ ⊂ is assumed to be finite, i.e. unlike in the 

homogenization theories it is not infinitesimally small 
compared to the coarse-scale domain. 

The following governing equations on ζ∈Ωx  
are stated at the fine-scale of interest 
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where iuζ  denotes displacements;
 ij

ζσ  – the Cauchy 

stress; ij
ζε  – the total small strain; ij

ζμ  – the eigenstrain 

arising from inelastic deformation, thermal changes, 

moisture effects or phase transformation; ibζ  – the 

body force, ijklLζ  – the elastic material properties 

(Hook’s law). The superscript ζ  denotes existence of 

fine-scale features. uζ∂Ω and tζ∂Ω  denote essential 

and natural boundary such that u tζ ζ ζ∂Ω = ∂Ω ∪∂Ω
 

and u tζ ζ∂Ω ∩∂Ω = ∅ . 
For simplicity we assume that the body force 

( )xibζ is a smooth function, i.e. it may vary linearly 

over the unit cell domain.  
 

COMPUTATIONAL CONTINUA 

Following (Fish and Kuznetsov, 2009) we define 

computational continua domain cΩ  as a disjoint 
union [i] (sometimes called direct sum or free union) of 
Computational Unit Cell (CUC) domains ˆ I

Θx   

                        ˆ
1

x I

N
c

I =

Ω = Θ



  (2) 

where x̂ I  denotes the coordinates of centroid of the 

CUC domain x̂ I
Θ and N̂  the number of computational 

unit cells. Note that if ˆ ˆ 0,x xI J
I JΘ ∩Θ = ∀ ≠  then 

the disjoint union reduces to a regular union. The 

position of the CUC centroid, x̂ I , and quadrature 

weights are calculated so that the integral over the 

composite domain ζΩ  would coincide with the integral 

over the computational continua domain cΩ . This is 

accomplished via so-called nonlocal quadrature defined 
as 

( ) ( ) ( )

( ) ( )

ˆ

ˆ

1

ˆ

ˆ ˆ ˆ, , ;  

1 ˆˆ ˆ ˆ , ,

x

x

x x x

x x

I

I

N

I I
I

e
I I I

f d f d

J W

ζ

ζ ζω χ χ

ω χ χ

= ΘΩ

Ω = Θ

=
Θ

 
(3) 

 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

7



 

 

where ( )ˆ ,xe
IJ χ  is the Jacobean that maps a coarse-

scale element into a bi-unit cube; ˆ
IW  denotes the 

nonlocal quadrature weight. The nonlocal quadrature 
leads to the dependence of the position of the unit cell 

centroid x̂ I  on the computational unit cell size relative 

to the coarse-scale finite element size.  
For each CUC domain, x̂ I

Θ , we introduce a 

local coordinate system with respect to the unit cell 

centroid defined as ˆx x Iχ = - . Any function ( )xf ζ  

can be expressed in terms of the local coordinates, χ , 

and the corresponding CUC centroid, x̂ I , i.e. 

( ) ( )ˆ ,x x If fζ ζ= χ . Note that unlike in the 

classical homogenization theory there is no scale 
separation, i.e. χ and x are of the same order. 

We further assume an additive decomposition of 

displacements ζu  into a smooth coarse-scale function 
cu  and an oscillatory weakly periodic function (1)u  

normalized as 

             ( )
ˆ

(1) ˆ ,
x

x
I

I d
Θ

Θ = χu 0  (5) 

The total strain ( )ˆ ,x I
ζ χε is additively 

decomposed into coarse-scale strain cε  and fine-scale 

perturbation *ε  as  

        ( ) ( ) ( )*ˆ ˆ ˆ, , ,c
ij I ij I ij I
ζε ε ε= +χ χ χx x x  (6) 

defined as symmetric spatial derivative of displacements 
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The coarse-scale strain field cε  is approximated 

by a linear function over the computational unit cell 
domain consisting of an average strain ijε , and an 

average strain gradient denoted by ,ij mε  defined as 
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Employing Eq. (8) and constitutive relation in (1)
, the equilibrium equation can be expressed as 
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where, for simplicity, we assume that elastic properties 
depend on fine scale coordinates only, 

( ) ( )xijkl ijklL Lζ = χ , i.e. they are same for all 

computational unit cells, x̂ I
Θ . 

 

RESIDUAL-FREE UNIT CELL PROBLEM 

The bottleneck of multiscale computations is in fine-
scale computations of complex microstructures. To 
illustrate the computational complexity involved, 

consider a coarse- scale problem with cellsN  quadrature 

points, n  load increments at the coarse scale, and 

coarseI  and fineI  average iterations at the two scales, 

respectively. The total number of linear solves of a fine 

scale problem is thus cells coarse fineN n I I⋅ ⋅ ⋅  - a 

formidable computational complexity for large number 
of complex unit cells. This bottleneck can be 
successfully removed my constructing residual-free 
fields that a priori satisfy fine-scale equilibrium 
equations. 

For large unit cells over which the coarse-scale 
fields are no longer constant the residual-free expansion 
has to be modified to include higher order residual-free 
coarse-scale fields. This is accomplished by introducing 
the following decomposition of fine-scale 
displacements  
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where mn
iH , mnp

iH , mn
ih , m

ih


 are strain, strain gradient, 

eigenstrain, eigenseparation influence functions, 

respectively; m
ζδ  the eigenseparation; the subscript m  

indicates components in the local Cartesian coordinate 
system of the CUC interface, denoted by x̂ I

S .  

Assume that all influence functions are χ - 

periodic over the CUC domain. Then integral 
expressions (8) and (5) are satisfied. 

 
THE INFLUENCE FUNCTIONS PROBLEM 

The influence functions, mn
iH , mnp

iH , mn
ih , m

ih


, are 

constructed to satisfy the weak form  for arbitrary mnε , 

,mn pε , mn
ζμ , and m

ζδ  . Exploiting smoothness condition 

of the body force  yields the following influence 
function problems 
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The above euations define the weak form of the 
boundary value problems for periodic (or weakly 

periodic) influence functions, mn
iH , mnp

iH , mn
ih , m

ih


, 

respectively. 
 
MODEL REDUCTION 
The primary objective of the model reduction is to 
reduce the computational complexity of solving a 
sequence of unit cell problems. This is accomplished by 

discretizing eigenstrains by ( )1
x̂ I

C− Θ continuous 

piecewise linear function 
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and eigenseparations by ( )0
x̂ I

C Θ
 

piecewise linear 

function 
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where 
( ) ( )x̂ij I
αμ  and 

( ) ( ), ˆij m I
αμ x  are the average and 

linear variation of the eigenstrain, respectively; 
( ) ( )ˆα α= −χ χ χ denotes the local coordinate system 

positioned at the centroid 
( )ˆ αχ of phase partition α ; 

( )
x̂ I

αΘ  is the volume of partition α  in the CUC domain 

ˆ I
Θx and n  is a number of such non-overlapping 

partitions; 
( )
ˆ IS ξ
x  denotes ξ  surface partition in x̂ I

S  and 

m  is the total number of surface partitions; 
( )N ξ

is 

chosen to be ( )0
x̂ I

C Θ  to ensure smoothness of 

interface separations constructed by a sum of finite 

element shape functions rN  defined over the interface 

partition 
( )
x̂ IS ξ

. 

 
NUMERICAL EXAMPLES 

For model verification we consider a beam consisting of 
eight coarse-scale elements. For simplicity, both the 
coarse-scale element and the computational unit cell are 
in the form of a cube. The unit cell contains a spherical 
or cylindrical inclusion placed at the CUC centroid as 
shown in Fig. 1. The diameter of the inclusion cross-
section is chosen to be 0.6 of the CUC length. For the 
reference solution, we consider direct numerical 
simulation (DNS), which employs sufficiently fine 
finite element mesh where the element size is 
considerably smaller than the size of the inclusion. The 
results of the reduced order computational continua 
(referred here as RC2) are also compared to the 

( )1O reduced order formulation (subsequently referred  

as ( )1O ). 

We study the dependence of the solution 
accuracy on CUC size. For the RC2 formulation any 
value of ζ  in [0,1] can be considered. However, the 

reference solution cannot be constructed for some 
choices of ζ , such as for instance  1 0.5ζ> > , if the 

coarse-scale problem is made by spatial repetition of 
complete unit cells. Thus the reference solution is 
constructed for 1ζ = , 0.5ζ = , which corresponds to 

coarse-scale element made of one and eight CUCs, 

respectively. Note that the results obtained by ( )1O  

homogenization method do not depend on the value of 
ζ .  

 
 

Figures 1: Comparisonof moments for various CUC 
sizes  

 
It can be seen that RC2 solution agrees well with the 

DNS. For 1ζ =  the ( )1O  formulation results in 25% 

error in moment for boundary conditions of type a)  
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(Fig. 6, top left) and 15% error for boundary condition 
of type b). (Fig. 6, bottom). As in the previous cases the 

RC2 and ( )1O  formulations coincide at 0.01ζ = . 
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ABSTRACT 

Current wayfinding simulation systems take little 
account of the architectural information in the built 
environment, which indicates that, there is an 
underestimation of the influence of architectural 
information on individual’s wayfinding behaviour. In 
presented studies, a vision-based simulation system is 
introduced. In this simulation system, an agent is 
designed to navigate through virtual built environments 
with only architectural information provided. The 
decisions made by this agent on the egress in each 
room are determined by agent’s familiarity of current 
environment. Familiarity of the environment will 
increase as the agent’s exploring of the virtual 
environment.   
 
INTRODUCTION  

Finding a way to certain destination is one of the most 
inevitable behaviours in our daily life, and it has been 
extensively studied in the last 50 years. In wayfinding 
tasks, several kinds of cues can be used, namely the 
verbal (information obtained from the reception, staff 
members, etc.), the graphic (map of the environment, 
signage showing the location or pointing to certain 
location, etc.), the architectural (entrances, stairs, 
corridors, etc.), and the spatial (spatial relationship of 
objects in the environment) (Arthur and Passini 1992; 
Passini 1984). Early analyses of indoor wayfinding 
suggested that signage and colour codes could provide 
landmarks, but the addition of these cues after 
construction can be futile (Passini and Shiels 1987). 
This suggests that, architectural information has a 
significant influence on human’s decision making 
during their wayfinding. However, in most researches, 
the function of the architectural information was 
underestimated -- it was often treated as the constraint 
of the architectural spaces.  
 
Recently, Sun (2009; 2006) developed a model for 
underground space evacuation simulation. In this 
model, based on the architectural information 

perceived, the agent makes choices on the egresses 
such that it could escape from the underground space 
in a short time. Sun’s research provides a good start on 
how the architectural information will affect human’s 
decision making, however, his work suffers from a 
number of limitations. Firstly, room illumination in the 
built environment is not considered. Secondly, in his 
model, egresses of the same type are painted with the 
same colour, as a consequence, agent’s choices on the 
egresses are influenced by the specific colour assigned 
to certain egress types. Last but not least, in his 
simulation system, the agent cannot turn back to visited 
rooms, which is implausible in reality.  
 
In this paper, we will present a vision-based system 
which simulates human wayfinding behaviour in 
virtual office environment with only architectural 
information provided. Following an introduction on the 
architectural information in the built environment, we 
will present the modules composed the simulation 
system in detail, especially the Information Perception 
module and the Egress Choosing module. In the end of 
this paper, we will conclude the current status of this 
simulation system and provide an outlook of further 
work.  
 
ARCHITECTURAL INFORMATION IN 
WAYFINDING 

As people interact with the environment, they perceive 
information and acquire knowledge from surrounding 
spaces. Many researches investigate various visual 
cues that would be acquired from surrounding spaces 
in the context wayfinding (Cutting and Vishton 1995; 
de Kort, Ijsselsteijn et al. 2003; Ijsselsteijn, de Ridder 
et al. 2000; Janzen, Schade et al. 2001; Nash, Edwards 
et al. 2000; Riecke, Veen et al. 2002). Rapoport 
(Rapoport 1982) summaries these visual cues into three 
categories with clearer framework, namely Non-fixed 
cues, Semi-fixed cues, and Fixed-cues. Non-fixed cues 
are defined as pieces of information that can be 
perceived from dynamic objects (e.g. interaction 
between humans). Located in the built environment, 
Semi-fixed cues are some special objects that can be 
reconstructed with ease. Objects like maps, signs, and 
different decorations are semi-fixed cues. These cues 
will provide information on egress direction in the built 
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environment. The last cue category, the Fixed-cues, 
also offer information on egress direction in the built 
environment, however these cues are part of the built 
environment and thus they are difficult to be 
reconstructed. Fixed cue is also called architectural 
cue, and according to Passini’s argument on 
wayfinding strategies (Passini 1984), it can be divided 
into categories, namely global architectural cue and 
local architectural cue.  
 
Global architectural cues can be perceived from 
building forms, and these cues provide information on 
the spatial relationships between different parts of the 
built environment. Four types of sources in the built 
environment can provide global architectural 
information：the circulation system, the exterior form 
of the building, the visible structural frameworks, and 
the atrium. An individual will have certain familiarity 
of the built environment when he perceives the global 
architectural cues. Based on his familiarity of the entire 
environment, he could split the wayfinding task into 
sequential parts. In other words, the individual could 
plan his wayfinding when he perceived global 
architectural cue of the built environment.  
 
On the contrary, local architectural cues can be 
perceived from three-dimensional geometric features 
of the local architectural elements (e.g. stairs, 
entrances, corridors). Perceiving local architectural 
cues will not increase the individual’s familiarity of the 
entire built environment. In fact, an individual can only 
gain more familiarity by exploring more of the built 
environment. Furthermore, this individual cannot make 
any plan on wayfinding. Sun summaries four types of 
sources where we can obtain local architectural cues in 
a built environment (Sun 2009): the types of the 
architectural element in the circulation system, distance 
from the architectural elements to the individual, the 
scale of the architectural element, and the angular 
position of the architectural elements in the 
individual’s view. 
 
 
FRAMEWORK OF THE MODEL 

Several modules are embedded in our simulation 
system, namely Information Perception module, Egress 
Choosing module and Move module. In the 
Information Perception module, the rendered image of 
captured scene will be converted to a depth estimation 
image and a grey-scaled image, with which the 
architectural information in current scene can be 
directly obtained, or calculated based on obtained 
information. A certain search strategy will be chosen in 
the Egress Choosing module, given the architectural 
information in current scene and agent’s familiarity in 
the current room. Finally, the agent will execute the 
decision made in the Egress Choosing module, and 
then steps into a new room. Figure 1 shows how these 
modules compose the simulation system.  

 
 
 
 
INFORMATION PERCEPTION MODULE 

In this section, we will present how the rendered image 
of current scene will be converted into a depth 
estimation image and a grey-scaled image, and what 
kind of architectural information will be obtained from 
these images. 
 
Image Conversion 

Synthetic vision is implemented in our simulation 
system for perceiving visual objects in the build 
environment. The rendering technique of the computer 
graphics enables our agent to perceive architectural 
information within its viewing field in the current 
room.  
 
Before the image of current scene is rendered, a 
measurement of the room illumination in the current 
room will be conducted. According to our findings in 
previous experiments, human will well perceive the 
visual objects in virtual environment as they do in 
reality only when the room illumination in the virtual 
environment is higher than 35 lux. In the virtual 
environment, room illuminations lower than 35 lux will 
lead misrecognition of the perceived object even when 
the geometry of this object is relatively simple.  
 
Once the agent finds the room illumination in the 
current room is higher than 35 lux, an image of current 
view will be rendered. Next, a grey-scaled image and a 
depth estimation image will be generated, as shown in 
Figure 2.   
 

 
 

Rendered image 

Grey-scaled image 

Depth estimation image 

  Information Perception 

Depth Estimation 
Grey-scaled 
conversion 

Egress Choosing  

Move 

Figure 1: Framework of the simulation model 

Figure 2: Conversion of the rendered image 
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Depth Estimation 
A Z-buffering filter is employed in the conversion 
process from the rendered image to the depth 
estimation image. As a result, given a rendered image 
of current scene, our agent knows the distance from its 
observation point to any of the object pixels within its 
viewing field in the image.  
 
Grey-scaled Conversion 
A grey-scaled filter is applied to convert the rendered 
RGB image into a grey-scale image (grey level ranging 
between 0 and 100). After the conversion, grey levels 
of the architectural cues will be normalised into three 
levels, namely dark (grey level = 25), medium (grey 
level = 50), and bright (grey level = 75).  
 
In the simulation system, we assume that the ceilings 
and the floors in the same built environment are 
designed of the same colour respectively, which 
indicates that, they cannot provide any useful 
information during agent’s wayfinding. As a result, the 
grey level normalization of the ceiling and the floor are 
ignored. 
 
In most of the built environment, global illumination is 
applied. Therefore, after conversion and normalisation 
in the rendered image, each architectural cue in the 
scene will only hold one grey value. Figure 3 is a 
sample of the converted grey-scaled image. 
 

 
Figure 3: A transformed grey-scale image sample 

 

Architectural Information Acquisition 

The rendered image itself is in fact a pixel array, where 
architectural cues of the built environment in view are 
patterns in this pixel array. By accessing the 
information stored in each pixel in this pixel array, the 
agent will obtain information of the room and egresses 
in current environment. Room information includes 
room ID, the size of the current room, the grey level of 
the room (the room is composed of a number of walls, 

thus the grey level of these walls is the grey level of the 
room), and whether or not there is a landmark in the 
current room; egress information includes egress ID, 
egress grey level, and egress width (see Figure 4). 
Special isolated objects, which are semi-fixed cues 
according to Rapoport’s definition (Rapoport 1982), 
are treated as landmarks in the built environment.  
 

 
 
Figure 4: Simplified class diagram of the information 

perceived in the build environment 
 
In our simulation system, doors and corridors are all 
recognised as egresses. When the perceived egress is a 
door, egress ID and door width can be obtained from 
the pixel information in the rendered images directly. 
When the perceived egress is a corridor, the width of 
this corridor can be calculated from the distance (D1, 
D2) and the angle (A1) (see Figure 5).   
 

 
Figure 5: Width of the corridor can be calculated 

 
 
EGRESS CHOOSING MODULE 

Based on the information obtained in the Information 
Perception module, our agent needs to select a search 
strategy as to choose an egress in the current room. 
According to agent’s familiarity of current 
environment, all searching strategies are categorized 
into two groups: search in a new room, and search in a 
visited room. Details of these search strategies will be 
presented in the following. 
 
Search In A New Room 

When the agent steps into a room for the first time, it 
has no knowledge of this room. As a result, it will 

Room Information

+room ID
+room size
+room color
+landmark

Egress Information

+egress ID
+egress color
+egress width1 1..*

connects
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select one of the following searching strategies to 
approach the destination: random walk, follow the 
boundary, and perceive egresses features.  
 
Random Walk 
Random walk is one extreme case of search strategies. 
With this search strategy, the agent will make a random 
choice on the egresses in the current room, regardless 
of the information perceived in this room. In other 
words, each egress within the agent’s viewing field has 
equal probability to be chosen. 
 
Follow The Boundary  
If the agent finds that the current room is one of the 
boundary rooms in the entire environment, it may 
simply follow the boundary on the left or right hand to 
see whether or not the destination is along the 
boundary.  
 
Perceive Egress Features 
With this search strategy the agent will choose an 
egress based on the preference function deduced from 
our earlier experiments. In our earlier experiments, we 
find that among several attributes that influence 
individual’s decision on the egress in the built 
environment with only architectural information 
provided, the width of the egress (W), the grey level 
contrast of the egress and the room (G), and the gender 
of the individual are of great significance according to 
the analysis based on data collected from real human 
navigation in a virtual environment. According to our 
analysis, the predicted probability that an egress will be 
chosen in a cue pair is determined by: 
 

  (1) 

 
Where: 
pi is predicted probability of an egress being chosen in 
a cue pair 
Z W G   

Z 0 (the alternative in the choice set) 

β0 is the B value of the intercept 

βi is the B value of a specific variable level  

 

Search In A Visited Room  

If the agent has visited the current room, it will hold 
certain familiarity of this room. Accordingly, it will 
apply some different searching strategies, namely 
random walk, follow boundary, follow a known route, 
and follow orientation. 
 
Random Walk 
It is possible that the agent will apply the random walk 
search strategy, despite the fact that it has visited the 
current room before: the agent will treat the visited 

room as a new room, and makes random choice on the 
egresses in this room.    
 
Follow Boundary 
Even though the agent has visited the current room, it 
may still follow the boundary to see whether or not the 
destination is along the boundary.  
 
Follow A Known Route 
If the agent finds the current room is a visited room, it 
might follow a known route. In other words, the agent 
will retrieve the decision made on the egresses last 
time and choose the same egress again. 
 
Follow Orientation 
In this search strategy, we assume that the agent will 
make use of its build-in “compass”: as long as the 
agent knows the orientation of the destination, it will 
simply choose an egress which will lead a closer 
direction orientating to the destination, regardless of 
the architectural information in the environment.  
 
We apply the following algorithm to calculate which 
egress has a higher probability to lead to the 
destination orientation. In our algorithm, we define 
S(x, y) as the middle point of the start, D(x, y) as the 
middle point of the destination room, C(x, y) as our 
agent’s current position, and Pi(x, y) as egresses 
positions (middle point of the egresses) in the current 
room.  Figure 6 shows the relationships between DS, 
SC and θ. In this figure, SD is the distance between the 
start and the destination, SC is the distance between the 
start and agent’s current position, and θ is the angle 
between line SC and line SD. Smaller angle θ indicates 
closer of point C against line SD. When point C is 
close enough to line SD, the direction of line SD will 
have little difference with the direction of line CD. 

 
 
 
 
 
In each room, except for the entrance, there will be a 
number of egresses that can be chosen, and each of 
them holds a fixed θ against the line SD, we name 
them as θi. Given the value of cosθi (the value can be 
calculated following the law of cosine), the probability 
each egress being chosen with the follow orientation 
search strategy will be: 
 

 
∑

. 

 

S

D 

C 
θ 

Figure 6：Relations of the start room, destination 
room, and agent's current position 
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Probability Of Choosing Search Strategies  

Given distinct familiarity of the current room, the agent 
will apply different search strategies to make decision 
upon the egresses in this room. This indicates that, 
during the wayfinding process, the agent could only 
apply one search strategy during the whole searching 
process, or change the search strategy every a few 
rooms, or follow one search strategy in each room.  
 
In the current room, each available search strategy has 
a certain probability to be chosen by the agent. These 
probabilities will be deduced through experiments with 
real human navigation in a VR environment. Figure 7 
shows how a search strategy will be chosen in the 
current room.  
 
AGENT  

Several types of information are stored by our agent, 
namely status information, task information, search 
strategy information, and agent’s memory, as shown in 
Figure 8. 

 
Figure 8: Simplified class diagram of the information 

stored by the agent 
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Figure 7: Flowchart of egress choosing module 
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Status Information 
Status information involves information about agent’s 
current location in the built environment, the room ID 
if the agent is within a room, and current time. Current 
time gives information on how long the agent has spent 
in the wayfinding process.  
 
Task Information  
Wayfinding tasks may differ in the start, destination, 
the intention, and the sequence. For each wayfinding 
task, the start room ID, destination room ID, the 
intention of this way dinging task, and the sequence of 
this wayfinding task are recorded here. The intention of 
the wayfinding task determines the start room ID and 
the destination room ID, more importantly, it has 
significant influence on the search strategy the agent 
may apply. The sequence shows how many times the 
agent has repeated a wayfinding task.  
 
Search Strategy Information 
As mentioned in the egress choosing module, our agent 
might follow a search strategy for the whole 
wayfinding task, or for several rooms, or just for one 
room. The search strategy ID and the probability of this 
search strategy when it was chosen, along with the 
search strategy the agent applied in previous room will 
be recorded by the agent.  
 
Agent’s Memory 
In the simulation system, agent’s familiarity of the 
current room is determined by the statistics the agent 
collected of the room itself and the egresses involved 
in this room. Room statistics contains data on the size 
of the room, the grey level of the room, and how many 
times the current room has been visited, while egress 
statistics includes data on egress width, egress grey 
level, how many times the current egress has been 
perceived, and how many times the current egress has 
been chosen according to certain search strategy. It is 
possible that the agent would miss a certain egress in a 
room if this egress is not within the agent’s viewing 
field and the agent does not look around. For example, 
given a room being visited for five times, the perceived 
times of certain egress in this room might be less than 
five, and the chosen times of this egress might be zero. 
 
Furthermore, the decay of agent’s familiarity of the 
environment is also considered in the simulation 
system. We assume that the agent can only remember 
the information of a fixed number of rooms (N). If the 
number of visited rooms exceeds N, the agent will 
conduct a scan of the visited rooms according to their 
visited sequence: from the first visited room to latest 
visited room in the queue, the room with least visited 
times will be removed from the queue. Next time when 
this removed room is visited, it will be treated as a new 
room. In other words, the agent will only remember 
recently visited rooms and the more frequently visited 
rooms. 
 

MOVE MODULE 

Once an egress is selected in the current room, the 
agent will execute the decision by walking towards the 
egress and then stepping into the next room. 
 

CONCLUSIONS AND FURTHER RESEARCH 

In this paper, we raised a vision-based system which 
simulates human wayfinding behaviour in virtual office 
environment. Unlike other wayfinding simulation 
systems, the agent designed in our system collects 
architectural information of current environment and 
then makes choice on the egresses employing certain 
search strategy based on its familiarity of current 
environment. 
 
This proposed simulation system can be used for 
testing and evaluation purposes in architectural design 
problems. After a series of transformation, a CAD 
model of an office environment can be given to our 
simulation system as input. By setting the wayfinding 
task, we can employ the designed agent to predict how 
human may behave in this office environment in 
reality. This helps the architects, from the aspect of 
wayfinding efficiency and space utility, to improve 
their design.     
 
Currently we are working on obtaining the probability 
that a search strategy might be employed as to select an 
egress in a given environment. These probabilities will 
be deduced from the analysis based on data collected 
from one of our earlier experiments. Next, we will 
concentrate on embedding all modules in the agent. It 
should be noted that, the agent in our simulation 
system cannot look around or wander around, thus the 
agent’s wayfinding behaviour is limited.  
 
ACKNOWLEDGEMENTS 

Thanks for the support for National Natural Science 
Foundation of China (project granted ID 51008212). 
 
REFERENCES 

Arthur, P. and R. Passini. 1992. Wayfinding: people, signs, 
and architecture, McGraw-Hill Companies. 

Cutting, J. E. and P. M. Vishton. 1995. "Perceiving layout 
and knowing distances: The integration, relative potency, 
and contextual use of different information about depth". 
Handbook of perception and cognition. W. Epstein and S. 
Rogers. San Diego, Academic Press. 5: 69-117. 

de Kort, Y., W. Ijsselsteijn, et al. 2003. "Virtual laboratories: 
comparability of real and virtual environments for 
environmental psychology." Presence: Teleoper. Virtual 
Environ. 12(4): 360-373. 

Ijsselsteijn, W. A., H. de Ridder, et al. 2000. "Presence: 
Concept, determinants and measurement". Proceedings 
of the SPIE. 

Janzen, G., M. Schade, et al. 2001. "Strategies for detour 
finding in a virtual maze: the role of the visual 
perspective." Journal of Environmental Psychology 
21(2): 149-163. 

18



 

 

Nash, E. B., G. W. Edwards, et al. 2000. "A review of 
presence and performance in virtual environments." 
Human-Computer Interaction 12: 1-41. 

Passini, R. 1984. Wayfinding in architecture, John Wiley & 
Sins Inc. 

Passini, R. and G. Shiels. 1987. Wayfinding in public 
buildings: a design guideline, Public Works Canada, 
Architectural and Engineering Services Technology. 

Rapoport, A. 1982. The meaning of the Built Environment - a 
Nonverbal communication approach. London, Sage. 

Riecke, B. E., H. A. H. C. v. Veen, et al. 2002. "Visual 
homing is possible without landmarks: a path integration 
study in virtual reality." Presence: Teleoper. Virtual 
Environ. 11(5): 443-473. 

Sun, C. 2009. Architectural cue model in evacuation 
simulation for underground space design." Eindhoven, 
Technische Universiteit Eindhoven. 

Sun, Y. and B. d. Vries. 2006. "An Architecture-based model 
for underground space evacuation simulaiotn". 
Proceedings of the 20-th European Conference on 
Modelling and Simulation ECMS. 

 
AUTHOR BIOGRAPHIES 

QUNLI CHEN was born in Xining, China. He 
finished his master study in the University of Bristol in 
UK. Currently he is working as a PhD candidate under 
the supervision of Prof.dr.ir. Bauke de Vries from the 

Eindhoven University of Technology in the 
Netherlands. His research interests are mainly focus on 
human behaviour in the built environment, especially 
way finding in the virtual environment using 
architectural cues. His email: Q.Chen@tue.nl 
 
BAUKE DE VRIES has a Doctors (1996) degree from 
the Eindhoven University of Technology. The subject 
of his PhD thesis was “Communication in the Building 
Industry: A strategy for implementing electronic 
information exchange”. From 2001 to present he is 
Professor and the chair of the Design Systems group at 
the Eindhoven University of Technology. His main 
research topics are: Computer Aided Architectural 
Design (CAAD), Product and Process Modelling, 
Human Behaviour in the Built Environment, VR 
technology and Interfaces and Knowledge Based 
Systems. His email is: B.d.Vries@tue.nl 
 
CHENGYU SUN was born in Shanghai, China. He 
studied architecture and obtained his doctor degree in 
TU/e, The Netherlands. Now he is working at Tongji 
University, P. R. China. His email: ibund@126.com 
 
 

 

19



MULTI-AGENT SYSTEM FOR SIMULATION OF SURROUNDING THE 

SEA VESSEL 

Petr Sosnin 

Computer Department,  

Ulyanovsk State Technical University,  

Severny Venetc, Ulyanovsk, 432027, Russia  

E-mail: sosnin@ulstu.ru

KEYWORDS

Multi-agent system, radar station, sea vessel. 

ABSTRACT

There are many different tasks which are to be solved 

on a sea vessel on the base of the primary information 

from radar stations (RSs) about moving objects in the 

vessel surrounding. Frequently enough such 

information is being entered from several RSs with 

different characteristics. The redundancy of 

informational flows is used for achieving many positive 

effects, for example for increasing the adequacy of 

vessel environment models. The processing of such 

redundant information is named as data fusion. The 

article presents the multi-agent system (MAS) for 

solving the data fusion task on the sea vessel. The 

suggested MAS uses the program agents not only for 

dynamic objects but for units of informational flows as 

well.

 INTRODUCTION 

The rationality of the sea vessel navigation essentially 

depends on adequate monitoring the above-water and 

air environment. In the general case such environment 

includes different kinds of moving the water and air 

objects with different characteristics and some of them 

can be combined in groups (Waard 2008).  

The different kinds of vessels navigation equipment and 

other outside navigation systems are appointed to 

gathering the necessary information for solving the data 

fusion task. All of these means are combined in a multi-

sensor multi-target tracking system (MTTS) of the 

vessel. Such MTTS is very important for the warship.  

Let us mark that “Data fusion is now the recognized 

term for the processing needed to convert the data into 

an up-to-date model (or picture) of the world-of-

interest, suitable for human decision making ((Waard 

2008).”

In this article the multi-agent approach to solving the 

data fusion task in the frame of the MMTS is presented. 

The solution is aimed at the simulation of the targets 

picture around the vessel V0 of the warship type. 

First of all agents are used for modeling the targets each 

of which can be a vessel or an air object. But agents 

also are used for presenting features (characteristics) of 

discovered targets.  

The suggestion takes into account that several radar 

stations (RS) are used on the vessel as sources of 

primary informational flows about observing targets. 

Moreover, different RSs can have different time of 

observing (scan time Tx) and can generate the 

information with different types of targets 

characteristics.

The use of agents simplifies the solution of the data 

fusion task in described conditions. The agent approach 

to the simulation of the vessels movement is applied to 

the collision avoidance task as well. In this task the 

agent model of the own vessel V0 is created and 

combined with agents of other vessels moving inside 

the investigating area. 

Requirements of suggestion means are defined for their 

implementation in the Question-Answer Instrumental 

System WIQA (Sosnin 2009). That helps to adjust and 

unite the tasks of identifying targets and their groups 

with tasks of visualizing the targets picture around the 

vessel V0 and with the collision avoidance task of 

vessels. The model of the international rules for vessels 

collision avoidance was created and included into the 

developed multi-agent system named MasWIQA. 

RELATED WORKS

The data fusion task can be divided on subtasks by 

different ways. But in any case the division will include 

the subtask of normalizing data flows from different 

sensors, the subtask of the data association, the subtask 

of targets grouping (on the sea surface and in the 

airspace) and the visualization task which simulates the 

targets picture around the vessel V0. All of these basic 

subtasks are solving in MasWIQA with the help of a set 

of tasks which are being solved by software agents. 

Moreover, the special means are included to MasWIQA 

for solving the collision avoidance task for vessels on 

the base of data obtained from the data fusion task. 

These positions were taken into account for analyzing 

the related works. The analyses has helped to define 

three important  types of related works connected with 
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the data association, collision avoidance and the usage 

of software agents in named tasks and subtasks. 

For the data association task it is possible to indicate the 

following algorithmic versions: 

1. Algorithms based on statistical properties of 

estimations of coordinates and parameters of the 

targets, namely, algorithms existential association 

(Capponi et al. 2004; Kaplan et al. 2008). 

2. Algorithms of stochastic checking of data in a 

combination to multi-alternative algorithms of 

tracking (Puranik and Tugnait 2007). 

3. Algorithms based on the usage of additional 

sources of the information (Bar-Shalom et al. 

2005).

4. Algorithms of the data association based on the 

usage of Neural Networks (Chung et al. 2007). 

As a rule, for the majority of the marked algorithms 

(and related them) the association is fulfilled on two 

stages. The first association stage consists of integrating 

the corresponding data values in current moments of the 

modeling time. At the second stage the received groups 

of data are being identified with already available 

trajectories of targets, on the base of various properties 

of the received data.

It is necessary to notice that the Internet- search of 

publications about data fusion with multi-agent 

solutions has been without interesting results. 

For decreasing the risks of collisions, the international 

rules for avoidance (COLREG-72) are agreed for their 

execution by vessels of various types (Cockcroft 2003).  

In general case the vessel collision avoidance is a 

complicated dynamic process the exact theoretical 

description of which is impossible even for two moving 

ships.  Therefore such processes are being fulfilled on 

the base of precedents, simple models of situations and 

decisions of the responsible persons. 

To improve the safety of vessels the different kinds of 

expert systems have been created, for example in the 

paper (Grabowski and Wallace 1993) on the base of 

gaming,  in the paper (Tran et al. 2000) on the base of 

journey planning and in the paper (Liu et al. 2006) on 

the base of Fuzzy-Neural Network possibilities. It is 

necessary to notice that in all named papers normative 

rules of the COLREG-72 is not mentioned. 

The expert system described in this paper uses the 

multi-agent technique and modeling the reasoning. The 

possibilities of multi-agent modeling the vessels are 

presented in the paper (Liu and Yang 2007) where 

agents are used for simulation aims but without direct 

access to COLREG rules. The principal role of case-

based reasoning in the collision avoidance task is 

presented in the paper (Liu et al. 2008). But combining 

the multi-agent analysis with question-answer reasoning 

is not used in related papers. 

MODEL OF INFORMATIONAL FLOWS 

In the developed simulation system as in related 

systems the first step of the data fusion process begins 

with solving the subtask of normalizing data flows from 

different sensors. The solution of this subtask is based 

on the following mathematical model of a set of 

informational flows: 

This incremental model transforms each real 

informational flow from the corresponding  sensor RS
p

(standing on the vessel V0) to its version reflected to the 

modeling time with the scan time TM satisfying to a 

condition TM  min {Tp}. Such reflection provides the 

normalization of informational flows in time.  

One more way of the normalizing the data flows is 

bound with the choice of a normative set of targets 

characteristics {Gp
k}={{gp

kr(ti,j)}} obtained from the set  

{RSp} and a set of {Gs
k}={{gs

kr(ti,j)}} obtained from 

other sources  Ss of data {Gs
k}.

For characteristics {{gp
kr(ti,j)}} their values are 

computing with the help of extrapolation gp
kr(ti,j+1) of 

the corresponding scan times Tp for intermediate points 

of time ti,j. A set of characteristics GC (tij’) for the vessel 

V0 is used in such computing. 

Any characteristic gs
k(ti,j+1) in the next points of time 

ti,j+1 can change the value if the definite event  

New(gs
k(ti,j+1) is happened. The role of other elements of 

the model can be understood without explaining.  

It is necessary to notice that the presented model opens 

possibilities for the parallel processing informational 

flows and such possibilities are used in their multi-agent 

version. 

MULTI-AGENT MODELING THE DATA 

FUSION

The mathematical model of the set of informational 

flows helps to single out the flow for each characteristic 

of any target. It, in turn, allows to start the process of 

the informational redundancy for each target 

characteristic, for example, such as the bearing or 

distance each of which has a probabilistic type and is 

measured with definite accuracy. 

The next step in processing of data is connected with 

solving the data association task and task of targets 

grouping. Each of these tasks must be solved for    

vessels and air objects differentially. The last data   

fusion process provides gathering the values of 

characteristics into the navigational model for each 

G=G GS={Gp
k} {Gs

k}={{gp
kr(ti,j)}} {{gs

kr(ti,j)}},

gp
kr(ti,j+1) = gp

kr(ti,j) + gp
kr(ti,j+1),

gp
kr(ti,j+1) = fr(G

p
k (tij’), G

C (tij’), tij, tij)),

F = {fr(G
p
k (t’), GC (t’), tij, tij))},

                   gs
k(ti,j),

                   as
k(ti,j+1) , New(gs

k(ti,j+1)),

 ti,j= t0 + i*(Jp+1)*TM+j*TM,

j = 1, Jp+1, i = 1, I, k = 1, K, p = 1, P, r = 1,R, 

gs
k(ti,j+1) = 
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observed target for following use in                                                                                     

decision-making on the vessel V0. The described chain 

of actions has led the author to its multi-agent structure 

presented in Fig. 1.  

The following responsibilities are appointed to classes 

of agents: 

class A0 of “agents” represents sensors means 

(SM), in particular, radar stations RSp  which send 

flows of the primary information to MasWIQA 

(“agents” of this class is out the range of 

MasWIQA); 

class A1 named “N_Agents” provides normalizing 

data flows from different sensors; 

class A2 named “Ch-agents” each of which 

processes the redundant information about the 

definite characteristic from its normalized flows; 

class A3 named “Agents-Ch” solves the data 

association task and the task of grouping the 

targets; 

class A4 named “T_Agents” the agents of which 

assemble data for targets such as vessels {Vm}, air 

objects {Pq} and their groups {Gr}.

The structure of MasWIQA as a whole describes by the 

following symbolic expression: 

MasWIQA = (WIQA,Env(t), S({A1,A2,A3,A4}),t)

Env(t) = (Cart(t), Aer(t), Isom(t)) 
1 1 0

j jA { A ( A )}= , 1j ,J= ,

}))}{,(({ 1322

jrmj AASAA , 1m ,M= , 1j , J '= , 1r ,R= ,

}))}{,(({ 2433

mivr AASAA , 1r ,R= , 1v ,V= , 1m ,M ,=

4 4 3

v rA { A ( S({ A }))}= , 1v ,V= , 1r ,R= .

All agents which are existing in MasWIQA in definite 

modeling time t, are implemented with the usage of   

WIQA means added by plug-ins visualizing and 

simulating the targets picture as the views composition 

of an environment Env(t) around the vessel V0. The 

targets picture consists of three views one of which is 

view Chart(t) presented in Fig. 2. It shows all vessels on 

the map of the definite part of the sea (the cartesian 

system of coordinates). 

Figure 2.  Map view with icons of vessels 

Two other views are shown in Fig. 3 where the view 

Air(t) registers all air objects as usually they are viewed 

on the RS screen and the view Isom(t) which presents 

all targets in an  isometric picture. 

Figure 1.The multi-agent structure of data fusion processing 
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Figure 3. Model of air targets and isometric view 

QUESTION-ANSWER PROCESSOR WIQA 

The toolkit WIQA (Working In Questions and 

Answers) is intended for the maintenance of question-

answer reasoning (QA-reasoning) in the collective 

problem-solving and decision-making in the designing 

of software intensive systems. This toolkit helps to 

create and use the QA-model for any task including its 

subtasks during the conceptual solving this task. Any 

QA-model is developing during solving process and its 

finishing state is a pseudocode program of the 

corresponding task. 

WIQA has been implemented in several versions. Its 

last versions named WIQA.Net, has been created on C# 

at the platform of Microsoft.NET 3.5. This version of 

WIQA gives the possibility to execute any pseudocode 

program created with its help and for this reason 

WIQA.net can be named as the processor                  

(QA-processor).

The main interface form of WIQA is presented in      

Fig. 4. This form gives the visual and touchable access 

to the tasks tree of the conceptual design and the QA-

model of any task of this tree.  

The structure of WIQA, its functional possibilities and 

positive effects are described in a set of publications 

among which the sufficient full description is given in 

the article (Sosnin 2009). 

The features of WIQA are reflected by its general 

components structure presented in Fig 5. A set of 

specialized plug-ins have been developed in the creation 

of MasWIQA. 

Figure 5. Components structure of WIQA 

It is necessary to notice that any unit of the tasks tree 

and QA-model (visualized as the QA-protocol) is kept 

in the QA-database localized in the server of WIQA. 

Any such unit can be used for emulating the data of the 

necessary type. This possibility uses for coding the 

variables and their values in the form which was named 

as QA-data.

Events and data for software agents of MasWIQA are 

existed in the form of QA-data (Fig. 6)) which are 

registered in the announcement board and in the agents 

tasks included to the tasks tree of MasWIQA. Any task 

of the agent existence includes subordinated subtasks 

which use QA-data as well. 

Figure 6. Connection of agent with its surrounding 
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DATA ASSOCIATION TASK 

After processing the entrance information by agents 

which are provided the normalization of informational 

flows, the data association subtask must be solved. This 

subtask can describe by the following statement: 

This task is solved for vessels and planes a little 

variously but with the usage of the techniques based on 

the statistical hypothesis testing in both cases. The 

essence of the decision we shall explain on an example 

for two RSs which are interacting with the definite 

quantity of targets.  

In case when N vessels are moving inside the 

investigated area the first RS1 can register N1 targets 

and the second RS2 can register N2 targets.  It is 

possible that N N1 N2 and even Nx>N.  For each pair 

of targets Obi and Obj from targets lists of both RSs let’s 

create two probabilistic variables (with the normal 

distribution) 

where b x and d y are the registering values of the 

bearing and distance for targets correspondingly. 

If objects Obi and Obj represent the same object then 

0,0 dMM  where M is mean (hypothesis H0); 

otherwise (hypothesis H1) even one of the mentioned 

population means should be distinct from zero. 

As random variables and are considered 

independent the probability of a correct identification is 

defined by the following expression: 
)2(

0

)1(

00
,

where )1(

0
 probability of a correct identification of the 

bearing, and )2(

0
 probability of a correct 

identification of the distance.

In presented case for estimations of samples the 

following critical values are used: 

On the base of such estimations a group of software 

agents belonged to class A3 was created.  These agents 

take into account all pairs of targets. They use statistics 

of samples and solve the appointment task by the 

Hungarian method. 

It is necessary to notice that the data association task for 

air targets is solved by the similar way. In this case 

three random variables , and are took into 

account. The third variable            reflects the difference 

between targets heights. 

In MasWIQA the task of targets grouping is solving by 

software agents as well. This task is defined as a task of 

image recognition the statement of which is oriented on 

the proximity of targets in their dynamic characteristics. 

The task of grouping is solving for vessels and air 

targets differentially.   

SIMULATION OF SURROUNDING

The last subtask in data fusion is the targets 

visualization task. The main aim of this task is to 

present the targets picture in forms which are suitable 

for the decision-making.  

A very important measure of the suitability is the 

accessible possibilities for estimations of the targets 

picture by persons who are responsible for decisions. 

For this reasons in all views of the targets picture the 

screenshots of which are presented above the distance 

measures are opened for their visual applying (without 

the use of computing).  

The possibilities of estimating for air targets are 

supported by the use of the model of the radar screen 

which is added by the column of air echelons of the 

flight. MasWIQA opens such possibilities not only for 

RSs operators but for sailors on duty as well. 

MasWIQA is developed as the training system. 

Therefore it gives the possibility for initial creating the 

targets picture including vessels and air targets and for 

appointing them random values of characteristics. The 

simulation process can be activated after the initial 

assigning. 

The simulation of the targets moving is also used for 

solving the collision avoidance task for vessels. This 

task is being solved in the training regime with the 

usage of the specialized Expert System (ES) which is 

emulated by means of MasWIQA. 

The simulation is aimed at the estimation of the 

collision threat for own vessel V0 with others moving 

vessels. The estimation includes two line of the 

behavior for the sailor on duty and for agents modeling 

vessels.

The sailor on duty must act in accordance with 

COLREG’72 but this document is a very complicated. 

Therefore all rules of COLREG’72 have been 

transformed to precedents models and have been 

included to the knowledge base of the ES.  

EXPERT SYSTEM 

The adaptation of MasWIQA to the decision of expert 

system tasks in collision avoidance situations is 

presented in Fig. 7. This “Block and line” view is 

chosen specially, so that it is corresponded to the typical 

scheme of the ES. In Fig. 7 the structure of the ES is 

presented against background of the QA-model to 

emphasize functional character of immersing the ES to 

the data model of the QA-type. 

“The set of normative flows of targets 

characteristics values presents the processed 

primary information about the definite set of targets 

each of which could be named variously in targets 

lists of different RSs.  It is required to appoint the 

unique name for the each target in all normalized 

informational flows corresponding to this target (if 

target exists in the vessel surrounding).” 

11

11

dd

= b i -  b j

= d i -  d j
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Figure  7. Question Answer Expert system 

Any function of the ES is implemented as solving the 

corresponding task included to the tasks tree. Therefore 

with any task connects its QA-protocol the creating and 

using of which is similar the work with the program but 

the program of the QA-type (Sosnin 2008). WIQA 

includes the interpreter of the QA-program the 

execution of which plays the role of the model of 

reasoning. So any function of the ES is implemented 

uniformly as modeling of reasoning the agent or user 

correspondingly. 

The human interaction with the ES for choosing the 

appropriate precedent is fulfilling by two steps. At the 

first step the list of keys and rating of any precedent are 

used for roughly choosing. At the second step the work 

with QA-protocols and predicate models of precedents 

are used for increasing the adequateness of the choice.

Two steps of the access of the user to the knowledge 

base is a general technique. In real practice the agent of 

the own vessel fulfils the work of the first step 

automatically and periodically. Two steps are useful for 

checking the results of the choice and in the task of 

training. 

The interaction of any agent with the ES is being 

implemented similarly the automatic “reasoning” aimed 

on checking the conditions of appropriate precedents. 

All chosen precedents for agents register in QA-

protocols so that the predictable behavior of agents are 

accessible for the person who is responsible for the 

collision avoidance. It is necessary to mention that the 

interaction of agents with the ES fulfils periodically on 

the base of the real time data. 

The access to the knowledge base is not single cause for 

the interaction of the user with the ES. The user has the 

direct access to any task of the tasks tree and therefore 

to any QA-protocol (or QA-program, or QA-model) in 

any its state. He can use such access for analysis of 

solution processes in any interval of time and for 

modeling the evolving of collision avoidance events. 

The interacting of the user with agents is especially 

important. Such interaction is implemented in two 

forms. Agents are initiators of the first version of real 

time interacting. When any agent in its interaction with 

the ES discovers the danger situation with the vessel V0

the agent informs the user about it. 

The initiator of the second version of the interaction 

with agents is the user. The information from agents 

about their actual relations with the COLREG gives the 

user the possibility to compute a set of potential facts 

about changing the vessels movement in the chosen 

interval of time.  

SIMULATION OF PRECEDENTS

The precedents in accordance with their types and 

structures are filled by the informational content 

extracted from the COLREG-72 and from informational 

sources about “a good sea practice”. 

The kernel of the knowledge base includes 145 rules 

(precedents) each of which corresponds of the definite 

COLREG rule or its detailed version. The content of 

precedents will be demonstrated on the example of 

“Rule 15” which regulates the normative behavior in 

situations of crossing for power-driven vessels VPD
1 and 

VPD
2.

The textual model of the presented precedent 

(production) repeats the text of the corresponding rule 

“When two power-driven vessels V_1 and V_2 are 

crossing so as to involve risk of collision, the vessel…”. 

The predicate model presents the content of the 

production in the following form: 

Has1(V_1, VPD1)&Has1(V_2, VPD2)& 

& Has2(V_1,place_1)&Has2(Vs-2, place_2) & 

& Has3(V_1, bear_1)&Has3(V_2, bear_2)& & 

Has4(V_1, vel_1) & Has4(V_2, vel_2) & 

& Has5(V_1, “keep out of the way”) & 

& (bear_1 – bear_2 > 11, 5 ) & 

& (CPA- DDA - D1  0)  Manoeuvre Mi,

where number “11,5 ” is a number from the “good sea 

practice” and “manoeuvre Mi” is a version of the 

necessary behavior of the vessel V_1. 

The QA-model (protocol) of the precedent presents the 

dialog aimed at the logical estimation of the condition 

part of the predicate model. The source code is formed 

as a result of pre-translating the predicate model on the 

C# code which is compiled to the executable code. 

simulation is aimed at the estimation of collision threats 

for own vessel V0 with others moving vessels. The 

estimation includes two line of the behavior for the 

sailor on duty and for agents modeling vessels. 

The sailor on duty must act in accordance with 

COLREG’72 but this document is a very complicated. 

Therefore all rules of COLREG’72 have been  

 CONCLUSION 

The paper presents the multi-agent approach to the 

solution of the data fusion task which is implemented 

on the base of question-answer means. 

The suggestions are based on the usage of four classes 

of agents. The first class of agents is intended for the 

work with primary information about characteristics of 

the dynamic objects received from several RSs and 

equipments of other types. Agents of this class provide 

transforming the primary informational flows to the 
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normative forms. Any agent of the second class is 

responsible for  processing the redundant information 

about definite characteristic from its normalized flows 

which correspond to the acted RSs. Agents of the third 

class are solving the data association task and the task 

of grouping the targets. The solution process of the data 

fusion task is a continuous work in which the targets 

visualization supports by agents of the fourth class. 

Vessels agents included in the fourth class take part in 

solving the collision avoidance task. 

There are a number of positive effects which are 

achieved in data fusion and in the collision avoidance 

practice by the usage of agents in the base of the QA-

approach and means of MasWIQA: 

1. The QA-approach supports the uniform way of 

modeling any task which is being solved for 

monitoring the nearby surrounding of the own 

vessel.

2. QA-means give the possibility for modeling any 

agent as the specialized task with subordinated 

subtasks in the tasks tree of the monitoring system 

MasWIQA. 

3. The multi-agent implementation promotes the 

parallel processing of the informational flows and 

solving the other presented tasks. 

4. Including the multi-agents model to the collision 

avoidance analysis gives the user the possibility to 

compute a set of potential facts about changing the 

vessels movement in chosen interval of time.   

5. Uniform QA-means are being used for 

(preliminary and/or real time) programming and 

reprogramming any function of MasWIQA and for 

including the function as the task in the tasks tree 

in any time. 

In this time the described multi-agent system are being 

investigated and fitted for its developing till the version 

which could be used in the real sea practice. The main 

difference between exploitation version and version for 

training are only in different sources of the input 

information.  
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ABSTRACT
The minority game (MG) is a simple yet effective binary-
decision model which is well suited to study the collec-
tive emerging behaviour in a population of agents with
bounded and inductive rationality when they have to
compete, through adaptation, for scarce resources. The
original formulation of the MG was inspired by the W.B.
Arthur’s El Farol Bar problem in which a fixed num-
ber of people have to independently decide each week
whether to go to a bar having a limited capacity. A de-
cision is only affected by information on the number of
visitors who attended the bar in the past weeks. In its
basic version, the MG does not contemplate communi-
cation among players and it supposes that information
about the past game outcomes is publicly available. This
paper proposes the Dynamic Sociality Minority Game
(DSMG), an original variant of the classic MG where (i)
information about the outcome of the previously played
game step is assumed to be known only by the agents
that really attended the bar the previous week and (ii) a
dynamically established acquaintance relationship is in-
troduced to propagate such information among non at-
tendant players. Particular game settings are identified
which make DSMG able to exhibits a better coordina-
tion level among players with respect to standard MG.
Behavioral properties of the DSMG are thoroughly an-
alyzed through an agent-based simulation of a simple
road-traffic model.

INTRODUCTION
The Minority Game (MG) (Challet and Zhang, 1997) is
an inductive game born as a mathematical formulation of
the El Farol Bar attendance problem (Arthur, 1994). The
problem refers to a scenario in which a fixed number of
people have to decide about making use of a shared re-
source represented by a bar. Since the space in the bar
is limited (finite resources), the sojourn is considered en-
joyable only if the number of attendances remains un-
der a specified threshold. Basic formulation of MG con-
siders N (supposed odd) players that make a choice be-

tween two options at each turn, e.g. to attend the bar or to
stay home. Winners are those that belong to the minor-
ity side, i.e. that chosen by at most (n − 1)/2 players.
Each player is initially fed with a fixed and randomly
chosen set of strategies that it may use to calculate its
next choice on the basis only of the past outcomes of the
game. The game generalizes the study of how many in-
dividuals, competing in a resource constrained environ-
ment, may reach a collective solution to a problem un-
der adaptation of each one’s expectation about the future
without resorting to cooperation strategies.

MG proved to be effective in many application fields
like economics, biology and social science. In (Lustosa
and Cajueiro, 2010) the game is applied in a scenario tied
to market of goods being auctioned. In (Cicirelli et al.,
2007) MG is exploited for developing protocols control-
ling the coverage level in large wireless sensor networks.
Applications related to predator/prey models and traffic
scenarios can be found respectively in (Cicirelli et al.,
2011) and (Bazzan et al., 2000)(Chmura and Pitz, 2006).
The game has been the subject of extensive study (Chal-
let et al., 2005) and the original model has been modified
in various ways (Sysi-Aho, 2005). Adaptive minority
game models, in which agents try to improve their per-
formances by modifying their strategies through genetic
algorithm based on crossover mechanisms, are discussed
in (Sysi-Aho et al., 2004). The concept of agent person-
ality is used in (Bazzan et al., 2000) where players are
equipped with a selected combination of game strategies
trying to model certain types of human behaviour. So-
cial relationships among players are considered in (Re-
mondino and Cappellini, 2005). Here it is introduced the
concept of Local Minority Game where each player owns
a local view of the game and it will win or lose a game
step on the basis of the decisions taken by the players be-
longing to its acquaintances. Each game step is divided
in two phases: in the first phase each player undertakes
a non-committed choice which is made available to the
acquaintances, in the second phase each player uses such
shared information to commit its previously made choice
or definitively change it. In this approach the established
social relations cannot change dynamically.

The Constrained Information Minority Game (CIMG)
(Lustosa and Cajueiro, 2010) shares with the work pro-
posed in this paper the basic idea that the only players

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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who surely know the outcome of the last turn of the game
are those who actually attended the bar. This is a realis-
tic hypothesis because it considers that, in a population,
information about a happening propagates in a different
way. In the CIMG, though, it is assumed that not atten-
dant players may become aware of the last game outcome
only on the basis of a fixed probability.

In this paper, the Dynamic Sociality Minority Game
(DSMG) is proposed. DSMG assumes that (i) informa-
tion about the outcome of the previously played game
step is only known by players that really attended the bar
and (ii) a dynamically established acquaintance relation-
ship is available to propagate such information among
non attendant players. Here it is argued that the capabil-
ity of exploiting dynamic sociality behavior is an impor-
tant issue for modeling scenarios arising in the daily life
in a more realistic way. For instance, supposing that a
player can move over a territory, it becomes possible to
take into account situations where acquaintances depend
on the specific position owned by a player during a game
step. Moreover the number of acquaintances may change
over the time and may be related also to the ability of a
player to establish (or to keep alive) social relations with
other people in its nearness.

Behavioral properties of DSMG are studied by using
a modelling example based on a simple road traffic sce-
nario. A single road connecting two places, e.g. a city
and a resort, is considered. People have to decide if to go
on holyday or returning home avoiding traffic. DSMG
analysis is carried out through agent based simulation
(Macal and North, 2006)(Wickenberg and Davidsson,
2003). The Theatre agency (Cicirelli et al., 2009) is used
for implementing the game. Simulation results show that
game settings exist which make DSMG able to exhibits
a better coordination level among players with respect
to standard MG. Moreover, when the number of acquain-
tances reduces, the game results not organized around the
socially optimal point, for instance this means that the
road in the adopted example may be underutilized on the
average, and arbitrage opportunities may arise (Lustosa
and Cajueiro, 2010). The rest of the paper is structured
as follows. First the definition of the DSMG is provided,
then its behavioural properties are discussed through the
road traffic model. Finally, conclusions are given with an
outlook of future work.

DYMANIC SOCIALITY MINORITY GAME

In the basic formulation of MG (Challet and Zhang,
1997), N (supposed odd) players make a binary choice
attempting to be in the minority side. Each player is ini-
tially fed with a randomly chosen set S of strategies that
it uses to calculate its next choice on the basis only of the
past M outcomes of the game. Since there are only two
possible outcomes, M is also the number of bits needed
to store the history of the game. The number of possible
histories is of course P = 2M , strategies are numerable
and their number is 2P . Players rank their own strategies

based on their respective capability to predict the win-
ner side. Every player associates each strategy with a
virtual score which is incremented every time the strat-
egy, if applied, would have predicted the minority side.
A penalty is instead assigned to bad behaving strategies.
At each game step, a player uses the first ranked strategy.
When there is a tie among possible strategies, the player
chooses randomly among them. Standard MG assumes
that information about last game step is publicly avail-
able. As a consequence the same history exists for all
players.

At each game step, DSMG groups players in three cat-
egories named participant (PA), informed (IN) and non-
informed (NI). PA are those players that really attended
the bar and directly know the game outcome. IN rep-
resents players that although did not go to the bar, they
indirectly know the game outcome through their social
network. NI denotes non-attendant players which remain
unaware of the last game outcome. NI players are not
able to update their strategies nor their history. As a con-
sequence, players in the DSMG may accumulate a differ-
ent history and may have a different view on the whole
game status.

DSMG can be formally defined as in the following.
Let O = {−1, +1} be the set of possible outcomes of
the game, PL be the set of players and I be a subset of
natural numbers corresponding to the game steps. Let
h : PL× I → OM be the function modelling the history
of a player, i.e. h(p, i) returns the last M outcomes of the
game of player p, preceding a given game step i; h(p, 0)
is randomly set for each player. Let S = {S1, . . . , Sn}
be the set of all allowed strategies and Sj : OM → O be
a strategy function which guesses the next winner side
by looking at the game history. Let str : PL × I → N
be the function which returns the index of the strategy
used by player p at the game step i. The outcome of a
player p at game step i is given by S

h(p,i)
str(p,i). Once all

players have defined their choice at step i, the sum of
these choices defines the outcome of that step: A(i) =∑

p∈PL S
h(p,i)
str(p,i). Let Acq : PL×I → 2PL be a function

determining the set of acquaintances of player p at the
game step i, and Cat : PL × I → {PA, IN, NI} be
the function which determines the category of player p at
game step i:

Cat(p, i) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

PA if S
h(p,i)
str(p,i) = +1

IN if S
h(p,i)
str(p,i) = −1∧

∃p′ ∈ Acq(p, i) : Cat(p′, i) = PA
NI otherwise

Let VSj
: PL × I → Z, where Z is the set of integer,

be the virtual score assigned by player p to strategy Sj

at game step i. VSj (p, 0) = 0 for each strategy and for
each player. Virtual scores are updated according to the
following rule:

VSj (p, i+1) =

{
VSj

(p, i) if Cat(p, i) = NI

VSj
(p, i) − S

h(p,i)
str(p,i)A(i) otherwise
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Similarly, the history function of a player p at game
step i is not updated in the case Cat(p, i) = NI .

DSMG BEHAVIOR
DSMG behavior was studied through an example based
on a simple traffic model. The model assumes that a
road connects two places, namely a city and a resort.
An odd number of players are randomly split between
the two places. At every game step, a player who is
in the city(resort) has to decide whether to make a trip
toward the resort(city) or to avoid traveling. A player
having +1 as outcome is supposed to make the trip. A
player having −1 as outcome does not make use of the
road. The road has a limited traffic capacity and, as con-
sequence, the enjoyable choice is that done by the mi-
nority of players. A player which does not travel may
ask to other players in the same place, i.e. its acquain-
tances, about traffic news. Due to the departures and
the arrivals, the identity and the number of players in
a place changes over the time. Analysis of DSMG is
carried out by using agent based simulation. The The-
atre agency (Cicirelli et al., 2009), whose strength comes
from the exploitation of a light-weight thread-less actor
(agent) framework, is used for implementing the game.
Actors are used both to model the application business
logic and players behavior. In addition to A(i), the ob-
servable measures of the game are: (i) the average of the
game outcomes MA = 1

T

∑T
i=1 A(i), where T denotes

the played game steps, (ii) the per-capita fluctuation of
the game outcomes σ2/N , where N denotes the number
of players and σ2 = 1

T

∑T
i=1(A(i) − MA)2. Average

and per-capita fluctuation are also evaluated separately
for the number of participant and non-informed players.
A fixed number of N = 101 players and T = 5000
game steps are considered in all the game settings. Dif-
ferent configurations of the game are achieved by vary-
ing (i) the number of acquaintances that a player may
contact at each game step, (ii) the history size M and
(iii) the number of strategies assigned to players. In par-
ticular M ∈ {2, 4, 6, 8}, |Acq| ∈ {1, 11, 31, 41, 51},
#strategies = {2, 6, 10, 14}. Two different schemas
were considered in order to assign strategies to play-
ers. In the first schema, strategies are randomly chosen
among those admissible. In the second schema, tied only
to M = 2, some artificial (i.e. wayward) players are
also considered, i.e. players for which strategies are pur-
posely selected.

Players having a randomly chosen set of strategies
Fig. 1 shows the observed measures of DSMG in the case
the history of the game has a length of 8 bits. As one can
see, as the number of acquaintances increases, both the
average of game outcomes and its per-capita fluctuation
tend to be the same as for standard MG regardless the
number of strategies assigned to each players (Fig. 1(a)
and Fig. 1(b) ). This is also confirmed in Figures from
1(e) to 1(h) where the number of non-informed players

tends to be zero as the number of acquaintances reaches
11. By cross-referencing data from Fig. 1(c) to 1(f) it
emerges that, except for the case of 1 acquaintance, play-
ers’ population can be roughly partitioned in only par-
ticipant and informed. This means that the established
social network is able to propagate information to all the
non-attendant players. DSMG with M = 8 appears to
perform worse than or equal to standard MG in that it
exhibits a less coordination level among players as the
number of acquaintances decreases. Simulation results
show that the trend inverts as soon as a shorter memory
is exploited. In particular, in Fig. 2 are portrayed DSMG
observables in the case M = 2. The per-capita fluctua-
tion reaches a minimum by considering 11 acquaintances
and 2 strategies for each player (see Figures from 2(b)
to 2(d)). Also for M = 2, the trade-off for changing
game behavior remains 11 acquaintances (see Fig. 2(e)
and Fig. 2(f)). As a consequence of increasing the num-
ber of acquaintances above such a value, the number of
non-informed players goes to zero.

A more detailed view of the per-capita fluctuation of
game outcomes is portrayed in Fig. 3. Fluctuation is stud-
ied by considering different values of the control param-
eter z = 2M

N (Liaw et al., 2007). By using respectively
2 (Fig. 3(a) ) and 6 (Fig. 3(b)) strategies for each player,
two different scenarios are considered by varying the size
of the acquaintance relationship. Dashed lines refer to
the standard MG. With the exception of the setting of 2
strategies – 1 acquaintance, DSMG results in a better
coordination among players. In particular a good level of
coordination is achieved in the low-z region (i.e. z � 1).
In (Liaw et al., 2007) it is argued that the high fluctua-
tion of standard MG in the low-z region is due to the fact
that too many players switch simultaneously. Therefore,
a winning prediction (minority) turns into a losing one
(majority). Liaw et al. confirmed experimentally that
the average number of switching players is large in the
low-z region and that by artificially limiting the number
of switching players the fluctuation of game outcomes
quickly reduces to a small value. DSMG is naturally
able to limit the number of switching players. In fact,
a non-attending non-informed player “freezes” its choice
also in the next game step (this is because both strategy
scores and history remain unchanged).

Even if the per-capita fluctuation of game outcomes
heavily depends on the game settings, the time series
of the number of players that decided to stay at the re-
sort (or equivalently in the city) remains instead almost
unchanged. It was observed that the average value of
the players located at the resort varies in the interval
[50.35, 50.67] in a way that is not related to fluctuation
of game outcomes. Per-capita fluctuation of players at
the resort ranges from 0.2 to 0.54. Fig. 4 reports two of
such time series.

Artificial players
The exploitation of artificial players in the DSMG can
be justified by two specific reasons. As a first concern,
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Figure 1: Observables of DSMG with M = 8
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Figure 2: Observables of DSMG with M = 2
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Figure 4: Number of players at the resort vs. game steps (M = 2)
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Figure 5: Observables of DSMG with M = 2 and 10% of “wayward” players
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from Figures 2(a) and 3(a) it clearly emerges that, in
the case the number of acquaintances is less than 11, the
game does not appear organized around the socially op-
timal point. As a consequence, arbitrage opportunities
may arise (Lustosa and Cajueiro, 2010). Arbitrage refers
to the possibility of a risk-free profit at zero cost. This
means that, since in the proposed traffic scenario the road
is underutilized, some wayward players would think to
augment their “wealth” by simply making use of the road
at each game step. The second reason is concerned with
the need to avoid impasse situations during the DSMG
evolution. Let suppose, for instance, that during a game
step the number of participant players is zero. From this
point on, all players will remain in the non-informed cat-
egory and, as a consequence, the game will hang. Sim-
ulation experiments confirm that such a situation arises
e.g. in the case of M = 2 and a number of strategies set
to 10 or 14. This is why Figures 2(a) and 2(b) only refer
to 2 and 6 strategies.

In order to cope with the two above described prob-
lems, some players were equipped with strategies enforc-
ing a single-minded behavior always leading to making
use of the road independently of the game history. Fig. 5
refers to a scenario where M = 2 and the 10% of popula-
tion is constituted by “artificial” players. Fig. 5(a) shows
that the average of game outcomes, with 1 acquaintance,
is closer to zero than that of Fig. 2(a). As the number of
acquaintances increases, the average tends to zero as in
the normal version of the game. In this new scenario the
game never hangs.

CONCLUSIONS

This paper proposes the Dynamic Sociality Minority
Game (DSMG), an original variant of the classic Mi-
nority Game (MG) where (i) information about the out-
come of the previously played game step is assumed to
be known only to players that actually attended “the bar
the previous week” and (ii) a dynamically established ac-
quaintance relationship is introduced to propagate, on de-
mand, such information to non attendant players. Ob-
servable measures of the game were studied through an
example based on a simple road traffic model. DSMG be-
havior was analyzed and compared with that of standard
MG. Specific game settings were identified which make
DSMG able to exhibit a better coordination level among
players with respect to standard MG. Moreover, by re-
ducing the number of acquaintances, the game does not
appear organized around the socially optimal point and,
therefore, arbitrage opportunities may arise. On-going
and future work is geared at:

• investigating further game measures in the case the
size of the acquaintance relationship reduces

• extending the game definition by taking into account
local minorities and player spatial coordinates influ-
encing the acquaintance relationships

• adopting more realistic scenarios so as to evaluate
players’ social abilities

• experimenting with DSMG in the distributed sim-
ulation of predator/prey models (Cicirelli et al.,
2011).
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ABSTRACT

In this paper we use an agent-based modelling and
simulation approach to model a queuing system with
autonomous customers who routinely choose a facility
for service. We propose a Cellular Automata model to
represent the customers’ interactions and study how
customers use their own experience and that of their
neighbours in order to update their memory and decide
what facility to join the next period. We use exponential
smoothing to update the customers’ expected sojourn
time. We incorporate uncertainty regarding these
expectations into the customers’ decision. We compare
the resulting behaviour when customers take into
account uncertainty to the case where they ignore
uncertainty at both the individual and the system level.

INTRODUCTION

Queuing research has a wide gamut of applications
spanning disciplines, which include telecommunications,
informatics, economics, mathematics etc. Queuing
theory is the mathematical analysis of queues (waiting
lines) and the derivation of its performance measures
(e.g. average waiting time). Erlang (Erlang 1909) the
Danish engineer, who published his work on telephone
traffic problem in 1909, is considered to be the father of
queuing theory (Gross and Harris 1998).

Since then queuing has been studied extensively and
tackled mainly with an aggregated view on the processes
involved. However, queuing is a dynamic process where
customers’ decisions (disaggregated view) depend on
the state of the system under study. Koole and
Mandelbaum (2002) emphasize the need for including
human factors in the context of call centre queuing
models. Since Naor (1969) and Yechiali (1969)
published their seminal papers, some researchers have
tried to shift from the traditional approach, based on
performance measures, to an approach wherein
customers’ decisions are incorporated into the queuing
model.

Customers’ decisions in queuing systems with stochastic
arrival and service patterns have been studied

theoretically in operations research and management
science by Edelson and Hilderbrand (1975), Stidham
(1985), Dewan and Medelson (1990), van Ackere et al.
(1995), Rump and Stidham (1998), Zohar et al. (2002),
among others. Hassin and Haviv (2003) discuss a vast
literature, which depicts widely a framework on
equilibrium behaviour in stochastic queuing systems.
Comparatively, deterministic models have not been
much discussed. Some models were proposed by
Edelson (1971), Agnew (1976), Haxholdt et al. (2003),
van Ackere and Larsen (2004), van Ackere et al. (2006).

Haxholdt et al. (2003) and van Ackere et al. (2006),
using system dynamics, have included feedback into
their model to look at the return rates of customers to the
service facility. van Ackere and Larsen (2004) have
used a one-dimensional cellular automata (CA) model in
order to study formation of customers’ expectations
about congestion on a three-road system.
Sankaranarayanan et al (2010a, 2010b) and Delgado et
al. (2011) have applied this approach for a multichannel
service facility with similar service rates for all facilities.
They use an agent-based modelling (ABM) approach to
understand and analyze how customers adapt their
decisions based on adaptive expectations (Nerlove
1958). How local interactions among customers
influence the formation of queues and how this
formation is depicted by different collective behaviours,
are explained. They use genetic algorithms to optimize
the behavioural parameters of the agent-based model.

In this paper we propose an extension of the model of
Sankaranarayanan et al. (2010a) and Delgado et al.
(2011). We model a queuing system with endogenous
and deterministic arrival rates using an agent-based
simulation approach, more precisely a one-dimensional
cellular automata, in order to study the collective
behaviour of customers (referred to as agents in the
remainder of the paper in order to contextualize the
problem to the ABM methodology ) who must choose
routinely a facility for service. Some examples of this
kind of systems include: a person who goes weekly to
the supermarket, a person who must choose a garage for
the inspection of her car, and a person who goes
monthly to the bank to pay her bills.

We introduce uncertainty into the process of formation
of agents’ expectations in order to analyse how a risk-
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averse attitude may affect collective behaviour. In this
way we differ from Sankaranarayanan et al. (2010a) and
Delgado et al. (2011) since the agents’ decision policy
in our model considers both the agents expectations and
their uncertainty regarding those expectations. In order
to model the agents’ uncertainty we use the concept of
volatility of forecast errors (e.g. Taylor 2004, 2006).

Our simulation results indicate that the transient period
of the system is longer when its agents have an
intermediate degree of risk aversion (R = 0.5), than
when they are risk-neutral. After this transient period, if
agents are risk-averse, the system converges more
slowly to an almost-stable average sojourn time.
Additionally, risk-agents are more likely to "forget" a
facility, thus having a lower probability to be close to
the Nash equilibrium (which requires using all facilities)
when a steady state is reached. Systems where agents are
either risk-neutral or strongly risk-averse perform better
than those who have an intermediate level of risk
aversion.

This paper is organized as follows: in the next section
we describe the queuing system, the concepts of
expectations and uncertainty, and how we use agent-
based simulation and adaptive expectations to model the
problem. In the third section we discuss and explain the
simulation results. Conclusions and future work are
presented in the last section.

MODEL DESCRIPTION

As pointed out earlier this paper builds on the work of
Sankaranarayanan et al. (2010a) and Delgado et al.
(2011); hence we briefly explain their model and then
elaborate on how we incorporate the concept of
uncertainty into the model.

Consider a fixed population of n customers (referred to
as agents) who must routinely patronize a facility for
service. Each period they face the decision of choosing
among three facilities for this service. Each facility is set
up with a queue. Queues are unobservable (Hassin and
Haviv 2003), i.e. agents do not know the state of the
system. Their decision therefore depends on their
expectations about system congestion. The service rate
(μ) is assumed to be fixed and identical for all facilities.
The arrival rate is endogenous and depends on the
agents’ decisions. Reneging and balking are not allowed.

We use agent-based simulation to model this system;
more precisely a cellular automata approach (Gutowitz
1991, Wolfram 1994) is adopted to model the
interaction between agents, capture their expectations
and analyse their collective behaviour. Agents interact in
a one-dimensional neighbourhood assumed to have the
shape of a ring, where one neighbour is located to the
left and right of each agent. The last agent has to the
first one and the last but one as neighbours. As we

simulate a system with just three facilities, considering a
neighbourhood size larger than 1 would be to assume
that customers could often have full information. The
neighbourhood can be assumed to represent, for
instance, a social network encompassing colleagues,
friends, people living next-door etc.

Each time period agents must choose a queue (state)
following a decision rule, which is based on their
expectations of sojourn time for the different queues and
their uncertainty regarding these expectations. We
assume smart agents who have the ability to remember
information and update their memory using new
information. This memory is updated using an adaptive
expectations model (Nerlove 1958). Agents form
expectations based on their last experience and that of
their best performing neighbour, i.e. the neighbour who
has experienced the minimum sojourn time in the
previous period. Then, agents’ expectations are adjusted
using their uncertainty regarding such expectations. We
model this uncertainty by applying the concept of
volatility of forecasting errors (e.g. Taylor 2004). As
variance is unobservable, exponential smoothing can be
applied to estimate the squared residuals (Taylor 2006).
Technically the model works in the following way.

Let A be a set of n agents (cells) {A1, A2,…, Ai,…, An }
interacting with their neighbours to select a facility
among a set of m facilities (states) {Q1, Q2,…, Qj,…,
Qm} for service. The agents’ decisions determine their
state (queue) for the next period and this state will
depend on their expected sojourn time for each facility,
their uncertainty and how risk-averse they are. We
denote expectations by Mijt and uncertainty by sijt. R is a
“risk aversion factor” which is identical for all agents.
Let SMijt be an adjusted measure for the expected
sojourn time of agent Ai at facility Qj at time t. We call
this measure “adjusted” because it incorporates the
agents’ uncertainty and their degree of risk aversion.
The more risk-averse they are, the larger R is. SMijt is
determined as follows:

SMijt = Mijt + R*sijt (1)

SMijt can be interpreted as a form an upper bound of the
agents’ expected sojourn time. The agents’ uncertainty,
sijt, is assumed to be the volatility of their expectations
and the risk aversion factor, R, may be considered as the
how sensitive agents are to this volatility. In order to
decide which facility to join, agents update this measure
each period, based on the updated values of Mijt  and sijt
as explained below.

Estimating the Expected Sojourn Times

The expectation Mijt is updated using an exponential
smoothing process, also called adaptive or exponential
forecasting (e.g. Nerlove 1958; Theil and Wage 1964;
Gardner Jr. 2006). It is a mathematical-statistical
method of forecasting commonly applied to financial
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market and economic data, but it can be used with any
discrete set of repeated measurements (Gardner Jr.
2006). This technique is based on weighted averages of
two sources of evidence: The latest evidence (the most
recent observation), and the value computed one period
before (Theil and Wage, 1964). Exponential smoothing
allows estimating the expected sojourn time, Mijt+1, at
time t+1 as a weighted average of the previous
estimation of the expectation, Mijt, and the recent
observation Wijt (experience). According to this, agents
update their expectations for their chosen queue and that
of their quickest neighbour using an exponentially
weighted average with weight . So, Mijt can be
expressed by:

Mijt+1 =  Mijt  Wijt (2)

where  is also known as the coefficient of expectations
(Nerlove 1958) or smoothing parameter (Gardner Jr.
2006). See Delgado et al. 2011 for more technical
details about the estimation of Mijt.

Estimating the Uncertainty Measure for the Agents’
Expected Sojourn Times

The measure of uncertainty, sijt, is modelled using the
error of the estimation of Mijt. According to Newbold
(1988), if Mijt is a smoothing estimation of Wijt, the error
in such an estimation will be:

eijt = Wijt – Mijt-1    (3)

and the cumulative error on all expectations at time t
could be estimated by the sum of the squared errors:
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where tsim is the simulation time. However, in this way
all the observations are given the same weight; a more
realistic approach is to give a different weight to more
recent errors. So in this context, the uncertainty, sijt ,
may be estimated using the concept of volatility
forecasting which is calculated by means of the
smoothing variance (e.g. Taylor 2006). As variance is
unobservable, we can apply exponential smoothing in
order to estimate this variance using the squared
residuals (Taylor 2004). Thus, the smoothed variance,

2
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variance, 2
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whereis the smoothing parameter (Taylor 2004). the
volatility is then measured by the standard deviation sijt.

Once the uncertainty is estimated, agents consider this
value in order to estimate an upper bound of their
expected sojourn time for each facility. They then
decide which facility to join the next period based on
this adjusted estimate. Regarding the decision rule, we
assume rational agents who always patronize the facility
with the lowest upper bound for the expected sojourn
time (SMijt), i.e. agents update their state by choosing the
queue with the lowest value of SMijt in Equation (1). In
the rare case where two or more queues have the same
minimal adjusted expected sojourn time, agents choose
among these facilities, giving first preference to their
previously chosen queue and second choice to the one
previously used by their best performing neighbour.

Average Sojourn Time in a Transient State

In this paper we consider a queuing system whose
arrival rates may temporarily exceed the service rates.
Hence we need a measure for the average sojourn time
that enables us to study the system behaviour in a
transient state, rather than in steady state

This measure is proposed and explained in
Sankaranarayanan et al. (2010a). They consider a
congestion measure which satisfies the well known
Little’s Law and the steady state equations (Gross and
Harris 1998), but remains well-defined when ρ ≥ 1
(Transient Analysis). Such a measure is given by:

μ
+

μ
jtλ

=jtW 1
2 (6)

where is the service rate for all facilities and jt  the
number of agents arriving at Qj at time t. For more
details about the formulation of this measure, see
Sankaranarayanan et al. (2010a) and Delgado et al.
(2011). This measure is used throughout the paper.

SIMULATION RESULTS AND DISCUSSION

In order to study the impact of including uncertainty on
the agents’ decisions, we divide the simulation results in
three parts: first we simulate a run of our chosen base
case, which is described in Table 1. Using this
simulation we compare the collective behaviour
resulting from decisions, which include or ignore
uncertainty. These results are reported in Figures 1 to 4.
Then we study the distribution of average sojourn time
for different values of the risk aversion factor, R, while
keeping constant the smoothing parameters (Figure 5).
Finally we perform a sensitivity analysis by considering
combinations of smoothing parameters and(Figure
6).
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Table 1: Parameter values used for the simulation runs

Parameter Value Description
m 3 Number of service facilities
n 120 Population size
μ 5 Service rate
 0.3 Weight to memory when updating

the expected sojourn time

 0.7 Weight to memory when updating
the estimated variance of the
expected sojourn time

Tsim 100 Simulation time

Figures 1 and 2 exhibit the evolution of the agents'
choices of service facility over 100 time periods for the
same initial values of expected sojourn times allocated,
which were allocated randomly to the agents. The
horizontal axis depicts the time, while the 120 agents are
represented on the vertical axis from top to bottom. The
colours indicate the state (the chosen facility) of each
agent each period. Black indicates facility 1, gray
facility 2 and white facility 3.

Both figures exhibit an initial transient period. This
period is longer when agents consider uncertainty in
their decisions (around 34 periods, see Figure 2)
compared to the case where uncertainty is ignored
(around 15 periods, see Figure 1). This length can also
vary depending on the randomly allocated initial
expected sojourn times (Delgado et al. 2011). During
this period agents explore all facilities in order to
capture information about each one and try to learn from
the system behaviour. The weight they give this
information leads to herding: agents tend to imitate their
best performing neighbours and at the end of the
transient period one or two facilities tends to be
crowded, as shown in Figure 1 (between periods 9 and
15) and Figure 2 (between periods 27 and 34). As more
weight is given to new information than to memory (is
less than 0.5), agents react to the bad experiences by
changing facility at the next period. For instance, in
Figure 1 facility 1 is crowded at time 10, implying that
no agents choose this facility in the next two periods. A
similar situation occurs in Figure 2 at time 30 when all
agents join facility 3 and it will not be used for the next
three periods.

After the transient period a collective behaviour pattern
starts to emerge. Small groups of agents tend to stay at
the same facility over time, resulting in a certain degree
of stability for the system. However the agents located
on the borders between these groups keep shifting
between two facilities (e.g. in Figure 1 agents 11 and 21
switch between facilities 1 (black) and 3 (white)).
Between periods 15 and 65 agents on the borders
change between facilities irregularly. After period 65
agents reach a regular pattern, which can be considered
as stable. Comparatively, this behaviour cannot be

identified in figure 2; at time 100, agents have not yet
reached such a form of stability.

Figure 1. Spatial-temporal behavioural evolution of
agents’ choice of service facility with = 0.3;  = 0.7

and R = 0

Figure 2. Spatial-temporal behavioural evolution of
agents’ choice of service facility with = 0.3;  = 0.7

and R = 0.5

In both cases, two facilities have several small groups of
loyal agents (facility 1 and 3 in Figure 1 and facility 2
and 3 in Figure 2), while one big group is loyal to the
third facility (facility 2 in Figure 1 and facility 1 in
figure 2). In Figure 1 this big group emerges at time 16
because when facility 2 reached its maximum level of
congestion two periods earlier (at time 14), two agents
did not use this facility. Their memory was therefore not
affected by this bad performance, while that of the other
agents increased a lot. At time 15 these two agents
stayed at facility 1, which was then the most visited.
Consequently their expectation for facility 1 soared.
Thus at time 16, these two agents were the only ones to
join facility 2, all other agents considering it a very poor
choice. Hence, in this period of time they experienced
an extremely low sojourn time as shown in Figure 3.
They shared this experience with their neighbours over
the next periods, who started coming back to facility 2.
This increases the number of agents patronizing this
facility, and thus the sojourn time and the agents
expected sojourn time. At some point (around period
42) the last agents to join are disappointed and, given
the information from their neighbours (who did not yet
join), they leave again. These agents continue to
alternate irregularly between this facility and that of
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their best performing neighbour until period 65. After
this period the switching pattern stabilizes as discussed
above. Agent 56 illustrates an odd case at time 64:
facility 2 being close to its maximum occupation, the
expected sojourn time of agent 56 for this facility
increases and the minimum expected sojourn time of
agent 56 at time 64 switches to facility 3 (in white).
However, this agent experiences a bad sojourn time,
which encourages him to come back to facility 2 and
stay there for the remainder of the simulation.

A similar behaviour occurs in Figure 2, but the system
requires more time to stabilize: no regular pattern is
reached by the end of the simulation.

In Figures 3 and 4 we can observe that in those periods
when most agents patronize the same facility the
maximum, minimum and average sojourn time
experienced by the agents reach extreme values. For
instance, when agents ignore uncertainty (Figures 1 and
3) most agents choose facility 3 at time 13, two agents
facility 1 and no agents facility 2. Hence, the two agents
at facility 1 experience the lowest sojourn time (min
(Wj,t) = W1,14 = 0.28), while the agents at facility 3
experience a very high sojourn time (W3,14 = 4.92). A
similar case occurs in Figures 2 and 4, at time 34, a
single agent joins facility 1 and experience the lowest
sojourn time (min (Wj,t) =W1,34 = 0.24).

Figures 3 and 4 also illustrate that a system in which
agents are risk-neutral converges faster to an almost-
stable average sojourn time than a system with risk-
averse agents.
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Figure 3. Average, maximum and minimum sojourn
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Figure 4. Average, maximum and minimum sojourn
time for parameters = 0.3;  = 0.7 and R = 0.5

Figure 5 shows the distributions of the average sojourn
time for 1000 simulations of a system configured
according to Table 1 with R equals to 0 (uncertainty is
ignored) and 0.5 (a certain risk-averse attitude is
considered). Each simulation was run over 1500 time
periods and different initial expected sojourn time
allocated to the agents randomly. The average sojourn
time was calculated based on the last 500 periods of
each run.

0%
20%
40%
60%
80%

0.0 1.0 2.0 3.0 4.0 5.0 6.0
Sojourn time

Fr
ac

tio
n 

of
 R

un
s

W_steady_state R = 0.5

0%
20%
40%
60%
80%

0.0 1.0 2.0 3.0 4.0 5.0 6.0
Sojourn time

Fr
ac

tio
n 

of
 R

un
s

W_steady_state R = 0

Figure 5. Distributions of average sojourn time for 1000
simulation with different initial conditions for = 0.3; 

= 0.7

Figure 5 illustrates the dependence of the sojourn time
on the initial allocated expected sojourn times and
enables us to identify the probability that a queue will be
ignored by the agents once the system reaches a steady
state. The continuous line depicts the distribution of
average sojourn times for the system where agents
ignore uncertainty and the dashed one the system in
which agents incorporate uncertainty into their
decisions. The first peak of both distributions represents
the proportion of cases where the three facilities are
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used in steady state. When R = 0, around 81% of the
cases reach an average sojourn time in steady-state
between 1.80 and 1.90 time units, compared to 57%  of
the cases for R = 0.5. The remaining cases (19% for R =
0 and 43% for R = 0.5) fall in the interval [2.58, 2.8]. In
these cases one facility is ignored when the system has
reached a steady state, i.e. all the agents are clustered in
only 2 of the 3 facilities.

Figure 6 exhibits a sensitivity analysis.  We consider
several combinations of smoothing parameters
andwhile varying the risk aversion factor from 0 to
1.5 in increments of 0.1. We simulate 1000 iterations for
each combination of parameters (REach iteration
corresponds to a different set of initial expected sojourn
times allocated to the agents randomly. All parameter
combinations use the same random seeds in order to
avoid a biased comparison.
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Figure 6. The Average Sojourn time in steady state as a
function of R for selected values of  and . Each value

represents the average of 1000 simulations.

Given that the three facilities have the same service
capacity, the Nash equilibrium of the system is only
achieved when agents are split equally across the three
facilities. Such an equilibrium yields a sojourn time of
1.8 time units. Figures 6 indicates that on average the
agents perform above the Nash equilibrium.

Figure 6 illustrates that when agents ignore uncertainty,
that is R = 0, they perform better if they give at least the
same weight to their memories as to the new
information, i.e. if ≥ On the contrary, if < 0.5,
very risk-averse agents (i.e. R is highest) perform better.
That is, risk-neutral agents who are more conservative
regarding new information (their experience and their
neighbour's experience) achieve lower soujourn times on
average than agents who give more weight to recent
information. Likewise, agents attaching more
importance to new information and having higher risk-
aversion levels achieve sojourn times similar to those of
conservative risk-neutral agents.

Next consider the parameter,  used in the variance
smoothing process Risk-averse agents must assign a
high value to this parameter, i.e. ≥ if they want to
perform well; otherwise they must use values less than
0.5.

If agents use the same value for both smoothing
parameters, those who are very risk-averse reach a better
performance when they give more weight to new
information, i.e.  and  are both low.

In general terms, agents with an intermediate risk-
aversion tend to perform more poorly than those who
are either very risk-averse or close to being risk-neutral.

CONCLUSIONS AND FUTURE WORK

This paper uses a CA model to study the behavioural
aspects involved in a queuing system in which
customers decide what facility to choose for service
each time period. They are endowed with memory and
characterized by their risk attitude. They base their
decisions on their expectation of the sojourn times and
their uncertainty regarding these expectations.

Risk-neutral agents base their decision on the expected
sojourn time, while risk-averse agents estimate an upper
bound for the different sojourn times. When agents have
an intermediate degree of risk aversion (R = 0.5), the
system exhibits a longer transient period and, after this
transient period, the system converges more slowly to an
almost-stable average sojourn time. Additionally, risk-
averse agents are more likely to "forget" a facility, thus
having a lower probability to be close to the Nash
equilibrium (which requires using all facilities) when a
steady state is reached. Systems where agents are either
close to risk-neutral or strongly risk-averse perform
better than those who have an intermediate level of risk
aversion.

The optimal choice of updating parameters depends on
the agents' risk attitude. Consequently, future research
will focus on studying the impact of the different
behavioral parameters (R). This will include giving
different weights to own experience and information
received from neighbors in the memory updating
processes (expected sojourn times and variance). The
next step will be to assume heterogeneous agents, i.e.
agents with different smoothing parameters and risk
factors in the same system. Finally, we plan to study the
interaction between the decisions of managers and
customers by allowing for facilities with different,
adjustable service capacities.
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ABSTRACT 

Individual-based models (IBMs), the biological agent-

based models, are currently being applied to the study 

of microbial systems. A microbial IBM of yeast 

populations growing in liquid bath cultures has already 

been designed and implemented in the simulator called 

INDISIM-YEAST. In order to improve its predictive 

capabilities and further its development, a deeper 

understanding of how the variation of the output of the 

model can be apportioned, qualitatively or 

quantitatively, to different sources of variation must be 

investigated. The aim of this study is to show how 

insights into the individual cell parameters of INDISIM-

YEAST can be obtained combining local and global 

methods using classic and well-proven methods, and to 

illustrate how these simple methods provide useful, 

reliable results with this IBM. This work deals mainly 

with the use of screening methods, as the main task to 

perform here is that of identifying the most influential 

factors for this microbial IBM. This screening exercise 

has allowed the establishment of significant input 

factors to this IBM on yeast population growth, and the 

highlighting of those that require greater attention in the 

parameterization and calibration processes. 

 
INTRODUCTION 

Microbial modelling deals with complex spatio-

temporal systems and involves the building and use of 

increasingly intricate models. This complexity often 

makes analytical or mathematical studies very difficult, 

when not impossible. Individual-based models (IBMs), 

the biological agent-based models (Grimm and 

Railsback 2005), are currently being applied to the 

study of microbial systems. These modelling 

techniques, in which methodological distinctiveness 

runs into the complexity of the interactions between the 

modelled entities, are increasingly present in microbial 

research (Ferrer et al. 2009, Hellweger and Bucci 2009). 

The only way to assess the mathematical properties of 

these microbial models, including sensitivity, 

uncertainty, stability and error propagation, is through 

statistical studies of well-designed computer 

experiments.  

 

Sensitivity analysis is the study of how the variation in 

the output of a model can be apportioned, qualitatively 

or quantitatively, to different sources of variation, and 

of how the given model depends upon the information 

fed into it (Saltelli et al. 2000). We deal here with the 

fact that sensitivity analysis can be employed prior to a 

calibration exercise to investigate the tuning importance 

of each parameter, i.e. to identify a candidate set of 

important factors for calibration. The difficulty of 

calibrating microbial IBMs against laboratory data 

increases with the number of processes to be modeled, 

and hence, the number of parameters to be estimated 

also increases. Sensitivity analysis may allow a 

dimensionality reduction of the parameter space where 

the calibration and/or optimization is made; in addition 

this allows the clarification of the relative importance of 

one factor to another. The choice of which sensitivity 

analysis method to adopt is not easy, since each 

technique has strengths and weaknesses. Such a choice 

depends on the problem the investigator is trying to 

address, the characteristics of the model under study, 

and the computational cost that the investigator can 

bear. One possible way of grouping sensitivity analysis 

methods is into three classes: screening methods, local 

methods and global methods. This distinction is 

somewhat arbitrary, since screening tests can also be 

viewed as either local or global. Further, the first class 

is characterized with respect to its use (screening), 

while the other two are characterized with respect to 

how they treat factors. Especially for microbial IBMs, 

which are non-linear models, the sensitivity of a model 

output to a given parameter depends on the value of that 

parameter, the values of the other parameters 

(interactions), time and the output itself. Hence, 

sensitivity is highly “local”, and gaining general insight 
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into all these aspects is challenging. Although many 

modellers remain satisfied with local analysis, an 

increasing number of modellers are favouring global 

methods, which explore the entire parameter space and 

allow for quantifying interactions between parameters. 

Global methods based on variance decomposition are 

increasingly being used for sensitivity analysis (Saltelli 

et al. 2000). Of these, analysis of variance (ANOVA) is 

surprisingly rarely employed. Yet it is a viable 

alternative to other model-free methods, as it gives 

comparable results and is readily available in most 

statistical packages. Furthermore, decomposing the 

input factors of ANOVA into orthogonal polynomial 

effects yields additional insights into the impact a 

parameter has on an IBM output. Some modeling 

studies in biology systems have used these techniques 

of sensitivity analysis (i.e. Ginot et al. 2006, Cariboni et 

al. 2007, Beaudouin et al. 2008; Dancik et al. 2010). 

 

A microbial IBM to deal with yeast populations 

growing in liquid bath cultures has already been 

designed and implemented in the simulator called 

INDISIM-YEAST (Ginovart and Cañadas 2008, 

Gomez-Mourelo and Ginovart 2009). The mission of 

modelling the behaviour of a single yeast cell is one of 

the cores of this approach. Some interesting qualitative 

results have already been achieved with its use in the 

study of fermentation profiles, small inocula dynamics 

and the lag phase, among others (Prats et al. 2010, 

Ginovart et al. 2011). Nevertheless, in order to improve 

its predictive capabilities and further its development, a 

deeper understanding of how the variation of the output 

of the model can be apportioned, qualitatively or 

quantitatively, to different sources of variation must be 

investigated. Furthermore, better understanding of how 

this model depends on the information input into it is 

essential. The current version of this simulator contains 

uncertain input factors that need to be parameterized 

and calibrated with several types of experimental data. 

 

In this contribution, we suggest combining the use of 

different sensitivity analysis methods over diverse 

model outputs in order to gain knowledge about their 

inherent variability over the time evolution of the virtual 

system. The aim of this study is to show how insights 

into the individual cell parameters of INDISIM-YEAST 

can be obtained combining local and global methods 

using classic and well-proven methods, and to illustrate 

how these simple methods provide useful, reliable 

results with this IBM. A study of the variability 

observed in the outcomes of this model, the mono-

factorial (one-at-a-time) analysis jointly with the 

ANOVA-based global analyses, will be performed on 

some of the INDISIM-YEAST output variables in order 

to show how these simple procedures can yield 

interesting ideas about the relationships between 

information flowing in and out of this microbial IBM. 

This is useful for the advancement of its calibration and 

further development. 

 
MATERIAL AND METHODS 

The microbial IBM to deal with yeast populations: 

INDISIM-YEAST 

We used INDISIM-YEAST as the individual-based 

simulator for this preliminary study which is based on 

the generic simulator INDISIM (Ginovart et al. 2002). 

For a wide description of different parts of INDISIM-

YEAST the reader can turn to a number of previously 

published papers (Ginovart and Cañadas 2008, Ginovart 

et al. 2011). We have recently adopted for this model 

description the ODD standard protocol established by 

Grimm and co-authors (2006), and the ODD description 

for INDISIM-YEAST can be found in the paper written 

by Ginovart et al. (2011), which deals with a motivating 

application of this model to the fermentation process. 

Nevertheless, a very brief presentation of this 

simulation model is offered in this section only in order 

to introduce the variables used in the sensitivity analysis 

performed.  

 

The purpose of this rule-based model was to analyse the 

dynamics of populations of a generic single-species of 

yeast growing in a liquid medium, as well as the 

collective behaviour that emerges from inocula, mainly 

affected by intra-specific diversity and variability at an 

individual level. Each yeast cell is defined by a vector 

that contains its individual characteristics and variables: 

a) its position in the spatial domain; b) its biomass 

which is related by the model to spherical geometry in 

order to evaluate its cellular surface; c) its genealogical 

age as the number of bud scars on the cellular 

membrane; d) the reproduction phase in the cellular 

cycle when it is in the unbudded (Phase 1), preparing to 

create a bud, and then the budding (Phase 2) phase in 

which the bud grows until it separates from the parent 

cell, leaving behind another scar; e) its “start mass”, the 

mass required to change from the unbudded to budding 

phase; f) the minimum growth of the biomass for the 

budding phase; g) the minimum time required to 

complete the budding phase; and h) its survival time 

without satisfying its metabolic requirements. The 

simulated area is a cube, with liquid medium and yeast, 

divided into spatial cubic cells, each described by a 

vector that stands for the main nutrient or glucose 

particles and excreted ethanol particles, as the only end 

product. The temporal evolution of the population is 

divided into equal intervals associated with computer or 

time steps. The sets of rules governing the behaviour of 

each yeast cell are in the following categories or sub-

models: glucose uptake, cellular maintenance, new 

biomass production, ethanol excretion, budding 

reproduction and cell viability. The simulation output 

includes information on temporal evolution of the 

number of nutrient particles (glucose), the number of 

metabolites (ethanol particles), the average nutrient 

consumption, the number of viable yeast cells, the 

number of non-viable yeast cells, viable yeast biomass, 
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maintenance energy expended by the yeast population, 

mean biomass of the cell population, and the budding 

index (which represents the fraction of budded cells or 

cells in Phase 2), among other variables. In all the work 

discussed below we use dimensionless units. 

 

Sensitivity analyses 

INDISIM-YEAST is intrinsically stochastic, because it 

includes stochastic processes and some of the main 

individual yeast parameters are randomly drawn from 

normal probability distributions (Ginovart and Cañadas 

2008, Ginovart et al. 2011). Thus, it is important to 

have a previous study of the variability observed in the 

outcomes of this model, and a first set of simulations 

with INDISIM-YEAST has been used with this 

purpose. Different simulations with the same set of 

parameters were carried out with different initial 

random seeds, which would imply dissimilar values 

chosen for the random variables that determine actions 

and characteristics, resulting in a set of replications to 

be analyzed from the intrinsic variability point of view.  

 

A mono-factorial (one-at-a-time) analysis consists in 

plotting the model outcome(s) at a given time (often the 

last one or at certain time steps), versus a fairly wide 

range of values. When drawing such plots, all other 

parameters will be fixed to their nominal or referenced 

values. A “curve” or trend could be obtained for each 

parameter and for each model outcome, the slope at any 

point of this curve actually representing the local 

sensitivity coefficient with respect to that parameter 

value. A second set of simulations with INDISIM-

YEAST was carried out for the one-at-a-time analysis, 

which is important for assessing how parameters impact 

on model outputs since global analyses average or 

integrate these impacts. Nevertheless, with stochastic 

models like this yeast IBM, simulations are repeated 

(that is, replications with different random seeds), and 

the “curve” or trend also displays the variance pattern of 

the model output.  

 

Another set of sensitivity methods is based on variance 

decomposition: output variability is decomposed into 

the main effects of parameters and their interactions. A 

natural method for variance decomposition is ANOVA 

combined with a factorial simulation design. After a 

graphical analysis of the sensitivity profiles that focuses 

on parameters one-at-a-time, a third set of simulations 

with INDISIM-YEAST was planned in order to deal 

with different ANOVAs, to test the contribution of the 

parameters and of their interactions to the variability of 

the model outcomes. In ANOVA, an input factor is 

sampled for a few values, referred to as the “levels”, 

and in standard ANOVA the effect of this input factor is 

assessed globally, testing only whether at least one of 

the levels has an effect on the model output, and thus 

ignoring how this effect specifically occurs. 

Nevertheless, a few well-chosen levels may account for 

the general pattern of the model response, and it is 

possible to gain more insight into the effect of a 

quantitative level. ANOVA was carried out with the 

same design for each output, including two levels per 

factor and the interactions between two factors. Each 

ANOVA was roughly controlled by the explained 

variance on each output and by the analysis of residuals. 

The ANOVA-based sensitivity index (SI) of a factorial 

effect may be defined as the ratio of the sum of its 

squares to the total sum of squares. Global sensitivity 

indices can be calculated for meaningful subsets of the 

factorial effects. A specific example is the Total 

Sensitivity Index of a factor (TSI), which is defined as 

the sum of all SIs associated with the main effect of the 

factor and the interactions involving it. The ANOVA-

based TSI for each parameter (for each output) accounts 

for the percentage of variance explained by both the 

main effect of this parameter and the interactions 

involving that parameter. It can be defined as the ratio 

of the sum of squares explained by the main effect and 

the sum of squares explained by the interactions 

involving that parameter to the total sum of the square 

of the corresponding output. 

 

Computer simulations 

Different sets of simulations were carried out with 

INDISIM-YEAST, which were grouped into three 

different series (A, B and C). A single yeast cell 

constitutes the inoculum and a fixed number of glucose 

particles are distributed uniformly in the spatial domain 

in the begining.  

 

For Series A, 100 simulations or replications with the 

reference values of the parameters of the Table 1 were 

performed to assess the intrinsic variability of the 

model. Different outcome variables were controlled to 

analyse the variability that the diverse replications 

exhibit. In the case of variables with temporal 

evolutions, specific time steps (100, 200, 300, 400, 500, 

600, and 700) were fixed to collect the values for these 

variables. For Series B, and for a subset of the input 

parameters of simulation model, the sensitivity of 

selected outputs was assessed versus the changes of 

these input parameters. Table 1 presents the parameters 

chosen to perform the sensitivity analysis. The reference 

values are those used for the first series of simulations 

(Series A), and the ranges are those utilized by the 

second series of simulations (Series B), in which only 

one parameter will be modified and all the rest of the 

parameters will be fixed in their reference values. For 

each of the chosen parameters, a range of values is 

selected (MinValue, MaxValue), and its discretization is 

carried out by subdividing this range into 40 different 

values: Value i = MinValue + ((MaxValue – MinValue) 

/ 40)*i  where i = 1, 2, ...,40. For each of these forty 

values 10 simulations or replications will be performed. 

This means that for the Series B and for each outcome 

variable, 3600 simulations have been carried out (10 

simulations for each parameter value x 40 parameter 

values x 9 parameters). For the Series C, to carry out the 
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ANOVA, two levels were considered sufficient for all 

parameters in this first stage of the work. Thus the 

complete simulation design required 5120 runs (nine 

parameters with two levels, i.e. 29 combinations, and 10 

replications). The chosen values for the ANOVA test 

are presented in Table 1. 

 

Table 1: Parameter values for the INDISIM-YEAST 

model that are used in this study of sensitivity analysis. 
 

Parameter  

(simulation units) 

Reference 

value 
Range 

ANOVA 

levels 

Umax:  The maximum number 

of nutrient particles that may 

be consumed per unit time and 

per unit of yeast cellular 

surface 

0.20 

0.18 

 -  

0.45 

0.2475 

and 

0.3150 

K1:  The constant to represent 

the effect of the scars on the 

cellular surface on the uptake 

0.10 

0.075 

 -  

0.20 

0.10625 

and 

0.13750 

E:  The prescribed amount of 

translocated glucose per unit of 

biomass that a yeast cell needs 

to remain viable 

0.001 

0.00005 

 –  

0.003 

0.00079 

and 

0.00153 

Y:  The constant modelling of 

metabolic efficiency that 

accounts for the synthesised 

biomass units per metabolised 

glucose particle 

0.60 

0.5 

 -  

1.5 

0.75 

and 

1.00 

mC:  The critical mass, the 

minimum mass the yeast cell 

must attain during Phase 1 to 

move to Phase 2 

140 

75 

 -  

225 

112.5 

and 

150.0 

mB1:  The yeast cell has 

achieved a minimum growth of 

its biomass to move from 

Phase 1 to Phase 2 

50 

25 

 -  

80 

38.75 

and 

52.50 

mB2:  The minimum growth 

of biomass required for the 

initiation of cell division and 

bud separation, at the end of 

Phase2 

70 

40 

 -  

110 

57.5 

and 

75.0 

T2:  The minimum number of 

time steps that the yeast cell 

must remain in Phase 2 

4 

1 

 -  

40 

10.75 

and 

20.50 

q:  The proportion that allows 

determination of the mass that 

the daughter cell will have 

0.80 

0.56 

 -  

0.95 

0.6575 

and 

0.7550 

 

 
RESULTS AND DISCUSSION 

Figure 1 shows the temporal evolution of the yeast 

populations growing from the same initial conditions, 

with a single yeast cell that evolves according to the 

stochastic rules implemented in the INDISIM-YEAST 

model, with different initial random seeds.  

 

Two variables were calculated to characterize the 

outcome of each replication culture growth during the 

early stages. The first is the classic lag time, defined at 

the population level of description and calculated 

through its geometrical definition; it is the graphical 

intersection between the initial level (LnN0) and the 

prolongation of the exponential straight line in a 

semilogarithimic representation (LnN=µt+b). The 

maximum growth rate (µ) and b are determined by 

means of a logarithmic regression of the upper interval 

of time, once the exponential phase has been achieved. 

Finally, the lag time evaluation results in λ=(LnN0–b)/µ. 

The second variable is the first division time, the time 

when the first microbial division takes place (or time 

until the first budding reproduction appears).  

 

Table 2 shows the statistical descriptive analyses 

performed with the data from the 100 replications of the 

variables related to the growth population. The high 

variability is apparent in the first stages of the culture 

growth, before achieving the exponential phase, as 

revealed in Figure 1, and the statistical descriptive 

analyses of the lag time and first division time data 

corroborate. This behaviour differs from the results 

obtained with the maximum growth rate data (Table 2). 

 

Table 2: Statistical descriptive analyses performed with 

the data from Series A. SE: Standard Error, CV: 

Coefficient of variation, (%). 
 

Variable Mean SE CV Min Max 

Lag time 41.86 1.25 29.63 9 69.6 

First 

division time 
47.81 1.07 22.09 22 73 

Maximum 

growth rate 
0.01101 0.00001 0.96 0.01079 0.01121 

 

Data about the number of nutrient particles (glucose), 

the number of metabolites (ethanol particles), the 

number of viable yeast cells, the mean biomass of the 

cell population (defined as the viable biomass in the 

culture divided by the number of viable cells), and the 

budding index (which represents the fraction of budded 

cells or cells that are in Phase 2 of the reproduction) 

were collected and statistically analysed for different 

time steps of the evolution of the virtual culture.  

 

Table 3 show the results corresponding to two outputs, 

the number of viable cells of the yeast population and 

their budding index. Now we are interested in the 

assessment of the variability attached to the stochastic 

components of the model, rather than the uncertainty of 

the input parameters. For instance, the coefficient of 

variations for the outcome of the number of viable cells 

looks very different from the budding index, with 

different magnitudes and trend. The first one has a non-

significant variation along the time steps and the second 

one shows a rapid decrease over time; the two outcomes 

do indeed show differing behaviours. This statistical 

analysis reflects the different nature of these outcome 

variables.  
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Figure 1: Yeast population growth. Each line represents 

1 of 10 replications randomly chosen from Series A. 

After a time period without reproduction, the 

exponential growth of the population is manifest. 

 

For Series B, the one-at-a-time (mono-factorial) 

analyses, consisting in plotting the model responses as a 

function of each parameter for a wide range of values, 

were performed. Figures 2 and 3 display the results for 

the outcomes of the model corresponding to the 

maximum specific growth rate and budding index at a 

specific time (300 time steps). The time selected is 

advanced enough to assure that the yeast cultures had 

already entered into the exponential phase and that the 

initial time steps of adaptation (the lag phase) had been 

surpassed. Both the shape, more or less linear, and the 

evolution of the variance, more or less constant, may 

differ from one parameter to another. A specific output 

variable shows different sensitivities depending on the 

parameter swept. For instance, the relation between the 

maximum specific growth rate and the maximum 

number of nutrient particles that may be consumed per 

unit of time and unit of yeast cellular surface (or, with 

the constant modeling, the metabolic efficiency that 

accounts for the synthesised biomass units per 

metabolised glucose) shows strong sensitivity, with a 

linear correlation, but non-apparent sensitivity with 

other parameters related to the reproduction model (the 

critical mass, the minimum growth to move from Phase 

1 to Phase 2, the minimum growth of biomass required 

for the bud separation, the minimum number of time 

steps to remain in Phase 2, or the proportion that allows 

determination of the daughter bud mass). Furthermore, 

different output variables show different sensitivities to 

the same input parameter values. For instance, the 

response of the budding index to the metabolic 

efficiency (or to the uptake parameter) compared to the 

response of the maximum specific growth is very 

dissimilar; the first shows no relation with decreasing 

variability to higher values for the parameter, while the 

second shows a strong positive linear relation. As for 

the budding index, in the most cases (except in two or 

three of them, mainly mB2 and T2) its sensitivity to 

the controlled parameters is very low and illustrates a 

much greater dispersion in the output responses. 

 

Table 3: Statistical descriptive analyses performed with 

the data from Series A. SE: Standard Error, CV: 

Coefficient of variation, (%). 
 

Variable 
Time 

steps 
Mean SE CV Min Max 

Number  

of  

viable 

cells 

100 2.2 0.043 19.6 2 4 

200 6.0 0.093 15.5 3 8 

300 17.6 0.250 14.0 11 25 

400 51.8 0.760 14.7 26 75 

500 154.8 2.150 13.9 75 228 

600 465.5 6.620 14.2 228 688 

700 1400.1 19.90 14.2 684 2100 

Budding  

index 

100 34.2 2.78 81.3 0 100 

200 29.8 1.93 64.9 0 80.0 

300 23.3 0.94 40.5 0 46.2 

400 24.3 0.59 24.2 11.3 39.4 

500 24.1 0.37 15.2 15.8 34.9 

600 24.2 0.23 9.6 19.8 30.2 

700 24.1 0.12 5.0 21.0 26.8 

 

If a clear non-linear effect has not been detected in the 

graphics of the mono-factorial analyses performed, a 

practical approach when there are many factors is to fix 

the factors at two levels (as shown in Table 1). In this 

study, and for the two outcome variables chosen, the 

ANOVA results were obtained with equireplicate 

factorial designs with the main effects and first order 

interaction, indicating a well-balanced design with good 

statistical properties. This ANOVA was applied to the 

results of Series C. The explained variance was 99.6% 

in the case of the maximum specific growth rate and 
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85.3% for the budding index, very good results for an 

ANOVA model that included first-order interactions 

only. 
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Figure 2: One-at-a-time analysis with the data from 

Series B. Model response, maximum specific growth 

rate of the population, for each parameter. All other 

parameters are fixed to their reference values. 
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Figure 3: One-at-a-time analysis with the data from 

Series B. Model response, budding index at time steps 

300, for each parameter. All other parameters are fixed 

to their reference values. 

 

In both cases, the variance explained by the model with 

low-order interactions remained high, and the residuals 

(i.e. the differences between observed and predicted 

values) were not very large; rather, they were small, and 

regularly hovering around zero. The behaviour of the 

maximum specific growth rate data versus this analysis 

is considerably better than the budding index data. 

Although some of the requirements for carrying out 

ANOVA, such as the homogeneity of variance, are not 

completely fulfilled, the results achieved in connection 

with the decomposition of the different effects on the 

response variability provide a good basis for discussing 

the relative importance of the parameters and their main 

interactions. The significance of the main effects and 

their interactions are provided by the ANOVA table. 

Additionally, the information that p-values can give on 

the importance of the effect on the outcome and the SI 

calculated for each effect as the ratio of the sum of its 

square to the total sum of squares can be obtained. The 

most significant factors differ in the two variables 

studied and in the concordances and discrepancies in 

the classification of the most relevant effects for these 

two outcomes. Some interactions are not always absent, 

which means that the parameters do not have an 

independent additive effect on the outputs.  

 

 
 

Figure 4: TSIs for two outcome variables with the data 

from Series C. 

 

The two graphics of Figure 4 display the TSIs for the 

two variables, maximum specific growth rate and 

budding index, and identify which parameters have the 

greatest impact on the corresponding outputs of the 

model. It is notable that not all the parameters explain a 

comparable amount of output variability. In the first 

case, two parameters, Umax and Y, clearly head the list, 

indicating that they are the most noteworthy parameters 

for the maximum specific growth rate of the yeast 

population in comparison to the others assessed. In the 

second case, with the budding index, only the parameter 
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∆T2 has greater priority than the others, which are 

participating at a much lower level. 

 

CONCLUSIONS 

INDISIM-YEAST is an IBM that is already in use to 

qualitatively investigate different features of yeast 

populations evolving in liquid batch cultures, such as, 

among others, fermentation profiles, small inocula 

dynamics and lag phase. To be able to gain predictive 

capacities under a particular studying process with this, 

quantitative results are indispensable. The process to 

achieve this is not a closed issue, at least in microbial 

IBMs that require values for parameters not always well 

known from experimental work. The information 

acquired with this sensitivity analysis performed is in 

some places unexpected, requiring deeper reflexion and 

discussion, so that it must be combined with the 

information that other outputs of the model can provide. 

It has been shown that the model is clearly less sensitive 

to some parameters than others, depending on the 

output controlled. This allows for focusing energy on 

the future parameterization and calibration of different 

outputs and parameters depending on the purpose of the 

study, and also rethinking and re-examining some of the 

parts of the sub-models. This preliminary study, as far 

as we know, is the first to deal with some aspects of a 

local and global sensitivity analysis performed over a 

microbial IBM to study yeast populations. This is the 

beginning of more extensive and exhaustive study that 

must be followed up in the near future with the 

simulation model INDISIM-YEAST. 
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ABSTRACT 

This project focuses on modelling interactions 

between a patient with progressive cognitive 

impairment due to dementia and his/her carers. 

Interactions are seen primarily as a transfer of abilities 

from one person to another in order to compensate for 

cognitive deficits. Cognitive abilities of dementia 

patients decline over time and can be also associated 

with a decline in ability to regulate affect and to 

control their own behaviour which may lead to 

behavioural and psychological symptoms of dementia 

(BPSD). The preliminary results show that it is 

possible to model   accurately a transfer of abilities 

between patient and carers and express it as hours of 

care. Furthermore, the agent-base model illustrates 

how cognitive decline in patients may influence the 

balance between informal and formal care during 

disease progression. 

 

INTRODUCTION 

There is an increasing demand for computer modelling 

of complex behaviours associated with the provision of 

health services across a variety of settings. Modelling 

the flow of patients in the emergency department which 

operates under the constraints of time and limited 

resources is one good example (van Oostrum et al. 

2008).  This demand is driven primarily by an increased 

understanding that clinical decisions are frequently too 

complex for human decision-makers to be made quickly 

and accurately and that utilisation of modern 

computational techniques may help to overcome these 

limitations (Brandeau 2005). Computer modelling and 

simulation has well been recognised in technical 

disciplines but only recently have these methodologies 

been adopted by researchers in the social sciences and 

medicine. Perhaps one reason for this situation has been 

the lack of software simulation tools which do not 

require a high level of programming skills. Another 

reason could be lack of interest and poor understanding 

of complexities involved in modelling real behaviours 

of real people. In this paper we will attempt to describe 

with reasonable detail the main issues and questions 

faced by health professionals working with dementia 

patients. We will also describe our effort to model some 

of the aspects of care for patients with dementia. 

 

Typically the ‘dementia story’ starts at home and 

finishes in a permanent residential aged care facility. 

There is a background of continuous cognitive decline 

and an increase in the level of care required (Doddy et 

al. 2010). Initially the role of an informal carer is 

adopted by a family member but gradually over time 

this role is assisted by formal carer(s). Therefore during 

the moderate stage of dementia there is a progressive 

shift from mostly informal to mostly formal care which 

often requires a shift from home to a residential care 

facility (Knopman et al. 1999). Against this background 

there are intermittent, often daily, challenging patient 

behaviours to which the carer responds with the 

assistance of a variety of services and interventions e.g. 

medication and/or behavioural and environmental 

interventions. Changes in care needs, care 

arrangements, services, interventions and stressors are 

mediated through changes in the patient’s abilities to 

think, feel and act appropriately to the social context. 

 

Psychological and Behavioural Abilities 

In order to accurately model the behaviour of patients 

and their carers it is necessary to provide a simple and 

coherent conceptual framework within which 

psychological and behavioural processes can be 

analysed and understood in the same way for both the 

patient and the carer. However patients and carers vary 

in their numerous individual characteristics which affect 

their ability to think, feel and to control own social 

behaviours and level of arousal. These abilities can be 

represented as four latent variables and used to reduce 

the dimensionality of the model. For example thinking 

can be represented as PC (psychological cognitive) 

ability, feeling positive or negative emotions can be 

represented as PA (psychological affective) ability, 

controlling behavioural alertness and arousal can be 

represented as BA (behavioural arousal) ability, and 

controlling social behaviour can be represented as BS 

(behavioural social) ability. These four latent variables 

represent four major abilities of a person who is 

psychologically and behaviourally ‘in tune with the 

world’ and therefore able to self adjust to changes in 

internal and external environment. Of course there are 

many factors which influence the way in which these 

four abilities are increased or decreased. Figure 1 

illustrates these four variables and their acronyms.  
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Figure 1. The Latent Variables Describing a Person in 

an Agent-Based Model of BPSD Management 

  

PC: Psychological cognitive abilities of the patient can 

be complemented with the abilities of the carer.  The 

carer becomes an extension of the diminished patient’s 

abilities, primarily by ‘providing’ the ability to 

remember, to recognise others, to make decision, pay 

bills, keep appointments and navigate through their 

physical environment. Psychological cognitive abilities 

can be interfered with by dementia specific drugs such 

as Aricept or anti-psychotic medication in order to 

improve concentration, memory or reduce 

hallucinations. In more advanced dementia the benefits 

of pharmacological interventions are small if not 

negligible (Geldmacher 2004). 

  

PA: Psychological affective abilities can be either 

increased or decreased by human-human interactions. It 

is a complex process not well understood in psychology 

but communication and intimacy with other people 

seems to be essential for maintaining emotional self-

regulation. Emotional states such as loss, grief and 

sorrow, so frequently present in the life of an elderly 

person, require immediate and compassionate attention. 

It will be challenging to make estimates of how many 

hours of human contact is required to lift the spirit of a 

moderately depressed person but what is true is that this 

humane contact is required on a regular basis. 

Psychological affective abilities can be interfered with 

by antidepressants and anxiolytic drugs, which are 

routinely prescribed for elderly patients (Locca et al. 

2008). 

 

BS: Socially appropriate behaviour can be directly 

modified by either learning what is acceptable (very 

limited in dementia patients) or by guiding how to do 

things in a socially acceptable way. Cognitive decline in 

dementia patients can contribute strongly to occurrence 

of socially inappropriate behaviour due to diminished 

executive functions and reduced self control (Voss and 

Bullock 2004). Behavioural social (appropriateness) 

ability can’t be directly modified by medications but 

such behaviours can be indirectly controlled by 

lowering behavioural alertness (BA). For example the 

concept of a chemical straight jacket applies here in 

controlling more severe cases of aggression. Lowering 

sexual arousal with hormonal treatment may also reduce 

the incidence of dis-inhibition or aggression against 

others (Rosin and Raskind 2005). 

 

BA: Behavioural alertness of the patient with dementia 

can be influenced by the carer who initiates various 

stimulating activities. Neglect may have an opposite 

effect. Daily routines, a structured physical environment 

and maintaining a regular day-night rhythm may have a 

direct therapeutic influence. Behavioural alertness can 

be easily modified by pharmacological interventions, 

primarily by muscle relaxants or sedatives. 

Unfortunately by lowering behavioural alertness the 

ability of the patient to control other aspects of life 

which depend on being awake, upright and focused will 

deteriorate at the same time (Bell et al. 2010).  

 
Little is known about exact individual trajectories of 

psychological cognitive (PC) decline in Alzheimer’s 

and other dementias. Recently published studies 

indicate that the rate of cognitive decline varies 

substantially between patients and different types of 

dementia (Xie et al. 2009). However reasonably 

accurate assumptions can be made regarding the longer 

term decline of PC, which is in a range of 1-2 points per 

year on Mini-Mental State Examination scale (MMSE). 

Individual trajectories of decline in psychological 

affective (PA) abilities are not well known but there is 

an assumption that these may strongly depend on 

reinforcing / inhibiting feedbacks between cognition and 

affect. The overall impact of decline in PC and PA may 

be very strong in many patients and eventually manifest 

as psychological and behavioural symptoms of dementia 

(Brodaty et al. 2003).  

 

Patient and Carer 

In order to keep a relatively simple framework for the 

model the role of the patient is ‘assigned’ at the time of 

dementia diagnosis. The role of the carer is assigned at 

the same time to another close or related person (e.g. 

spouse, child, sibling or friend). Initially there is no 

difference between the two persons who in future will 

form patient-carer relationship e.g. married couple or 

siblings. Both have all four PC, PA, BA and BS 

variables within a healthy range of 7-10 on ten point 

scale. This is illustrated in Figure 2 as equal and 

indistinguishable circles with identical size and colour. 

 
            Person 1                                              Person 2 

 
 

Figure 2. A Potential Patient and Carer 

 

The patient-carer relationship is formed when one 

person’s declining abilities are substituted or helped 

with the abilities of another person. This approach can 

be easily understood by anyone who at some stage was 
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either ill (adopted the role of a patient) or was taking 

care of someone who was ill for a period of time 

(assumed the role of a carer) (Taylor et al. 2008). In 

dementia, as in other chronic incurable diseases, the role 

of the patient is never reversed. Similarly, the need for 

the role of a carer is persistent. Figure 3 illustrates the 

patient-carer relationship as connecting lines between 

two people (virtual objects) which are used in 

visualising the model. 

 

Formal and Informal Carers 

As dementia progresses there may be a variety of carers 

who provide help to the patient. In the majority of cases 

the first carer is an unpaid family member or friend, 

known as an informal carer (Australian Institute of 

Health and Welfare 2006). As the severity of dementia 

symptoms increases and level of patient’s abilities 

declines, paid formal carers are gradually introduced to 

this patient-carer relationship. Figure 3 illustrates three 

such cases in (A) the family home, (B) community care, 

and (C) a nursing home, showing the respective 

interactions between patients (red circles) and informal 

(light green circles) and formal carers (dark green 

circles). 

 

 

 
 

Figure 3. Three Scenarios Illustrating Patient-Carer 

Interactions in Different Settings 

 

Relocation of the patient with dementia to a nursing 

home is the commonest transition from mainly informal 

to mainly formal care. The involvement of informal and 

formal carers is regulated primarily by the willingness 

of the informal carer to become a carer in the first place 

and then to continue the carer role (Access Economics 

2005). After all, it is a voluntary role governed by social 

custom, family ties, emotional attachments and personal 

goals (Bridges-Webb et al. 2007).  

 

In the agent-based model the concept of transfer of 

abilities is very important because it helps to illustrate 

changes in both patients and carers over time. The 

general assumption here is that longer the person is a 

carer the more depleted are her/his abilities. Carers 

frequently report to be ‘mentally exhausted’ and 

‘emotionally drained’ as a result of long term care for 

patient with dementia (Etters 2008). These may lead to 

conditions called ‘burnout’ which results in a decision 

of total withdrawal from the role of informal carer. 

 

Transfer of Abilities 

In essence this transfer of abilities is based on a 

demand-supply interaction. A sufficient and appropriate 

amount of care should lead to slower decline and better 

overall quality of life. The unmet needs of the patient 

will eventually cause further and faster decline of 

remaining abilities. Therefore in this context a 

continuous draining of the carer’s abilities may 

eventually result in burnout and withdrawal from the 

role of the carer. Both situations should be avoided in 

good quality care, which includes opportunities for 

carers to renew or recharge their abilities. The care 

provided by informal carer such as spouse or child is 

strongly dependent on the willingness of that person to 

play such a role (Norton et al. 2009).  

 

The amounts of abilities which are ‘transferred’ from 

carer to patient also depend on other factors. These 

transfer factors include the number of carers engaged in 

care during a time period,   the hours of care provided 

by each carer on a sustainable basis and the level of 

skills and motivation of the carer to provide optimal 

care. Figure 4 illustrates our assumptions regarding the 

trajectory of decline of the patient’s overall abilities and 

the carer’s effort to compensate for this decline over 

time. This assumption will be tested in the computer 

model. 

 
 

Figure 4. Assumptions of Decline in Patient’s Abilities 

vs. Effort from Informal and Formal Carers 
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The informal carer effort is initially very high and is the 

only source of care in mild dementia (Access 

Economics 2005). With an increase in symptom severity 

the willingness of the informal carer to provide care 

may change drastically. Studies show that in moderate 

dementia informal carers seek help from respite services 

(Lee and Cameron 2004). After a period of time 

decisions are made to transfer patients form family 

home to residential care facilities such as nursing homes 

or community assisted living in hostels or group homes. 

Only about 15 % of patients with severe dementia are 

being cared for at home (Australian Institute of Health 

and Welfare 2006). 

 

In an effort to better understand the management of 

dementia and in particular management of behavioural 

and psychological symptoms of dementia we created an 

agent based model which focuses on patient-carer 

relationships.  

 

AIMS 

The aim of this project was to test the following 

assumptions: (a) dynamic changes in the relation 

between patient and carer can be expressed as hours of 

care provided by formal and informal carers (b) 

willingness to become a carer can be used as a driver to 

model transition from mainly informal to mainly formal 

care.  

 

METHODOLOGY 

The AnyLogic simulation software was used as a 

programming tool to build the model (XJ Technologies 

2011). An agent representing the patient, informal carer 

and formal carer was initialised at the beginning of 

simulation for each of the dementia patients. Each of the 

agents carried the same initial characteristics. The time 

step of the model was one week with the run length of 

maximum 500 steps which is the equivalent of 10 years 

in a patient’s life.  

 

The number of hours for the total care needed was 

represented as a function of patient’s decreasing 

cognitive abilities PCpatient and affective abilities 

PApatient. In the first instance these values were derived 

from the lookup table which included average 

assumption from the published literature (Australian 

Institute of Health and Welfare 2006; Access 

Economics 2005). The maximum care hours were set up 

as 35 per week and calculated as: 

Total_Care_Neededdt = fdt(PCpatient)  

               + fdt(PApatient)                                   (1) 

Two out of four latent variables (PC and PA) 

contributed to the formula which was used as a primary 

driver in the transition between informal and formal 

care: 

Willingness_To_Be_Carerdt = fdt(PCcarer)  

                 + fdt(PAcarer)                                   (2) 

 

The number of hours of informal care was estimated by 

the following formula: 

Informal_Caredt = Total_Care_Neededdt  

                       * Willingness_To_Be_Carerdt               (3) 

The number of hours for formal care was calculated as 

the remaining hours needed when informal care was 

completed: 

Formal_Caredt = Total_Care_Neededdt  

               – Informal_Caredt                                           (4) 

Latent variables BS and BA were excluded from the 

above formulas at this stage but will be included in the 

next version of the model. Considering the 

interdependence among the four latent variables in this 

model it can be appreciated that inclusion of BS and BA 

variables required further research effort. 

 

RESULTS   

Only preliminary results of the experiment are presented 

in this paper.  Figure 5 shows a progressive decline in 

cognitive abilities of the patient with dementia over time 

as a red line. Initially psychological PC ability is at the 

high level and after period of 10 years (500 weeks) it 

gradually drops to a level below 10 % which 

corresponds to severe dementia. The decline in 

psychological affective ability PA is assumed to be 

negligible in this experiment. These values are arbitrary 

and representative of an average patient only. The total 

hours of care needed for the patient is closely linked to 

decline in PCpatient and PApatient as indicated by the black 

line. Values are expressed as a percentage of maximum 

35 hours of care per week (Access Economics 2005). 

The willingness to be a carer (blue line) gradually drops 

from initial 100 % to less than 10 % and reflects decline 

in PCcarer and PAcarer of the informal carer.  

 
Figure 5. Assumptions and Outcomes of Patient-Carer 

Relationship as Represented by Hours of Care 

 

Initially the number of hours of informal care (dark 

green line) steadily increases in parallel with an increase 

of total care needed until a willingness to be a carer 

declines. This generally happens after 4-5 years of care 

(200-250 weeks). From that point on, which 

51



corresponds to moderate dementia, the number of 

informal hours drop and the patient’s care starts to be 

provided by two carers. In severe dementia (300-500 

weeks) care is provided primarily by formal carer(s) as 

illustrated by light green line. 

 

DISCUSSION 

Previous attempts to model BPSD patients and services 

have used several key constructs, including the ability to 

respond to stressors, changes in various care needs and 

various care arrangements, a range of services and 

interventions used during progression of disease and 

types of medical services available in each setting for 

specific BPSD symptoms such as depression or 

aggression (Brodaty 2003). This approach was far too 

complex for model development and required multiple 

agents to represent multiple objects and functions.  Here 

we aim to use a framework which represents a much 

simpler and more manageable approach to modelling 

complex interactions in dementia management. In our 

current approach the essential characteristics of an 

individual patient with behavioural and psychological 

symptoms of dementia are summarised, apart from 

usual demographic characteristics such as gender, age 

and location, by just four latent variables in a way 

similar to that published by Proitsi et. al. (2009). Such 

approach has also good theoretical support in recent 

proposal by National Institute of Health (USA) to shift 

classification of disease from symptomatic (e.g. DSM 

IV classification) to systemic classification based on 

physiological and neurological findings (Miller 2010). 

In our modelling approach patient and carers have 

identical characteristics expressed by four variables PC, 

PA, BS and BA. Specific values of these variables 

determine the role which the agent plays in the model 

and, in case of the informal and formal carers, the 

amount of care provided. 

The hours of total care which are needed have been 

calculated based on cognitive abilities and affective 

abilities of the patient with progressive dementia. The 

hours of care provided by informal carer were 

calculated based on his/her willingness to continue in a 

role of a carer. Therefore hours of care, needed and 

provided, are becoming a central axis through which 

relationship between patient and carer is expressed in 

the model. Numerous factors which influence the 

patient’s need can then be translated into one common 

denominator. The same common denominator of 

‘hours’ could apply to factors influencing care giving. 

For example all complex factors which influence the 

informal carer’s decision to continue, reduce or 

withdraw from that role are summed up as ‘willingness 

to be a carer’ and used as attenuator of hours of care 

provided.  

A similar approach will apply to modeling the effects of 

various therapeutic interventions. Initially we assumed 

that effective intervention could only be provided in 

three ways: (a) pharmacological interventions which 

influence PC and PA through modification of 

neurochemistry of the brain, (b) removal of major 

stressors through pain management and/or changes in 

the environment, and (c) effective and timely care 

provided by informal and formal carers which maintains 

physical and mental wellbeing of the patient. All three 

scenarios can now be modelled separately and in 

combination.  

In the next version of the model we plan to introduce 

further refinements without increasing the basic 

complexity. Such an approach will combine the current 

methods of modelling BPSD, which are commonly 

overly-complex, with a method that remains 

conceptually and technically simple. To do so it will be 

integral to understand the intricate nature of how patient 

and carer characteristics change over time. For example 

it is common knowledge that carer skills can be 

increased by improved training appropriate to informal 

and formal care. Modelling this behaviour would need 

to take into account the individual carers who seek 

assistance in providing care to the patient but also in 

how they might set expectations and influence the 

perceptions of other carers.  

We expect that the use of the agent based computer 

model and virtual experiments will help policy makers 

to reduce uncertainties and improve understanding how 

policy decisions made today will impact on patient-

carer networks over time. Because the conceptual 

framework is the same for people with dementia and 

people with a role of a carer, it is easy to see how 

modification of each role is possible without reaching 

for different sets of cognitive constructs. Each virtual 

patient with dementia has a simple structure 

representing capacity to think (PC) and to feel (PA) 

with additional characteristics of ability to control 

arousal and alertness (BA) and control of social 

appropriateness (BS). We believe that this new 

framework allows us to model real life scenarios and 

pathways of care for patients with dementia and to 

improve clarity of thinking about the management of 

BPSD. 
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ABSTRACT

The implementation of the concept based on the SOA
paradigm appeared to be significant problem associated
with the issue of monitoring and visualization of com-
munication between the various elements of the system
during the execution of business processes. The monitor-
ing process as a collection of messages (logs) is a tech-
nique known and used. However, collate and read what
the state and what messages leading up to it give you rele-
vant information. Ways of gathering such information,
especially visualization of the communication with their
advantages, will be described in this article as new. This
will be the first to create a universal, expandable, mul-
tiagent platform to collect information about events and
history of the state changes of distributed components.
This solution keeps information about the real, global se-
quence of events occurring on different machines (not
necessarily synchronized with clocks) and connections
between them.

INTRODUCTION

Computer systems monitoring tools can be classified into
categories: hardware monitoring, operating system mon-
itoring, local application moni-toring, network resources
and traffic monitoring, communication and states moni-
toring in distributed systems. In the last category there
is not too many available solutions. The most popular
are central logging systems for distributed events, where
no synchronization mechanisms, no time graphs and no
SOA systems monitoring abilities are available.

In discussed solution greatest emphasis was put on true
events sequence mapping, that took place on different
machines and their mutual connections. One of the main
problems to be solved was taking differences in time in-

dicated by clocks running on different computers. More-
over, these differences must be constantly adjusted, in
case of manual or automatic time change on the moni-
tored computer.

EXISTING SOLUTIONS

Monitoring equipment depends on the producer of the
equipment. Certain elements, such as CPUs load and
temperature, free and used memory of the system and
disk and state of the network load are common features.

Tools for monitoring the operating system are also de-
pends on the specific operating system. In Windows
NT based systems there is a tool called Task Manager
(Smith and Komar, 2005). It is used to view informa-
tion about running processes and occupied resources at
the time, such as the CPU usage, cache used, the num-
ber of threads and opened files. In Linux systems, there
are similar tools such as top and htop (Negus, 2007) pro-
grams. There are also many commercial solutions that
provide more complex functionalities. One of these is
Process Explorer from Sysinternals (Process Explorer,
2010). This program provides information about the pro-
cesses call tree and dynamic libraries loaded into mem-
ory.

A tool to monitor a local application in the Win-
dows NT based systems is Event Log (Smith and Ko-
mar, 2005). The Event Log consists of the Application
Log, Security Log and System Log. Application Log
collects information about the events that occurred in the
application (eg application errors). Security Log informs
about successful or unsuccessful attempts to log on and
information about events associated with the resources
usage (such as creating, opening, or deleting files). Sys-
tem Log collects information about events that occurred
in the components of the system. If the system started up
incorrectly, it will be stored in this log. A similar solution
in Linux systems is syslog (Negus, 2007).

Tool for monitoring traffic and network resources is
the Netstat program occurs both in Windows NT (Smith
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Aleksander Byrski, Marco Carvalho (Editors)
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and Komar, 2005) and Linux (Negus, 2007) system.
This program provides information about opened net-
work connections and ports on which the program listens.
It can also display the Ethernet statistics for the different
interfaces and protocols. In Linux based systems, there
is (Negus, 2007) tcpdump program that is used to view
the content of the information transmitted over the net-
work. However, Monit (Monit, 2011) program periodi-
cally checks whether the network services, such as http
server, ftp, mysql etc. are available. Such monitoring in-
volves periodic checking, if the page displays correctly,
or if the connection attempt with a specific service was
successful. In case of failure it informs the administrator.

Distributed systems usually operate under the control
of an appropriate middleware for sending messages to the
system components. This layer is made to monitor com-
munications and resources of distributed systems. An ex-
ample of a solution providing such a layer is MPI (Mes-
sage Passing Interface) (Quinn, 2003) and PVM (Parallel
Virtual Machine) (Geist et al., 1994).

An example of software for logging system events
within a single platform is Linux Syslog. Syslog is
proper for logging events occurring on one computer. It
records events with an accuracy of one second and one
microsecond since the start of the operating system. Us-
ing a plug, syslog logs can be used as a source of in-
formation about events, which will be processed by the
discussed project. At this moment, the elements of a dis-
tributed system communicate with the logging system us-
ing appropriate libraries.

One of solutions is to use the ESB bus for SOA (Mas-
ternak et al., 2010), which is an additional intermediate
layer in the multilayer information systems architecture
that allows to use this concept in the corporate environ-
ment. It allows dynamic attachment and removal of ser-
vices, which are the part of the corporate information sys-
tem. ESB bus mediates in transferring messages between
services, which gives it the opportunity to precisely mon-
itor and log information about events. ESB bus is imple-
mented in such application servers like GlassFish ESB
(OpenESB, 2010), IBM WebSphere ESB (IBM Corpora-
tion, 2010) and Oracle ESB (Davies et al., 2008). Excep-
tion messages monitoring they support, the entire trans-
action monitoring.

In this case, the problem the monitoring system de-
pends on the ESB bus. Not all systems use this bus, and
using it in existing systems would cause too much cost of
rebuilding the system. Moreover, what about the compo-
nents outside the bus?

Nowadays, solutions of monitoring connections be-
tween services are limited to storing information about
the sender and recipient and the transaction ID.

ASYNCHRONOUS MONITORING AGENT SYS-
TEM

Discussed solution should provide history presentation
of time synchronized components states in a distributed

system and messages sent between them with a recogni-
tion of their relationships. It allows for exact analysis of
situations which are a “bottleneck” in the system and led
to the failure or may be helpful to look for methods of
system optimization. This solution is flexible and exten-
sible. Using the appropriate plugins it allows integration
with systems using different technologies.

The system consists of the following elements:

• Log Server,
• Log Agent,
• Log Visualizer.

Log Server is a central system storing information about
events. It ensures exact representation of the sequence
of related events. The task of the server is also calcu-
lating difference of clocks between the Log Server and
monitored machine hosting the application. To determine
this difference Log Server is using NTP (Mills et al.,
2010) protocol, set up between the Log Server and the
Log Agent server in oposite to (Cetnarowicz, 1996) that
presents centralized system.

Log Server has modular structure. It has the ability
to attach external plug-ins that can be used to interpret
certain special events.

The Log Agent is a program placed on monitored
place. Its basic functionalities are:

• time synchronization with Log Server,
• communicate to get information about events,
• communicate to download program code to extend

itself functionalities.

However Log Agents are individuals, the Log Server is
controlling their work.

Log Visualizer is an application which connects to Log
Server and retrieves information about the events. It has
the ability to view history state of each of the monitored
components separately or present entire business process
on one sequence diagram.

The Prototype Of The System
The first Log Server prototype was a synchronous solu-
tion (Figure 1 and 2). It caused a performance decrease of
the monitored system. The reason for that was the mech-
anism in which monitored component - using appropriate
libraries - was connecting directly to Log Server, by com-
ponent blocking for the time of message sending. Addi-
tionally, Log Server could receive only one message at
one time. It ensured keeping real events occurring, which
was an asset solutions. The system was used for im-
plementation and testing of a prototype of an emergency
action management system. This system was developed
as an EU project “New information technologies for the
electronic economy and information society based on the
SOA paradigm” (POIG.01.03.01-00-008/08) (Cetnarow-
icz et al., 2010). Log Server was found perfect for this
task, because all computers were in one subnet, by that
overhead of Log Server was minimal.
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Figure 1: Prototype Log Server work synchronously.

Figure 2: Log Server prototype.

Figure 3: Asynchronous, non-blocking Log Server
model.

Figure 4: Log Agent.

For larger and more distributed systems it is not suffi-
cient. There is a risk that, in case of insufficient network
link bandwidth or Log Server failure, the entire system
will be blocked. It was the reason to balance the effi-
ciency and make it independent from the monitoring sys-
tem. Log Agent helps to fulfill this function. Log Server
desirable action outcome should be non-blocking asyn-
chronous messaging as in Figure 3.

Log Agent
Log Agent is an application running in the background
on the monitored server (Cetnarowicz, 2009). Monitored
component is not connected directly to Log Server (Fig-
ure 2), but to Log Agnet (Figure 4).

Connections with Log Agent are in synchronous, as
before with Log Server. However, the component block-
ade is set just for the time of short message sending from
the container to the Log Agent and note the exact time of
this event. The rest of the work the Log Agent is doing
in a separate process. With this solution, there is mes-
sages registration sequence maintained within a single
machine, with a minimal system slow down.

Clock Synchronization Problem
Log Agents another task is to send collected logs to Log
Server. During this task occurs clocks synchronization
problem.

For example (Figure 5):

1. Application on server A sends a message to server B
and notify its Log Agent about sending a message.

2. After a second server B notify its Log Agent about
receiving a new message from the server A.

If the clocks on both servers are synchronized, the
problem will not occur. However, when the clock on the
server A is late relative to the clock on server B for longer
than one second in this case, the result is a record that
first server B has received a message from server A, then
server A sent it to the server B. So we have a distortion
of events sequence.
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Figure 5: The problem of synchronizing clocks: Server
B read the message before the server A has sent it to him.

There are various ways to manage witch such distor-
tions. One of them is the constant clock synchroniza-
tion. This is possible, only if all the servers belong to
one corporation and are located relatively close to each
other. If the servers are located far from each other or
belong to other corporations, then technical and political
barriers occurs. Technical barrier are the time lags in the
exchange of information between computers caused by
physical distance and number of nodes through which the
packet of information has to go. Wave propagation speed
in electrical cables is finite, each node also generates an
additional delay. Political barrier is the fact that comput-
ers belong to various corporations for security reasons do
not allow the time synchronization or they use different
solutions which generate significant discrepancies.

In situations when accurate clocks synchronization
cannot be applied, sequent numbers can be used (Fig-
ure 6). By sequent numbers, sequence of occurred events
can be clearly determined. Sequent numbers are imple-
ments in communication protocol layer (eg. TCP imple-
ments them). The problem is that the TCP protocol is a
lower layer protocol and the higher layer protocols which
are being used by other components, usually does not im-
plement such elements.

Moreover, such mechanism does not protect against
the following situation:

1. Server A sends message to server B.
2. Server B receives message from server A.
3. Server B sends message to server C.
4. Server C receives message from server B.
5. Server C sends message to server A.
6. A server receives message from the server C.

It is known that one server must send first a message
to the other, so the other one could receive it. It is not
known whether, eg. sending a message from the server B
to C was a consequence of sending messages from server
A to B, it is why events sequence distortion may appear.

Figure 6: Sequence numbers of messages.

Figure 7: Diagram of time synchronization between Log
Server and Log Agents acting on the monitored ma-
chines.

Applied Solution
The solution, which was used in the described system
is that in the central events register (Log Server), to the
time taken by the Log Agent is appended the time dif-
ference between the Log Server and the server on which
Log Agent is located.

This difference is appended to each event, because the
difference in times of Log Server and the server running
the Log Agent may change over time.

This difference is calculated in two ways. The first
way is a periodic communication with Log Agents by
using the NTP with the algorithm used with this proto-
col to determine as precisely as possible the time differ-
ence. If the network settings do not allow to use directly
NTP (Mills et al., 2010) application (Figure 7), is used a
similar algorithm to designate times difference, but using
TCP (Postel, 1981) protocol which may be less accurate.

The second way is correcting the previously calculated
difference by errors detecting in the interpretation in the
directly linked events sequence, such as the time of send-
ing messages from server A to server B and time of re-
ceiving it by server B. After that type of incident, time
difference is adjusted to such value which can simultane-
ously decrease these distortion and not creating new ones
(eg. Between servers B and C).
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Log Server
The Log Server is a central database to store gathered in-
formation about events with account of time differences
detected by Log Agent.

The functionality of the Log Server is extendable by
using plug-ins mechanism. The plug-ins task is to ana-
lyze information (received from Log Agent) about events
and relationships detected between events that occurred
in various components.

Links Detection
By detecting relationships between events, it is possible
to review back events history following related messages.

The Log Server recognizes only the link between send-
ing and receiving message. Log Server doesnt analyze,
if a message sent from server B to server C is a conse-
quence of receiving by this server message from server
A, whether it is a completely separate action. Log Server
provides the ability to attach an external plug-ins that an-
alyze sending messages in purpose to extract information
which connect them with a particular action.

SUMMARY
Above there was presented the concept of asynchronous
agent system for monitoring, communication visualiza-
tion and system states based on the SOA paradigm.

Current research suggests, that further implementation
is applicable and will be performed.

It is expected to achieve a high universality solution
(thanks to the plug-ins system implementation) with min-
imal network throughput and CPU time monitored ma-
chines at the same time (thanks to asynchronous).

Solution presented in this article can be used as univer-
sal monitoring system for components state and commu-
nicates send between them in SOA systems on heteroge-
neous platforms. This conception can be used for remote
distributed backup. The new work with it is about moni-
toring dirty power in industrial power distributed system.

Future work is to perform full implementation of agent
platform to work on different platform. There must be
also prepared extension to monitor events through ESB
and SOA-ent (Cetnarowicz et al., 2010).
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frastructure Tools - Concepts and Methods, chapter ESB —
Modern SOA Infrastructure, pages 17–46. Poznań Univesity
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ABSTRACT 

The WiSafeCar (Wireless Traffic Safety Network 
between Cars) project aims at increasing the 
performance and reliability of the wireless transport 
and to provide traffic safety improvements. Within the 
context of this project, we have designed a Dynamic 
Carpooling System that will optimize the transport 
utilization by the ride sharing among people who 
usually cover the same route. An initial prototype of the 
system has been developed by using NetLogo. The 
information obtained from this simulator will be used 
to study the functioning of the clearing services, the 
current business models and to propose new ones. The 
first results seem encouraging, and the users have many 
economical advantages thanks to the sharing of costs 
which allows the individuals to retrench expenses and 
to contribute to the use of green technologies. 
 
 
INTRODUCTION 

In the past few years, governments, industry and 
academia have been more and more interested in 
exploring road safety and other type of vehicular 
applications by connecting car-to-infrastructure (C2I) 
and car-to-car (C2C) with several wireless broadband 
technologies, such as 2G/3G, Mobile WiMAX and 
WiFi.  So far a variety of safety related and other 
vehicular applications have been developed and 
wireless technologies for mobility have been studied in 
several research projects. The main target areas of 
those activities are/have been: 1) wireless technology 
research for high-speed vehiculars, 2) in-vehicle 
control device and sensing technology research, and 3) 
real-time vehicular application research.  For example, 
the CELTIC’s CARLINK project 
(http://carlink.lcc.uma.es) developed an intelligent 
traffic service platform based on hybrid wireless 
networking targeted at vehicular networking research 
for seamless C2I and C2C communications, and several 
intelligent multi-modal transport services based on 
real-time measurements from smart car sensors. 

The Car2Car Communication Consortium 
(http://www.car-to-car.org) is working on extensive 
standardisation of vehicle networking systems. 
However, some critical issues which lay between 
wireless technologies and services have not been solved 
nor addressed by any of those activities, for instance, it 
is important to consider how data (content) should be 
handled in the most efficient and reliable manner. This 
efficiency is important for services used in a high-speed 
vehicular environment where the frequently-changing 
topology makes the real deployment more challenging.      
 
The CRP Henri Tudor from Luxembourg and several 
institutions from Europe and Asia have been involved 
into a new initiative called WiSafeCar (Wireless Traffic 
Safety Network between Cars, 
http://www.wisafecar.com) as a continuation of the 
CARLINK project. The WiSafeCar platform is the 
linking point of several services and physical 
infrastructure, hosting roadside units and furthermore 
serving vehicles and mobile units acting as customers 
of the platform. This project provides the costumers 
with new telematic services for vehicles regarding 
meteorological, traffic information, C2C 
communications and multi modal transport 
management services. 
 
In this paper, we present the Dynamic Carpooling 
System, integrated within WiSafeCar, that will 
optimize the transport utilization among people who 
usually cover the same route. Carpooling is a simple 
way for individuals to take part in the climate change 
challenge while saving money, reducing congestion and 
conserving energy along the way. This system, very 
useful for commuters that live near each other and 
share a common destination, can be very advantageous 
for occasional travellers too. The idea is to share a car 
depending on the destination of the passengers, so they 
can save costs, and it also helps to reduce pollution and 
traffic jams. 
 
Classical initiatives for carpooling did not succeed due 
to the lack of flexibility for the user who demands a fast 
and safe service at anytime and anywhere. Usually, 
classical approaches were only suitable for static 
situations where the travel time and the destination 
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have been planned before (Keenan and Brodiey, 2000; 
Psannis et al., 2006; Kelley, 2007; Yew et al., 2008; 
Ferreira et al., 2009). This is why there is a lot of effort 
to try to provide these services in a fast changing 
mobile environment (Correia and Viegas, 2009). 
 
The rest of the paper is organized as follows. First we 
provide an introduction to Urban Traffic Simulations in 
Netlogo. Then we introduce the Dynamic Carpooling 
Simulator. Afterwards, we describe the results obtained 
by the simulator, and finally we present the conclusions 
and future work. 
 
 
URBAN TRAFFIC SIMULATION IN NETLOGO 

The Dynamic Carpooling Simulator, within 
WiSafeCar, was implemented in NetLogo 
(http://ccl.northwestern.edu/netlogo/), a multi-agent 
programming language and modelling environment for 
simulating natural and social phenomena.  
 
Urban Traffic Simulation starts in Netlogo with the 
Gridlock model by (Wilensky and Stroup, 1999). 
Several enhancements have been done based on this 
initial model included in NetLogo distribution. In 
(Gershenson 2005) we have an extended version of the 
Gridlock model that consists of an abstract traffic grid 
with intersections between cyclic single-lane arteries of 
two types: vertical or horizontal. Cars only flow in a 
straight line, either eastbound or southbound. Each 
crossroad has traffic lights which allow traffic flow in 
only one of the arteries, which intersect it with a green 
light. Yellow or red lights stop the traffic. The light 
sequence for a given artery is green-yellow-red-green.  
 
Based on this enhanced version of the Gridlock model, 
the GTI group from the University of Vigo has carried 
out new extensions improving the MAS simulator in 
order to make it more realistic (Burguillo et al., 2009). 
This simulator removed the torus and improved the car 
movements in order to let them drive in four directions: 
north, east, south and west. We created a by-pass road 
to improve traffic, which is the outermost in the 
scenario. Regarding the structure of the map and the 
roads, this new version has the possibility of 
bidirectional roads and roads with two lanes in the 
same direction, controlled with a slider in the NetLogo 
interface. Besides, an algorithm to avoid deadlocks at 
the intersections was implemented. 
 
Finally, this new simulator also included a new 
functionality where some drivers could be considered as 
commuters. A commuter car drives in the city and stops 
whenever it has arrived to its destination. Afterwards, it 
drives back home. In this way, the origin and 
destination are exchanged at each stage.  

THE DYNAMIC CARPOOLING SIMULATOR 

A new version of the simulator has been developed in a 
collaboration between the GTI group from the 
University of Vigo and SSI of the CRP Henri Tudor in 
Luxembourg. As the simulator already developed by the 
GTI was able to manage an urban traffic area, 
modeling the cars as agents, and implementing several 
traffic lights mechanisms; in the new version presented 
in this paper (see Figure 1) we mainly add the dynamic 
carpooling functionality. But, we also enhance some of 
the previous functionalities of the multiagent system in 
order to get a more realistic scenario. 
 
Since the Dynamic Carpooling System design had been 
previously carried out, the goal of the simulator was to 
evaluate how it works with different parameter settings 
and to gather information related to the trips in order to 
analyse current business models and/or to develop new 
ones. The Dynamic Carpooling Simulator includes a set 
of new features, which are described next. 
 
Car Creation Improvements 

With this new approach, cars have new attributes and 
targets to follow. Cars have an identification number, 
driverID, which distinguish them from the other cars, 
in terms of passengers association, in order to do the 
corresponding compensation at the end of each trip. 
Each car keeps count of the distance covered during the 
itinerary, and the time spent from the moment it was 
started until the destination was reached.  
 
The simulator interface provides the user with a slider, 
with values between 0% and 100%, to choose the 
probability that a car belongs to a carpooling provider. 
In case a car is part of a carpooling system, they must 
belong to a specific provider (A, B or C) which is also 
determined according to the corresponding parameters. 
 
The system will try to match these carpoolers with the 
users who have requested the service and thus a new 
itinerary will be set to them. The fact that a car is part 
of a carpooling system does not guarantee that it will 
perform a service giving a ride to one or more 
passengers. In the previous versions, the drivers had an 
origin and a destination, and those values were 
definitely unchanged. Now, depending on the number 
of passengers associated to it, the car has a list of 
intermediate stops where it picks up or drops clients, 
before arriving to the destination. 
 
The number of passengers inside each car can be 
selected using a slider. The minimum value is 0 and the 
maximum is 4. When a passenger is assigned to a car, 
his identification is stored in the passengers-list of the 
car, and when the maximum number of passengers in 
the car is reached, the vehicle will not be available. 
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Figure 1: Snapshot of the Dynamic Carpooling Service Simulator 

 
User Creation 

Users also have an identification number, userID, with 
which the driver is able to authenticate himself in the 
carpooling system. In order to identify if a user has 
been served or not, a happy or sad face appears on his 
location. After a random period of time these users 
disappear and new ones are created in other city 
location. The number of carpooling potential users is 
easily adjusted by using the corresponding slider. 
 
As the users are actually clients, they must belong to a 
carpooling provider, and the system will try to match 
them with the most suitable driver from such provider. 
 
Once a passenger gets into a car, his userID is added to 
the list of ‘present-passengers’. Each passenger  keeps 
count of the distance covered, and the time spent to do 
the trip. Insomuch we are talking about services and 
providers, we also talk about business. A compensation 
method for a passenger may depend on the number of 
passengers he is sharing with. For this reason each user  
keeps count of the time and distance covered sharing 
with one, two or three passengers, or travelling alone. 
 
Matching algorithm 

An interesting functionality included in the carpooling 
simulation is the matching algorithm, which is in 
charge of finding a suitable driver for the carpooling 
passengers.   
 

First of all, when a trip is requested by a user, the 
system seeks the drivers that are travelling in the same 
direction that the passenger wants to follow. Once it 
has the list of possible drivers, the matching algorithm 
compares the origin and destination of the passenger to 
the drivers’ paths. If a driver whose itinerary contains 
the client’s trip is found, the matching algorithm 
checks if the car has available places and if so, the user 
will be labelled as matched. The driver assigned to this 
user has to add two more intermediate stops in his 
destinations-list, the pickup location and the drop 
point. Likewise he adds the userID of the passenger to 
the passengers-list. If there is no driver who fits the 
request, the user will show a sad face and disappear 
after a period of time. A new one will be created 
afterwards in another city point. 
 
High populated areas  

Thinking about a real situation in a city, is quite often 
to find places more populated than others, and also 
destinations more demanded, as the people are not 
evenly distributed. For instance, most of the people tend 
to concentrate in the centre of a city rather than the 
outskirts. It is also very common that there are certain 
areas where most of the people go to work, such as 
business, commercial or industrial zones.  
 
For this reason, and aiming to simulate a more realistic 
situation, we have developed a new functionality where 
we can choose the area of the map were the population 
density is higher by entering the coordinates of the 
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central point of this overpopulated region. The radius 
of this area and the level of concentration depend on 
the number of people belonging to the city and the 
percentage of the people who live in such area.  
 
Likewise, we can simulate the business area of the  city 
where the majority of the people demand to go. The 
mechanism is the same: we select the central point by 
entering the coordinates, and the passengers will 
request to go to that place with a certain probability. By 
adjusting the slider shown in Figure 2, we can decide 
what percentage of the population belongs to these 
zones. In the input boxes labelled as ‘xop’ and ‘yop’ we 
enter de coordinates of the patch which is the central 
point of the most populated area. With the boxes 
labelled as ‘xdp’ and ‘ydp’ we can set the coordinates 
of the central point of the most demanded zone. 
Finally, in the box named ‘concentration’, the level of 
concentration of the population is shown. 
 

 
Figure 2: Controllers for managing the concentration of 

the population 
 

Figure 3 shows a situation where the 80% of the people 
is located in the same region. Given the central patch of 
the map as the coordinate (0,0), we can see how the 
bluish cars are concentrated in the southwest of the 
city, all of them distributed around the patch (-40,-40) 
as was shown in the figure 2. 
 
Accident avoidance 

Another typical event regarding the urban traffic are 
the traffic jams caused by accidents. As usual, accidents 
can block the streets and do not allow the movement of 
cars. In order to avoid this situation we make the car to 
choose an alternative route.  
 
As it was implemented in the previous versions of the 
simulator, a crash can happen when two cars meet in 
the same point. In this version, the accident can only 
happen at an intersection, and we add the possibility 
that a street can get blocked. In case of an accident, and 
with a given probability, the street may get blocked 
during a period of time. Since the accidents happen at a 
concrete intersection, which involves two streets, the 
stretches of roads leading from such intersection to the 
adjacent intersections will not be available to drive 

through them. Since we assumed that the drivers have 
updated information of the incidents on the road, they 
are able to change their paths in order to avoid the 
blocked streets. The cars, which were in those streets 
when the accident happened, remain stopped, waiting 
until the end of the blocking period.  
 

 
Figure 3: Snapshot with a high level concentration area 
 
 
We can determine in advance the blocking probability 
in case of accident by using a slider with values ranging 
from 0% to 100%. Besides, we can also enter the time a 
street can be blocked by using an input box. 
 
Data storage  

The goal of the simulation is to store all the 
information related to the itineraries such as the 
distance covered, the time spent, the number of people 
who share the car during the trip, etc. 
 
At the end of each trip, a new file named with the user 
identifier, is created. We consider a trip as every route 
covered by one passenger since he gets into the car 
until he gets out. Therefore, the itinerary of one driver 
can contain several single trips.  
 
As we stated before, users gather data at every step of 
the simulation by keeping count of the distance they 
have already covered. In the same way they count the 
time spent during their itineraries bearing in mind the 
passengers they are sharing with.  
 
The mentioned log file contains all the information that 
is necessary to proceed with the corresponding 
compensation method. The contents of the file is 
described in Table 1. 
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Table 1: Trip data gathered by the carpooling system 

 
 

System outputs 

Apart from the files provided by the simulator and the 
plots implemented before, the system produces some 
extra data. We have several output boxes with log 
information that can be displayed depending on 
whether the switch is on or off (see Figure 4). 
 

 
Figure 4: Monitor boxes and switch. 

 
In the ‘num-car-carpoolers’ box it is shown the number 
of cars that are labelled as carpoolers, which means 
they are able to provide the service. The box ‘cars-
carpooling’ keeps count of the number of cars that are 
currently giving a ride to, at least, one passenger. The 
monitor box labelled as ‘num-user-carpoolers’ shows 
the number of users who have requested the service. 
Finally, the monitor called ‘users-carpooling’ displays 
the number of users who have been already matched 
with a driver. They can be travelling or waiting for the 
car to pick them up.  
 
During the simulation we can see several data 
displayed in the log window. Once a passenger is 
matched, his identification number and the identifier of 
the driver who will provide him the service will be 
shown. Then, when the driver picks him up, another 
notification will be written in this log, and the same 
happens when the passenger reaches his destination. 
 
In case of an accident, the coordinates of the patch 
involved will be displayed on the screen and will turn 
orange in the map. In the same way the blocked streets 
will become pink.  

 
If a user cannot be matched, a red sad face will appear 
on his location, but; if the user has been served, a green 
smiley face will be shown at the destination. 
 
 
RESULTS 

Since we assumed that the first step in providing the 
carpooling service to a client is to ensure that he can 
afford the trip cost, we need to calculate the amount of 
credit the user must have in his account. With the aim 
of evaluating the clearing service, proposed for the 
Dynamic Carpooling System, and in order to get a fair 
estimate of the cost of the trips, we have adapted the 
simulator to obtain data related to the ideal route a 
driver could cover in terms of traffic and accidents. 
Using this results we will be able to compare a normal 
trip, where traffic jams are common, with an ideal one 
by comparing the time spent during the route, and the 
distance covered in both situations. 
 
We stablished 15 scenarios with several parameters and 
we simulated them in both normal and ideal conditions. 
Regarding the ideal trip, we have assumed no other 
cars in the map, and the absence of accidents. The rest 
of the conditions remained unchanged. 
 
In this context, we fixed the value of the amout of cars 
that the belong to the system as the 50% of the total 
number of cars for each scenario. The number of 
passengers inside a car was 3 and the probability of 
accident stablished was 1%. The size of the map and 
the distribution of the lanes was the same for all the 
simulations, as well as the origin and destination of 
each car and passenger. We considered the centre of a 
city, as a manhattan like scenario, with 2 km x 2 km = 
4 km2. The main numbers obtained as results from the 
simulations are shown in Table 2. 
 
As we can see in the table, the ideal estimation of the 
distance covered, and the time spent during the route 
are mostly the same, in normal conditions than in the 
ideal ones, for a low number of cars. The values start to 
differ when the number of cars is increased. If we think 
of a real situation, the same thing occurs if we compare 
the traffic during the rush hours and during the night, 
so we have to estimate the suitable cost of the trip 
depending on the time of the day. 
 
The time spent during a trip and the distance covered 
by the user in normal conditions is increased on 
average a 6.6% and 8.4%, respectively, with respect to 
the ideal situation, when the number of cars change 
from 300 to 500. The same thing happens when the 
number of cars is fixed as 1000. The duration of the 
trip is increased a 6% and the distance covered a 
38.8%. 
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It is important to note that, in the conditions we have 
evaluated the system, the number of users served never 
exceeds the 55%. This maximum is reached when the 

number of drivers is five times greater than the number 
of users waiting to be served, and when the 50% of cars 
belong to the carpooling system. The performance 
improves with the increasing of the population. 

 
Table 2: Simulation results for several combinations of input data 

N Number of Cars Users Users Served Users Not served Ideal Distance Ideal Time Normal 
Distance 

Normal 
Time 

1 100 40 8 32 117.7 271.75 119.2 278.38 

2 100 100 16 84 252.58 545.50 256.63 562.19 

3 200 40 18 22 124.38 284.83 124.50 291.11 

4 200 100 26 74 175.09 389.69 180.39 408.35 

5 300 40 18 22 144.9 339.40 145.68 344.61 

6 300 80 38 42 197.67 480.29 197.73 480.30 

7 300 150 48 102 180.90 428.35 182.56 432.12 

8 300 300 86 214 151.68 341.91 153.93 356.92 

9 500 100 49 51 152.73 355.39 178.08 399.48 

10 500 250 106 144 199.48 445.77 200.23 473.44 

11 500 400 150 250 205.22 458.79 209.22 489.85 

12 500 500 184 316 205.39 450.22 221.05 487.98 

13 1000 200 110 90 181.23 428.89 191.74 573.78 

14 1000 500 236 264 201.62 469.61 217.74 654.07 

15 1000 1000 391 609 210.56 471.08 220.01 675.45 

 
CONCLUSIONS 

In this paper we have introduced the WisafeCar 
platform. WiSafeCar aims at increasing performance 
and reliability of the transport, and wireless services for 
traffic safety improvements. WiSafeCar also provides 
the costumers with new telematic services for vehicles 
regarding meteorological, traffic information, and 
consider the use of green technologies to reduce traffic 
congestion and energy expenditure. 
 
In the context of transport management services, we 
have designed a Dynamic Carpooling System that will 
optimize the transport utilization by the ride sharing 
among people who usually cover the same route. An 
initial prototype of the system has been developed by 
using NetLogo an extending an Urban Traffic MAS 
simulator. The information obtained will be used to 
study the functioning of the clearing services, and to 
propose new business models. 
 
The first results seem encouraging, and the users have 
many economical advantages thanks to the sharing of 
costs which allows the individuals to retrench expenses. 
The driver should have extra discounts or benefits 
considered under the business model. We also conclude 

that this system could have a bigger impact in larger 
populations than in the smaller ones, and that the 
amount of drivers available at the carpooling service 
must be several times greater than the number of users 
waiting to be served. We also have come to the 
conclusion that the persistence of a carpooling system 
can be strongly benefitted by the integration of the 
public transports services, since many routes cannot be 
frequently covered by the drivers belonging to the 
carpooling system alone.  
 
Several works have been carried out during the last 
years, most of them web based and able to schedule 
itineraries between passengers; but they can not provide 
a real time service and track itineraries in order to 
ensure the security of the users. Our system provides an 
intelligent matching service along with a smart routing 
engine that can use real time information (for instance, 
considering weather and traffic conditions). 
 
Future work will enhance the urban traffic simulator 
with new functionalities to provide a more realistic 
scenario. For instance, pedestrian crossing or public 
transports such as buses or taxis could be added to 
provide an alternative to car use in some routes. 
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ABSTRACT 

In seeking to better understand strategic 

entrepreneurship in the 21
st
 Century, this paper develops 

an agent-based simulation model that allows researchers 

to study different opportunity recognition strategies in a 

globalized knowledge economy. The simulation takes 

account of international knowledge spillovers and 

shows the comparative payoffs of each entrepreneurial 

strategy, with distinctive knowledge progression and 

financial performance profiles. In addition, the societal 

level effects that arise from competitive agent behavior 

can be analyzed. 

 

INTRODUCTION 

Looking at the literature on opportunity recognition, one 

can easily get the impression that we are dealing with 

only one player: that classical hero of entrepreneurship 

– the innovator that single-handedly conceives and 

develops an entrepreneurial enterprise. However, Ihrig 

(2010) argues that there are also other valuable 

strategies for recognizing and realizing opportunities, 

especially those that involve imitative behavior. He 

introduces a framework that distinguishes between four 

distinct entrepreneurial strategies: innovating, inventing, 

imitating, and copying. He goes on to describe an agent-

based simulation that models those strategies, enabling 

researchers to study their associated financial payoffs 

and their knowledge creation potentials under different 

environmental conditions.  

As Ihrig and zu Knyphausen-Aufseß (2009) point out, 

it is important to analyze the opportunity recognition 

process in an international context. Therefore, the goal 

of this paper is to extend Ihrig‟s (2010) simulation 

model, which places its entrepreneurs in a single 

„national‟ economy, and to develop a model that takes 

account of the global knowledge economy and 

international knowledge spillovers. For this, we first 

briefly review Ihrig‟s (2010) framework and describe 

his original simulation model. We then present the 

model extensions that help implement the international 

dimension and show results of virtual experiments that 

highlight the distinct modeling capabilities of the 

simulation.  

THE BASIC CONCEPTUAL FRAMEWORKS 

Understanding entrepreneurial opportunities and their 

formation is at the heart of entrepreneurship research 

(Alvarez & Barney, 2008a; Alvarez & Barney, 2008b). 

Ihrig (2010) argues that there are very different ways in 

which entrepreneurs pursue opportunity. The model he 

puts forward differentiates between the origination of a 

new venture idea and its development. The first step is 

where entrepreneurs obtain their new venture ideas, and 

the second where they further develop and refine them. 

This distinction results in the following two by two 

matrix (Figure 1). 

 
Figure 1: Four Different Entrepreneurial Strategies 

Entrepreneurs can either conceive a new venture idea 

by themselves or gain the insight from somewhere else. 

Similarly, the development of a new venture idea can 

either be done independently or by drawing on others‟ 

expertise. The model results in four different 

entrepreneurial roles or strategies: innovating, 

inventing, imitating, and copying. 

Ihrig (2010) takes a knowledge-based approach when 

studying how entrepreneurs obtain their new venture 

ideas and develop them (Ihrig, zu Knyphausen-Aufseß, 

& O'Gorman, 2006). Based on Austrian economics 

(Kirzner, 1997), he considers knowledge, and in 

particular its appropriation, development and 

exploitation, as the basis for new venture creation. This 

is why he uses the knowledge-based simulation 
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environment SimISpace (Ihrig & Abrahams, 2007) to 

model the different entrepreneurial strategies and the 

contexts in which they take place. SimISpace is an 

agent-based graphical simulation environment designed 

to simulate strategic knowledge management processes, 

in particular knowledge flows and knowledge-based 

agent interactions. The simulation engine‟s conceptual 

foundation is provided by Boisot‟s (1995; 1998) work 

on the Information Space or I-Space. The I-Space is a 

conceptual framework that facilitates the study of 

knowledge flows in diverse populations of agents – 

individuals, groups, firms, industries, alliances, 

governments, and nations. It relates the degree of 

structure of knowledge (i.e. its level of codification and 

abstraction) to its diffusibility as that knowledge 

develops. Tacit, highly unstructured knowledge flows 

very slowly between agents and often only in face-to-

face situations. Highly structured knowledge by 

contrast, which has been codified and abstracted, can 

diffuse rapidly and impersonally throughout a 

population, whether such diffusion is desired or not. As 

shown in Figure 2, knowledge is unstructured and 

undiffused at point A whereas at point B, it is both 

structured and diffused. Over time, knowledge that 

starts off at point A gradually gets structured and 

diffused to end up at point B.  

 

Figure 2: The Information-Space 

 

THE SIMULATION SOFTWARE SIMISPACE 

Ihrig and Abrahams (2007) offer a comprehensive 

description of the entire SimISpace environment and 

explain the technical details. Before showing how Ihrig 

(2010) builds the application-specific model – SimOpp 

– to operationalize his theoretical concepts and the 

processes behind them, we must review some of the 

basics of the SimISpace simulation software. 

Two major forms of entities can be modeled with 

SimISpace: agents and knowledge assets. When setting 

up the simulation, the user defines agent groups and 

knowledge groups with distinct properties. Individually 

definable distributions can be assigned to each property 

of each group (uniform, normal, triangular, exponential, 

or constant distribution). The simulation then assigns 

the individual group members (agents and knowledge 

items) characteristics in accordance with the distribution 

specified for the corresponding property for the group of 

which they are a member. 

Knowledge in the simulation environment is defined 

as a „global proposition‟. The basic entities are 

knowledge items. Based on the knowledge group they 

belong to, those knowledge items have certain 

characteristics. All knowledge items together make up 

the knowledge ocean – a global pool of knowledge. 

Agents can access the knowledge ocean, pick up 

knowledge items, and deposit them in knowledge stores 

through the scanning action. A knowledge store is an 

agent‟s personal storage place for a knowledge item. 

Each knowledge store is local to an agent, i.e. possessed 

by a single agent. As containers, knowledge stores hold 

knowledge items as their contents. Stores and their 

items together constitute knowledge assets. Examples of 

knowledge stores include books, files, tools, diskettes, 

and sections of a person‟s brain. There is only one 

knowledge item per knowledge store, i.e. each 

knowledge item that an agent possesses has its own 

knowledge store. If an agent gets a new knowledge item 

(whether directly from the knowledge ocean or from 

other agents‟ knowledge stores), a new knowledge store 

for that item is generated to hold it.   

The concept of a knowledge item has been separated 

from the concept of a knowledge store to render 

knowledge traceable. If knowledge items are drawn 

from a common pool and stored in the knowledge stores 

of different agents, it becomes possible to see when two 

(or more) agents possess the same knowledge, a useful 

property for tracking the diffusion of knowledge.  

The separation between a global pool of knowledge 

items and local knowledge stores is particularly 

important when it comes to codification and abstraction 

(these only apply to knowledge stores, not to knowledge 

items). Knowledge items are held by multiple agents, 

and one agent‟s investment in codification or 

abstraction does not influence the codification and 

abstraction level of the same knowledge item held by 

another agent. Agents possess knowledge stores at a 

particular level of codification and abstraction. If the 

agent codifies its knowledge and makes it more abstract, 

the properties of the knowledge item itself – i.e., its 

content – are not changed, but it gets moved to a new 

knowledge store with higher degrees of codification and 

abstraction – i.e., its form changes.  

SimISpace also features a special kind of knowledge: a 

DTI (knowledge Discovered Through Investment) is a 

composite knowledge item that cannot be discovered 

through scanning from the global pool of knowledge 

items, but only by integrating its constituent knowledge 

items into a coherent pattern. The software user 

determines which knowledge items will act as the 

constituent components of a DTI; and the only way for 

an agent to discover a DTI is to successfully scan and 

appropriate its constituent components and then to 

codify and/or abstract them beyond user-specified 

threshold values to achieve the required level of 

integration. Once these values are reached, the agent 

automatically obtains the DTI (via a discover 

occurrence triggered by the simulation software). 

Investing in its constituent components – i.e. scanning, 
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codifying and abstracting them – is the main means of 

discovering a DTI. Specifying the values of different 

DTIs allows the user to indirectly determine the values 

of the networks of knowledge items that produce DTIs. 

Once an agent has discovered a DTI item, it is treated 

like a regular knowledge item, i.e. other agents are then 

able to also scan it from the agent that possesses it 

(without the process of having to discover its child 

constituents). 

To keep the model and the resulting analyses simple, 

Ihrig (2010) uses only six of the twenty actions featured 

in the SimISpace environment: relocate, scan, codify, 

discover, learn, exploit. The virtual agents use those 

actions in each period of a run to accumulate new 

knowledge and develop it so as to discover DTIs. 

Agents can increase their financial funds by capitalizing 

on the knowledge they possess, in particular DTIs. 

Agents‟ financial funds act as a measure of their success 

– the better the knowledge appropriation, development 

and exploitation strategy, the higher the funds will be. 

(Agents with zero financial funds „die‟.) Based on 

different agent group behaviors, the increases in agents‟ 

individual financial funds and stocks of knowledge 

occur at different rates. Whereas all agents in the 

simulation will try to learn and exploit their knowledge 

(and thereby to grow their financial funds), agents will 

differ in their approaches to obtaining and developing 

knowledge in the first place. What follows is a concise 

review of the critical actions assigned for modeling 

entrepreneurial knowledge appropriation and 

development. 

Scanning. An agent can scan for knowledge, randomly 

picking up knowledge items, either from the knowledge 

ocean or from other agents‟ knowledge stores. The 

probability of picking from the knowledge ocean (vs. 

from other agents) can be specified at the agent-group-

level. While an agent can scan any knowledge item in 

the knowledge ocean, it can only scan knowledge items 

from the knowledge stores of other agents that fall 

within its vision. SimISpace agents populate a physical, 

two-dimensional space (called SimWorld), and the 

vision property determines how far the agent can „see‟, 

defined as being within a certain spatial radius from its 

current location.  

A knowledge item that is successfully scanned is 

placed in a new knowledge store possessed by the agent, 

which picks up its codification and abstraction levels 

either from the knowledge group that the knowledge 

item belongs to in the knowledge ocean, or from those 

of the knowledge store where the agent found the item. 

Agents will only try to scan knowledge items they do 

not already possess, or not at that level of codification 

and abstraction. 

The ease with which a knowledge item is scanned 

from another agent‟s knowledge store is some positive 

function of the store‟s degree of codification and 

abstraction. Knowledge items in knowledge stores with 

higher codification and abstraction have a higher 

probability of being scanned.  

Relocating. An agent can relocate within a certain 

distance of its position on the 100 by 100 SimWorld 

grid, with the distance moved being governed by the 

distance setting for the relocate action of its agent 

group. Relocating implies moving either closer to or 

further away from other agents or knowledge stores, and 

is thus relevant to scanning as it affects which other 

agents and knowledge stores the agent can see from its 

new position. As agents can only scan within the radius 

of their vision, they are only able to pick up knowledge 

from different areas by moving. Relocating agents leave 

their knowledge stores behind in the original location, 

but still retain access to them. (N.B.: When a new 

knowledge store is created, it is always assigned the 

same location as the agent that possesses it.) 

Structuring Knowledge (Codifying and Abstracting). 

Codification and abstraction are separate actions that 

affect the knowledge stores (form) in which a given 

knowledge item (content) is held, although the agent 

must first possess a knowledge item in a store before it 

can perform these actions. Agents can create new 

knowledge stores at different codification and 

abstraction levels within the 0 to 1 range. The 

codification or abstraction levels of a newly created 

knowledge store are increased incrementally beyond 

those of existing stores. The knowledge item in the new 

knowledge store always remains the same – it is only 

the level of codification and abstraction of the 

knowledge store that changes. Stores with higher levels 

of codification and abstraction are both more likely to 

be scanned by other agents, and more valuable when 

exploited: however, the more diffused knowledge 

becomes, the less value agents can extract from it (see 

description of exploiting occurrence below). 

Learning. Before a knowledge item can be exploited, it 

has to register with an agent though a learning process. 

This can only apply to a knowledge item that an agent 

possesses. Its chances of successfully learning increase 

with the levels of codification of the knowledge store 

that holds it.  

Exploiting. Agents can generate value for themselves by 

capitalizing on their knowledge, but only after it has 

been registered and internalized through learning. The 

exploiting agent‟s financial funds are increased by the 

value of the exploiting actions the agent undertakes, 

with the exploit amount calculation based on the user-

set base value of the knowledge item involved. This 

takes account of the levels of codification and 

abstraction of the knowledge store holding the 

knowledge item, and of the level of diffusion of the 

knowledge item (the percentage of agents that possess 

the particular piece of knowledge in that period). The 

user can define an industry-specific table of revenue 

multipliers based on abstraction and codification levels. 

In the I-Space (Boisot, 1998), the value of knowledge is 

some positive function of both its utility (the level of 

codification and abstraction) and of its scarcity (the 

level of diffusion). Therefore, typically, the higher the 

levels of codification and abstraction, the higher the 

revenue multiplier, i.e. more codified and abstract 
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knowledge is worth more. More codified and abstract 

knowledge, however, is also more likely to be diffused, 

which erodes the value of knowledge. The calculations 

also allow for the effects of obsolescence, which also 

erodes value: obsolete knowledge is worthless. Whereas 

revenue multipliers depend on the codification and 

abstraction characteristics of a knowledge store, 

obsolescence depends solely on the properties of the 

knowledge item the store contains. 

 

THE SIMULATION MODEL SIMOPP 

We can now describe the SimISpace model designed 

and built for the opportunity recognition context 

(SimOpp) and present the properties of the participating 

agent and knowledge groups as outlined by Ihrig 

(2010). 

 

Agents 

In line with the conceptual framework explained above, 

four agent groups are created. The following matrix 

(Figure 3) shows the four agent groups and the relevant 

SimISpace actions that distinguish them from one 

another.  

 
Figure 3: The Four Entrepreneurial Groups in SimOpp 

The propensities to engage in (probabilities to choose 

and perform) particular actions vary from group to 

group based on the conceptual distinctions made. In 

total, agents engage in four activities (one activity being 

one or more individual SimISpace actions/occurrences). 

One activity (1) is assigned for implementing 

origination (either self or others) and another activity 

(2) for implementing development (either self or others). 

For the first (origination) activity, agents coming to an 

insight themselves is implemented through the „Scan 

from the Knowledge Ocean‟ action, whereas agents 

obtaining insights from a third party is implemented 

through the „Relocate‟ and the „Scan from Others‟ 

actions (since agents can move through the SimWorld 

and scan knowledge assets from other agents).  

When it comes to development (activity 2), agents 

developing themselves is implemented with the 

„Codify/Abstract‟ actions, agents developing by 

drawing on others‟ resources is again implemented via 

the „Relocate‟ and „Scan from Others‟ actions. There 

are two other relevant activities which all agents must 

perform if they are to be able to capitalize on their 

knowledge: those are implemented with the „Learn‟ and 

„Exploit‟ actions (activities 3 and 4 respectively). Note 

that the numbering of the activities does not necessarily 

imply a particular order in which the actions are 

conducted in the simulation. Knowledge can only be 

learned once it has been obtained and can only be 

exploited once it has been learned. Which of the 

possible actions an agent chooses is determined 

randomly each period by the simulation software based 

on the distributions assigned for the propensities to 

engage in an action.  

Looking at each agent group in turn and based on the 

description above, we can see what actions and 

properties agents have in common and what 

distinguishes them. The specific values of the constant 

distributions that are assigned to determine the group‟s 

propensities to engage in particular actions are 

displayed in brackets. 

Innovator. Innovators perform four actions; they scan 

(1) and they codify (1), and (as all the other groups) they 

learn (1) and exploit (1). They can only scan from the 

knowledge ocean.  

Imitator. Imitators can perform five actions; they scan 

(0.5), relocate (0.5), codify (1), learn (1) and exploit (1). 

In contrast to the Innovators, Imitators only scan from 

the agents surrounding them (and not from the 

knowledge ocean).  

Inventor. Inventors perform four actions – scan (1.5) 

and relocate (0.5), and learn (1) and exploit (1), but they 

do not codify. They can scan from both the knowledge 

ocean and from other agents.  

Copier. Copiers perform the same four actions – scan 

(1) and relocate (1), and learn (1) and exploit (1), but 

not codify. In contrast to the Inventors, they only scan 

from other agents, but not from the knowledge ocean.  

There are ten agents in each agent group, and all 

agents start with financial funds of 100. The relocate 

distance and vision property are the same for all groups, 

but they can be changed to model differential access to 

competitive knowledge reflecting for example distinct 

technological contingencies (Ihrig, MacMillan, Zu 

Knyphausen-Aufseß, & Boisot, 2010). Imitators, 

Inventors, and Copiers are randomly spread out in the 

SimWorld (uniform distribution 0-100 for x and y 

location); Innovators are clustered together at the center 

(uniform distribution 45-55 for x and y location) – 

centrally located for when the other agents move around 

the SimWorld in the 1000 period runs.  

 

Knowledge 

The SimOpp model uses both SimISpace‟s basic and 

higher-level DTI knowledge types. There are three 
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distinct basic knowledge groups: Local, 

Entrepreneurial, and New Venture Idea Knowledge.   

Local Knowledge. Local Knowledge represents an 

agent‟s understanding of the local market and its 

culture. It starts at a high level of codification and 

abstraction (0.7) and has a base value of 5. As described 

above, a knowledge item‟s intrinsic base value is the 

starting point for calculating the exploit amount – the 

increase in an agent‟s financial funds after it has 

successfully performed an exploit action on a 

knowledge asset. 

Entrepreneurial Knowledge. Entrepreneurial Know-

ledge represents „Know-How‟ (Ryle, 1949). Abilities 

like those to “sell, bargain, lead, plan, make decisions, 

solve problems, organize a firm and communicate” 

(Shane, 2003: 94) are examples of knowledge items in 

this group. To this belongs a „creating the initial 

transactions‟ (Venkataraman & Van de Ven, 1998) set 

of skills like writing business plans, initiating sales, 

creating initial products and services, securing initial 

stakeholders and finances. Knowledge from this 

knowledge group starts at medium 

codification/abstraction levels (0.5) and has a base value 

of 10.  

New Venture Idea Knowledge. New Venture Idea 

Knowledge represents the „Know-What’. Knowledge 

items in this group are insights about a particular 

potential service or product offering. Knowledge from 

this knowledge group starts at low levels of codification 

and abstraction (0.3) but has a base value of 20. 

There are ten knowledge items in each knowledge 

group, all of which have obsolescence rates of zero, 

codification and abstraction increments of 0.1, and no 

per period carrying gain or cost. All agent groups are 

endowed with Local Knowledge and Entrepreneurial 

Knowledge (i.e. every agent in the simulation possesses 

all knowledge items from these groups), but they do not 

possess New Venture Idea Knowledge.  

As with the settings for agent groups, it is important to 

start with simple assumptions, switching certain settings 

off, and to only increase complexity slowly. This 

enables the researcher to gain a better understanding of 

the fundamental dynamics of the simulation, as it is 

easier to analyze results. Future research efforts can 

then test and explore the whole parameter space of 

SimISpace. 

Opportunities 

DTI knowledge is used to model opportunities. Once an 

agent possesses a knowledge item each from the Local 

Knowledge, Entrepreneurial Knowledge and New 

Venture Idea Knowledge groups, in knowledge stores 

with codification levels equal or greater than 0.6, it 

gains the corresponding DTI, i.e. the agent „discovers‟ 

an opportunity. There are ten DTIs, each based on a 

combination of the nth items of each basic knowledge 

group. For example, the underlying knowledge items for 

DTI 1, are knowledge item 1 of Local Knowledge, 

knowledge item 1 of Entrepreneurial Knowledge, and 

knowledge item 1 of New Venture Idea Knowledge. 

DTI knowledge items have high starting levels of 

codification and abstraction (0.8), high (compared to 

base knowledge) base values of 2500, obsolescence 

rates of zero, codification and abstraction increments of 

0.1, and no per period carrying gain or cost. 

Agents obtain opportunities in different ways. The 

dynamics of this simulation mean that there are three. 

Opportunity Construction. The classical way is to 

construct an opportunity. The occurrence type triggered 

in the simulation is called discovery, but this term is not 

used here, because of the particular connotation it 

carries in the entrepreneurship literature. An agent 

obtains all underlying knowledge items, structures them 

up to the specified codification threshold, and then gains 

the relevant DTI, i.e. the opportunity. As their prior 

stocks of knowledge, agents already possess Local 

Knowledge and Entrepreneurial Knowledge from the 

start of the run, and can obtain the missing New Venture 

Idea Knowledge item either directly from the 

knowledge ocean (self) or from another agent‟s 

knowledge store (others). They then reach the required 

threshold either by codifying the knowledge themselves 

or by scanning it from another agent that already holds 

it at the required level (or, in the case of the imitator, by 

a combination of both).  

Opportunity Acquisition. Agents can not only scan 

others‟ basic knowledge items, but also their DTIs. So, 

as well as being able to construct opportunities 

themselves, agents can acquire the knowledge about an 

opportunity directly by scanning it from another agent 

that carries the DTI in its knowledge store.  

Opportunity Amplification. Agents can also develop and 

structure their opportunities further, either by increasing 

the codification levels of their DTIs themselves, or by 

scanning from other agents that possess higher codified 

stores of that DTI.  

 

THE NEW, INTERNATIONAL OPPORTUNITY 

RECOGNITION SIMULATION MODEL 

As described by Ihrig (2010), SimOpp enables 

researchers to study opportunity recognition strategies 

and their outcomes under different environmental 

conditions and to analyze associated micro and macro 

effects dynamically. The simulation shows the 

comparative payoffs of each strategy in different 

environments, with distinctive knowledge progression 

and financial performance profiles. In addition, the 

societal level effects that arise from competitive agent 

behavior are displayed. Face validity was established by 

showing that “the critical characteristics of the process 

being explored are adequately modeled and that the 

model is able to generate results that capture known 

canonical behavior” (Carley, 2002: 262). Ihrig, 

MacMillan, zu Knyphausen-Aufseß and Boisot (2010) 

build on the simulation model, further exploring 

theoretical and practical implications and  investigating 

the differential impact of two types of technological 

advances that facilitate access to competitive 

knowledge: advances in Information and 
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Communication Technologies (ICT) versus advances in 

Geographical Mobility (Mobility). What has not yet 

been done is to look at the international transfer of 

knowledge in an increasingly global world. Ihrig and zu 

Knyphausen-Aufseß (2009) argue that the 

entrepreneurial strategy of creative imitation is 

particularly relevant in the international context. To see 

whether this is true, we now construct a variant of 

SimOpp to simulate an international scenario. 

 

Modeling the international scenario 

For this purpose, we must introduce an additional agent 

group – „National Innovators‟ – and an additional 

knowledge group – „Local Knowledge II‟. National 

Innovators are our lead entrepreneurs from abroad. They 

were the first worldwide to have discovered a particular 

opportunity and implemented it in their country. Their 

label indicates that they are „leading entrepreneurs‟ 

from the national setting where the knowledge 

originated. With a couple of exceptions, the National 

Innovator group has the same simulation properties as 

the „Innovator‟ group in the basic model (see Table 1).  

Table 1: Settings for „National Innovator‟ Agent Group 

(differences to „Innovator‟ group in bold) 

 
National Innovator: agent group that represents 

„lead entrepreneurs from abroad‟ 

 

 Knowledge agents 

possess: 

 

 Local II 

Knowledge 

 Entrepreneurial 

Knowledge 

 New Venture Idea 

Knowledge 

 

 
[all knowledge groups are prior stock] 

 

 Actions agents 

perform:  
 Abstract 

 Learn  

 Exploit 

 

As they are from a market, country or geographical 

region different to that of our four original groups, they 

have drawn on a different range of local knowledge in 

first constructing their opportunities – „Local 

Knowledge II‟ (which has the same simulation 

properties as „Local Knowledge‟). Since National 

Innovators are already „ahead‟ in the entrepreneurial 

development process, and have already obtained all the 

required underlying knowledge, they are endowed with 

all knowledge groups from the start of the simulation: 

not only „Entrepreneurial Knowledge‟ and „Local 

Knowledge II‟, but also „New Venture Idea 

Knowledge‟. Since they already possess all relevant 

knowledge, the „scanning‟ action is disabled for them. 

Coming from a different location and culture, National 

Innovators also have different cognitive predispositions, 

different ways of structuring knowledge. Therefore, we 

implement their knowledge structuring process with the 

„abstraction‟ action rather than the „codification‟ action. 

Note that in our model, we use codification and 

abstraction as two different ways of structuring 

knowledge, based on the region or culture the agent 

group is from. For this particular application, we do not 

make the conceptual distinctions between the two 

activities as described in Boisot (1998). 

When it comes to the opportunity construction 

process, National Innovators obtain their own set of ten 

DTIs „abroad‟ (by combining knowledge items from the 

„Entrepreneurial Knowledge‟, „New Venture Idea 

Knowledge‟, and „Local Knowledge II‟ groups, and 

bringing them to an abstraction level of 0.6). This set of 

DTIs, called DTI II (as opposed to DTI I in the „home‟ 

economy), cannot be constructed by our initial four 

groups, as their cognitive predispositions are different 

(they use the codification action, not the abstraction 

action to structure their knowledge). However, they can 

acquire DTI II items through scanning. Once scanned, 

they are in a position to capitalize on them, but the base 

value (of the DTI II items) is set to 20 and not to 2500 

(the base value of DTI I items), since „opportunities 

from abroad‟ do not (directly) constitute opportunities 

in the market of our four initial agent groups, so they are 

treated as additional new venture ideas instead (and are 

given the same base value of 20). To convert them into 

a „real‟ opportunity, DTI IIs have to be adapted to the 

local region or market by combining them with the 

respective knowledge item of a „Local Knowledge‟ 

group. This gives our four groups of entrepreneurs 

access to another set of ten DTIs – localized 

opportunities from abroad (DTI II in I) – which is given 

a base value of 2500 to reflect the special value of such 

opportunities. The opportunity construction processes 

are summarized in Figure 4.  

 

Figure 4: Opportunity Construction: obtaining DTIs 

„Home‟ vs. „Abroad‟ 

The vision and relocate distance settings for all agents 

remain at 5 (as in the base model). We do not use the 

100 by 100 SimWorld grid to model the international 

case, but implement the international dimension 

differently, by having two different cognitive 

predispositions or ways of structuring knowledge, by 

introducing an additional local knowledge group, and by 

adding new sets of DTIs. In line with Ihrig et al. (2010), 

we use the vision and relocate distance properties in a 

more generic way, as in moving closer to or further 

away from knowledge sources, which may or may not 

be interpreted in terms of space/geography. 
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The base-line scenario 

Before running this new model, we have to establish a 

base-line set of outputs with which to compare the 

results of the simulation that incorporates the 

international dimension. We cannot just take the 

financial funds graph Ihrig (2010) produces, because 

adding more agents and knowledge to the simulation 

will cause dilution effects, and an adjusted base scenario 

has to be created in order to later parse out the effect we 

are interested in, namely the effect of the availability of 

knowledge about opportunities from abroad. We make 

the following two adjustments. First, we run the base 

scenario of the original SimOpp model with ten more 

(inactive) agents in order to account for the diffusion 

effect. The diffusion of a knowledge item, an important 

parameter that is part of the calculation of the exploit 

amount, is calculated by the number of agents that 

possess a knowledge item divided by the total number 

of agents. If we introduce our new „National Innovator‟ 

group with ten agents, the increase in the total number 

of agents will have a direct, positive effect on the 

financial funds. Adding more agents in the simulation 

will increase the financial funds because knowledge is 

less diffused and thereby more valuable. Therefore, we 

take care of this effect in an adjusted base version. 

Second, we run the base scenario again with the „Local 

Knowledge II‟ group and its ten additional knowledge 

items that we need for modeling the international 

context already added in. Increasing the numbers of 

knowledge items to be scanned, codified, learned and 

exploited also has a direct effect on the financial funds. 

The more knowledge items there are in the system, the 

longer it takes agents to reach the same amount of 

funds. It takes the agents more time to deal with the 

base knowledge before they can discover and exploit the 

more valuable DTIs, and therefore the financial funds 

graphs will shift to the right. The vision and relocate 

distance settings for all agents are set to 5. 

 

EXPLORING INTERNATIONAL OPPORTUNITY 

RECOGNITION 

Ihrig (2010) runs each scenario for 60 runs, each of 

1000 periods. We analyze 2000 periods to allow us to 

highlight certain trajectories. Because of the 

complexities of our simulation, the data storage and 

processing capacities required are extremely high. 

Adding more knowledge and agents and running the 

simulation for 2000 periods instead of 1000 limited us 

to only 18 runs (rather than 60) for the adjusted base 

scenario and the international scenario. However, 

running all the scenarios described by Ihrig (2010) with 

only 18 instead of 60 runs showed no apparent 

difference between the results. 

One period in the simulation is supposed to represent a 

particular length of „real-world‟ time: the approximate 

conversion factor depends on the particular industry or 

environment being analyzed, although it could be 

estimated by looking, for example, at the particular 

duration of a specific process in the real world (e.g., it 

took x amount of years until Starbuck‟s business idea 

had been widely recognized in market y), and then 

identifying a graph that represents this process in the 

simulation (e.g., the knowledge diffusion curve) and 

checking on how many periods that run took. 

Figure 5 displays the financial funds profiles of our 

four agent groups (in a closed economy) in the adjusted 

base scenario. The graph shows the average across all 

runs and also displays the standard deviation to indicate 

the significant difference between the individual lines. 

The outcome is consistent with Ihrig‟s (2010)  base 

scenario. We can distinguish the different groups – 

based on the distinct opportunity recognition strategies 

of the four entrepreneurial types. Innovators perform 

better than Imitators, and they both outperform Copiers 

and Inventors, whose financial profiles overlap.  

 

Figure 5: Financial Funds Adjusted Base Scenario 

(closed economy) 

 

The four entrepreneurial strategies in an 

international environment 

Having the adjusted base scenario in place, we can run 

our international case, which is now influenced by our 

lead innovator (the „National Innovator‟), the additional 

knowledge group („Local Knowledge II‟), and the two 

more sets of DTIs. Based on the distributions we have 

assigned to specify the properties of the four agent 

groups, we know their different general knowledge 

appropriation and development behaviors, and we tested 

them in a closed economy (Figure 5). How those 

different behaviors or strategies will play out in a 

population of agents in an international knowledge 

environment, however, we do not know. We cannot 

predict the specific effects this will have on the financial 

funds. We need the simulation to dynamically model the 

complex relationships among knowledge and agents 

across time to see how successful or not the different 

agent groups will be in terms of growing their financial 

funds and knowledge portfolios. 

Individual level analysis 

The financial performance of our four groups of 

entrepreneurial agents in an international world is 

displayed in Figure 6. The financial performance of the 

National Innovator group is not displayed, because we 
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are only interested in the effects on the original „Home‟ 

market and its participating entrepreneurs.   

 

Figure 6: Financial Funds International Scenario 

All agents gain (suggesting open markets are good), 

although the Innovators gain least, and the Imitators 

most. Whereas in the base scenario both Innovators and 

Imitators run in parallel (Figure 5), in the international 

case the Imitator group overtakes the Innovator group 

by period 1100 (Figure 6); and in the long run, the 

Imitators trump the Innovators in terms of financial 

funds. Ihrig (2010) already highlighted the Imitators, 

who are different from the Copiers and challenge the 

Innovators; but when the international dimension is 

introduced, we see the important role creative imitation 

plays even stronger, i.e. we see how valuable it can be 

to be inspired by certain preexisting ideas and further 

developing them. The simulation experiment thus gives 

evidence that the opportunity recognition strategy of the 

Imitator pays off especially well in a globalized 

knowledge economy. If the entrepreneurs of a 

developing country cannot follow an innovation or 

imitation strategy because of resource constraints, 

copying presents itself as a viable alternative. 

Interestingly, the standard deviations of the Copier, 

Inventor and Imitator groups are larger than in the base 

scenario, indicating higher volatility in the market 

associated with the entry of the international element.  

Insight 1: In an international setting, when knowledge 

about opportunities is accessible from abroad, the 

financial performance of creative imitators will surpass 

those of classic innovators. 

Societal level analysis 

An advantage of using simulation methods is that, in 

addition to performing analyses at the micro level – 

looking at individual agents and agent group behaviors 

– users also explore effects at the macro level. Not only 

can we assess the financial performance of different 

groups of entrepreneurial agents, but we can also see the 

societal (whole population) effects of their actions.  

In terms of societal benefits the international scenario 

produces a higher total financial output (GDP). As a 

basic measure of the population‟s performance, we treat 

the total financial funds per period (the sum of all agent 

groups) as a proxy for GDP. Conceptually, it can be 

viewed as the market value of all final goods and 

services made within the SimWorld based on the 

exploitation of the agents‟ knowledge assets. 

Society at large is interested in the „outgrowth of 

entrepreneurial opportunities‟, in growth in the number 

of new products or services on the market. So the most 

important result is that the international environment 

leads to an influx of new opportunities to the market, 

which constitutes the basis for new innovation and 

employment as displayed in Figure 7. 

 

Figure 7: DTIs Known International Scenario 

Note that although Imitators, Copiers, and Inventors 

all have access to the knowledge about opportunities 

from abroad (in contrast to Innovators, who just have 

100 DTIs vs. 100 + 100 DTIs) and follow a similar 

knowledge trajectory in Figure 7, it is only the Imitators 

that outperform the Innovators financially (Figure 6). 

Overall, we can say that the international knowledge 

diffusion can be an important foundation for growth and 

continuing wealth creation, for both society as a whole 

and for its future entrepreneurs, who together, in 

virtuous cycles, build further their new insights to 

discover new sets of opportunities through continuous 

learning (Boisot, 1998). 

Insight 2: In an international setting, all types of 

entrepreneurs in the „home economy‟ benefit from 

exposure to knowledge from other arenas, as will 

society as a whole. 

The international scenario lends itself to „spatial‟ or 

geographic interpretations that have implications for 

regional policy initiatives and the individual strategies 

of transnational intra- and entrepreneurs. However, our 

new model also allows us to analyze industry dynamics, 

so that, instead of saying „Local Knowledge‟ and „Local 

Knowledge II‟ represent different cultures and regions, 

we characterize particular industries. Using ideas and 

opportunities from different industries can enable a 

company to outperform its competitors, but only if it is 

skilled at the entrepreneurial strategy of creative 

imitation. Again, SimOpp can help analyze the 

particular entrepreneurial actions required to succeed in 

different competitive environments. So we can add to 
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Ihrig‟s (2010) list of distinct simulation and modeling 

capabilities. 

SimOpp Simulation & Modeling Capability: The 

extension of SimOpp allows one to model and simulate 

knowledge exchange between different cultural, spatial, 

and industry arenas and its resulting micro and macro 

effects.  

 

CONCLUSION 

Based on Ihrig (2010), we used the SimISpace software 

to develop a model that can simulate the opportunity 

recognition process and competitive agent behavior in a 

global world with international knowledge spillovers, 

and the respective financial payoffs associated with 

different entrepreneurial strategies. It allows the 

researcher to simulate knowledge exchange between 

different cultural, spatial and industry arenas and 

analyze both the resulting micro and macro level 

effects. In seeking to better understand strategic 

entrepreneurship in the 21
st
 Century, we were able to 

analyze the four entrepreneurial strategies developed by 

Ihrig (2010) in an international setting and suggested 

real-world implications. Additional virtual experiments 

can now be conducted, and also other researchers that 

explore international entrepreneurship issues can use 

this SimISpace model to derive theory-driven 

hypotheses that are empirically testable. 
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ABSTRACT 

This paper presents a snapshot of the Declarative Rule-

based Agent Modelling System (DRAMS), which is 

currently being developed with the goal of providing 

declarative rule engine functionality to agent-based 

simulation models. While the incentive for this effort is 

to allow stakeholders in policy modelling activities to 

better understand and, hence, to be more deeply 

involved in modelling and simulation of policy 

processes, the approach chosen appears to be valuable 

for many other areas.  

After a short literature review on similar approaches, the 

paper briefly outlines the FP7 project OCOPOMO, the 

context in which DRAMS is developed, in order to 

underpin some of the requirements and related design 

decisions presented subsequently. On the basis of this 

information, the software architecture is described in 

some detail, followed by a few notes about 

implementation and user interfaces. Finally, a small 

“toy” model illustrates the use of DRAMS. 

 

INTRODUCTION 

Artificial intelligence of software agents in social 

simulation is often represented by rules. While there are 

many different ways to specify and process these rules, 

all approaches have in common that individual agents 

are equipped with their “own” set of rules, where rule 

processing is triggered by events occurring within some 

kind of environment and perceived by the agent (some 

period of time has elapsed, an obstacle appeared in an 

agent’s direction of movement, a new fact has been 

added to some data base etc.). The result of a rule 

execution might then be an action, changing the state of 

the environment. Such rules can be represented for 

example by stochastic decision trees (as used e.g. for 

normative simulations in EMIL-S; EMIL 2009), or by 

deterministic condition-action rules (like e.g. “if event1 

and not event2 then action1”). 

In the latter case, rule processing is often done by 

simple production systems (Gilbert and Troitzsch 2005), 

but for models exceeding a certain degree of complexity 

the use of more sophisticated technologies is indicated. 

This can be declarative rule engines, a technology 

widely applied in expert systems, but so far not very 

common in agent-based simulation.  

The fact that declarative rule engine technology has 

high potential for the field of agent-based modelling can 

be demonstrated by the following two examples: 

• The Smalltalk-based tool SDML (Strictly 

Declarative Modelling Language, Moss et al. 

1998) has been used for water demand manage-

ment models within the FP5 project FIRMA 

(Freshwater Integrated Resource Management with 

Agents, Barthelemy et al. 2001). 

• A model of the social impacts of HIV/AIDS in 

villages of a rural province in South Africa was 

created in the context of the FP6 project CAVES 

(Complexity, Agents, Volatility, Evidence and 

Scale; Alam et al. 2007; Moss 2008) using the 

Java-based rule engine JESS 

(http://www.jessrules.com). 

 

This technology has also been chosen to be applied for 

model development within the FP7 project OCOPOMO, 

which focuses on open collaboration in policy 

modelling (Wimmer 2011). One of the major goals of 

this project is to show how policy modelling processes 

can be made explicit and better understandable in order 

to allow deeper involvement (via open collaboration 

technologies) of various kinds of stakeholders beyond 

modelling experts. For this, it is inevitable to find a 

modelling approach which, on the one hand, uses a 

language close to the everyday language of policy 

domain experts, and which, on the other hand, is 

powerful enough to cope with the degree of complexity 

inherent in serious policy problems. 

As a technical outcome of this project, an integrated 

toolbox is to be implemented, which supports (and 

generates traceable documentations of) the transition 

process from unstructured raw data (e.g. scenario 

documentations, scientific papers, statistical reports) via 

qualitative data analysis, resulting conceptual models, 

through to formal policy models. For the final transition 

step – the development of formal models – the 

declarative modelling paradigm appears to be the best 

technique due to its more natural representation of the 

human approaches to reasoning and problem solving. 

During the first stage of the project, several examples of 

existing rule engine software including JEOPS (Santos 

da Figueira Filho and Lisboa Ramalho 2000) and JESS 

have been evaluated, mainly with respect to several 
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given requirements like licence model (open source), 

the possibility to be integrated in a Web-based toolbox 

and, most importantly, the ability to efficiently cope 

with intensely dynamic data during simulation runs.  

Most of the existing systems are optimized for expert 

systems, i.e. frequent requests on fact bases with rather 

static data configurations. They employ a variant of the 

Rete algorithm (Forgy 1982), fixedly matching facts to 

rules by compiling the rule base in order to speed up 

performance. If a fact is added, modified or deleted, the 

rule base is recompiled. In a simulation environment 

where the fact bases represent the working memory of 

agents and are changing frequently, recompiling 

becomes more or less continuous and, therefore, time-

consuming as well as highly memory-intensive. For this 

reason, it was decided to initiate the development of a 

new tool optimized for the special purposes of 

simulations, integrating properties of tools like SDML 

and JESS. In the following sections the development 

state of this software called DRAMS (Declarative Rule-

based Agent Modelling System) is presented.  

 

OVERVIEW OF DRAMS 

A rule engine is a software system that basically 

consists of:  

• A fact base, which stores information about the 

state of the world in the form of facts. A fact 

contains a number of definable data slots and some 

administrative information (time of creation, entity 

that created the fact, durability). 

• A rule base, which stores rules describing how to 

process certain facts stored in fact bases. A rule 

consists of a condition part (called left-hand side, 

LHS) and an action part (called right-hand side, 

RHS). 

• An inference engine, which controls the inference 

process by selecting and processing the rules 

which can fire on the basis of certain conditions. 

This can be done in a forward-chaining manner 

(i.e. trying to draw conclusions from a given fact 

constellation) or backward-chaining manner (i.e. 

trying to find the facts causing a given result). 

 

DRAMS is designed as a distributed, forward-chaining 

rule engine. It equips an arbitrary number of agent types 

with type-specific rule bases and initial fact base 

configurations. For each agent type, an arbitrary number 

of agent instances (objects) with individual fact bases 

can be created. All individual fact bases are initialized 

according to the agent type configuration, but may be 

adapted individually.  

There is also a shared global fact base, containing 

“world facts”, e.g. 

• a (permanently updated) fact reflecting the current 

simulation time, 

• one  fact for each agent instance present in the 

“world”, providing some information (e.g. 

reference ID) about the agent, 

• model-specific environmental data, and 

• (public) inter-agent communication messages. 

 

Heart of the inference engine is the rule schedule, an 

algorithm deciding which rules to evaluate and fire at 

each point of time. The pseudo code in Figure 1 shows 

the basic structure of a possible algorithm. In order to 

decide (for each fact base configuration without 

recompiling the rule base) which rules to evaluate for 

which agent instances, the scheduler relies on a data-

rule dependency graph. This is constructed once from 

all specified rules and initially available data; the graph 

does not change unless rule bases are modified. As to 

detecting fact base modifications, the schedule keeps 

track of all (writing) fact base operations. A more 

detailed description of this method is given in the 

following section. 

 

 

 

 

 

 

 

 
At each point of time, the rule processing within an 

agent (intra-agent process) is performed for all possible 

rules. At first, the conditions of a rule are checked, i.e. 

the LHS is evaluated. Each LHS consists of one or 

many (LHS) clauses, pertaining to the following basic 

categories: 

• Clauses for retrieving data from fact bases. These 

operations are similar to data base queries, where 

as a result a set of facts (with 0, 1 or many 

elements) is retrieved. Each retrieved fact is called 

an instance of this clause, and all subsequent 

clauses of the LHS have to be evaluated for all 

instances. Thus, this clause type is spanning an 

evaluation tree. If one or more facts are retrieved, 

the evaluation result for this clause is true, 

otherwise false. In the latter case, the evaluation of 

this tree branch is terminated. 

processSchedule(time t){ 
 
 while new facts are available at time t 
 loop 

 
find all agent instances for which 
new facts are available; 

 
  foreach agent instance 
  loop 

find all rules for which new facts 
are available at time t; 
 

   foreach rule 
   loop 

    evaluate LHS; 
 
    if evaluation result==true then 

execute RHS; 
     // e.g. generate new facts 
    end if; 

 

   end loop; 

 
  end loop; 

 
 end loop; 

 
} 

Figure 1: The schedule algorithm. 
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• Clauses which test whether data from the retrieved 

facts hold for specified conditions. If such a test 

fails, the evaluation of this tree branch is 

terminated. 

The set of leaves of the evaluation tree is considered a 

set of possible input data configurations for firing the 

RHS of the rule. The RHS consists of one or many 

(RHS) clauses with the purpose of executing fact base 

operations (adding or removing a fact) or other actions 

(e.g. printing a statement to a log). 

 

Accordingly, the expressiveness of the system is 

determined mainly by the number and capabilities of 

available clause types. In DRAMS, the following 

functionality is available for the LHS of a rule: 

• Data from fact bases can be obtained either by 

retrieve or by query clauses. In both cases, a query 

on (in principle any existing) fact base is 

performed, and a number of facts, for which the 

slot values specified in the query match and 

optional time-related conditions hold, are returned. 

In the case of retrieve clause, these facts are used 

to create a corresponding number of instantiations, 

and for each instance a number of requested 

variables are bound with specified slots. In the 

case of query clause, only one instance is created, 

and a list of retrieved facts is bound to a result 

variable.  

These two clause types are representative for the 

first category defined above, whereas the 

following LHS clause types belong to the second 

category. 

• A unary BIND operator, which binds a specified 

variable with the evaluation result of an 

expression. The expression can be another single 

(already bound) variable, or a more complex 

arithmetic expression (with a standard repertoire of 

math operations, including generation of random 

numbers). 

• A full set of binary logical operators, where the 

operators can be any expressions allowed for the 

BIND operator. The result is either bound to 

another variable or, alternatively, used as clause 

evaluation result. 

• A set of LIST operators, including generation and 

modification of lists, counting and extracting of 

list elements, and several accumulator operations 

(sum, avg, min, max etc.). 

• A set of SET operators, including creation and 

modification of sets, number or existence of 

elements, as well as union and intersection of two 

sets. 

• A NOT clause, inverting the evaluation result of 

the specified inner clause. The inner clause can be 

any other LHS clause. 

• A COMPOSITE clause, which can be seen as an 

encapsulated LHS with its own variable name 

space. For processing the specified inner clauses, 

the evaluation mode can be chosen between AND, 

OR and XOR. 

RHS clauses dedicated to perform actions comprise: 

• Asserting new facts to (in principle any existing) 

fact bases. 

• With some restrictions, retracting existing facts 

from (in principle any existing) fact bases. 

 

There is one special clause defined which can be part of 

both the LHS and RHS, providing two kinds of actions: 

• printing formatted text (including values of 

variables) to a log (either to a console window or 

to a file); 

• calling a method on the underlying model part; the 

peculiarity of this functionality is explained in 

more detail in the following section. 

 

An important aspect of any multi-agent simulation 

system concerns the means by which agents can 

communicate with each other (inter-agent process). 

Technically, DRAMS provides three options: 

• communication via the global fact base in a 

blackboard-like manner; 

• writing facts to fact bases of other (remote) agents; 

this can be interpreted as the way humans typically 

communicate with each other, via speech or 

written messages; 

• reading facts from fact bases of remote agents; this 

is conceptually similar to mind-reading, and 

should thus be avoided in most cases, but can be 

useful to find out (public) properties of another 

agent 

 

To facilitate creating a model using any of the described 

features of DRAMS, an appropriate user interface ought 

to be available. This is discussed in the next but one 

section, while the following section sketches the 

software architecture of DRAMS. 

 

ARCHITECTURE AND IMPLEMENTATION 

Figure 2 shows the overview class diagram of the 

DRAMS core. Main class and control hub is the 

singleton RuleEngineManager. It manages all 

instances of class RuleEngine and controls the 

interactions between the three core components 

“Scheduler”, “Data Management” and “Rule 

Management”. 

The “Data” component represents the fact base 

functionality and is responsible for storing all facts to be 

processed by any rule. Both RuleEngine and 

RuleEngineManager are using the class FactBase 

for this purpose. A fact base contains an arbitrary 

number of entries (class FactBaseEntry), which serve 

as fact templates for the actual facts to be stored. A fact 

template specifies the number and types of data slots for 

a specific fact. For each of the fact templates an 

arbitrary number of facts (class Fact) can be stored. A 

special type of fact is the so-called “shadow fact” (class 

ShadowFact), which does not store actual data but 

gains its content from external sources (such as Java 

objects; concerning utilisation of this feature, see last 
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paragraph of this section). Besides operations like 

inserting to or removing facts from a fact base, the key 

functionality of FactBase is to process queries, i.e. to 

retrieve all facts stored in the fact base that match all 

conditions specified by the query. Clauses for this 

purpose form the basic element of every rule. 

 

The rules specified within a rule engine are managed by 

the “Rules” component. Similar to the fact base, there is 

a RuleBase class available, which stores an arbitrary 

number of rules (represented by class Rule). A rule 

consists of several LHS clauses, constituting the 

condition part. All such clauses must implement the 

ILHSClause interface. The action part of a rule is 

composed of RHS clauses, for which the interface 

IRHSClause is designated. The abstract class 

AbstractClause provides some key functionality and 

must be extended by any clause class. Each of the LHS 

and RHS clause functions described in the previous 

section is implemented in a separate class, in Figure 2 

subsumed under subsystems “LHS clauses” and “RHS 

clauses”.  

The third component, the “Scheduler” is responsible for 

the dynamic aspects of the rule engine, as described by 

the schedule algorithm presented in the previous 

section. DRAMS employs a data-driven rule schedule 

implementation, which relies on a specific dependency 

graph (class DependencyGraph). This directed graph 

describes both which fact templates are evaluated by 

any rule (linking facts to rules), and for which fact 

templates writing operations might be triggered by a 

rule (linking rules to facts). The basic concept behind 

the scheduling algorithm can be outlined as follows: all 

rules are scheduled for which new facts are available at 

a given point of time. The information about newly 

asserted data is collected by the RuleEngineManager, 

which in turn obtains this information from FactBase.  

This data-driven scheduling mechanism is one of the 

major benefits of DRAMS with regard to applicability 

for agent-based simulations. While all available rule 

engine systems currently supported and known to us are 

optimized to efficiently perform requests on large but 

static fact bases (which is greatly desired in e.g. expert 

systems), changes in fact bases often require time-

consuming “recompiling” operations. DRAMS with its 

presently naive, i.e. non-optimized rule evaluation 

algorithm offers already suitable rule execution speed 

for fact base sizes and rule quantity typical for mid-

sized simulation models (with up to a few thousand 

agent instances). Furthermore, frequently applied 

assertions of new facts are processed extremely 

efficiently. Although only partly implemented so far, 

fast algorithms are conceivable also for other types of 

operations, such as retraction of facts (dependent on the 

intended formal logical model) or creation of new rules.  

 

Figure 2: Overview class diagram. 

80



 

 

Modelling front-end Experimentation front-end

Declarative rule engine (DRAMS) Simulation framework (Repast)

Modelling UI

- definition of agent types
- definition of facts and rules
- visualisation of dependency 
graphs

Experimentation UI
- import configurations
- export simulation data
- control simulation runs

FactBaseRuleBase

RuleEngine SimulationSchedule

Model

Agent

RuleSchedule

DRAMS implements two operation modes for 

RuleSchedule.  

The active time mode is used for time-driven simulation 

runs, where the (usually equidistant) time steps are set 

by a simulation scheduler (which controls the flow of 

simulation time, not to be confused with the rule 

schedule!).  

The passive time mode provides means for event-driven 

simulations. No external time step is fed in by the 

simulation controller, instead the rule schedule proceeds 

with the next point of time at which some system state 

change is scheduled (e.g. indicated by deferred fact 

assertions).  

 

When using passive time mode, complete simulation 

models might be specified and run solely with the 

functionality provided by DRAMS. However, if some 

kind of environment beyond fact base entries is to be 

included into a model designed for discrete time step 

operation, DRAMS only takes care of agent deliberation 

abilities, while the environment is “outsourced” to an 

external simulation tool. Since DRAMS is implemented 

in Java, in principle any Java-based simulation tool is 

qualified for this purpose. For example, DRAMS can be 

used as a rule engine extension for Repast (North et al. 

2006). In this case, a Repast model class maintains a 

link to the DRAMS rule schedule, and each Repast 

agent instance maintains its own rule engine object (see 

Figure 3; the dependencies between and within DRAMS 

and Repast are depicted by dashed arcs). In order to 

guarantee seamless integration, DRAMS provides 

several means for accessing Java objects (e.g. shadow 

facts, Java action clauses). An overview on how to 

create such a model is presented in the following 

section, after a discussion on user interface aspects. 

 

USER INTERFACE 

For any simulation system, at least two types of typical 

use cases can be distinguished, for which specifically 

designed user interfaces should be provided:  

• a modelling user interface, facilitating to the 

writing and testing of model code, and  

• an experimentation user interface, allowing the 

user to configure, control and analyse simulation 

runs.  

In the case of integrated Repast/DRAMS models, the 

involved components and anticipated dependencies are 

shown in Figure 3 (solid arcs). Obviously, the 

experimentation user interface as well as the Repast part 

of the modelling interface can make use of already 

available features supplied by Repast. Although it is 

desirable to have an Integrated Development 

Environment (possibly based on Eclipse; 

http://www.eclipse.org/eclipse/) for creating the 

DRAMS part of a model, it is rather simple to create 

models with the few basic instruments characterized 

below (which represent the current implementation 

state). 

The entire process of designing and running a 

simulation model, using RepastJ 3.1 as simulation 

platform and DRAMS as deliberation extension, can be 

structured into the five steps described below. These 

steps are illustrated by a primitive example, modelling 

the process of a customer finding a shop that sells a 

certain product. There are a number of shops, each 

offering a specific set of products sold at a price chosen 

randomly within a range. Consumers have the intention 

to purchase a specific product and are willing to spend a 

certain amount of money for it. As a first step, they have 

to find all shops which offer the product at a price 

below that threshold. 

 

1. A Repast model class must be defined, which 

creates all agent instances (for which the desired 

agent types have to be defined, see step 2), 

initialises the global fact base and handles the 

Repast time steps by triggering the rule scheduler. 

An abstract model super class providing the 

DRAMS related code is available, thus only model 

related aspects have to be added. 

Figure 3: Components and dependencies of the Repast/DRAMS simulation system. 
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( defrule "find_shops" 
 // LHS 

 // retrieve all agents of type "Shop", bind name and instance of shop to variables 
 ( global::$AGENT$ (agent_type "Shop") (name ?name) (ruleengine_instance ?shop_id) ) 
 
 // retrieve shop products;  

 // only care about shops that have apples in stock, bind price to variable 

 ( "Shop"@?shop_id::product (name "apples") (unit_price ?price) ) 
 
 // only care about prices below 2.20 Euros 

 ( less_than ?price 2.20 ) 
 
 => 
 // RHS 

 // print all found shops to the log 

 ( print "Shop ?name sells apples for ?price Euros." ) 
 
 // for each found shop assert a fact in the consumers fact base 

 ( assert ( apple_shop (shop ?shop_id) (price ?price) )) 
) 

*********************** SCHEDULE AT TIME 0.0******************* 
 
-------- TASKS FOR TIME 0.0 --------- 
   ---> TASK NO 0 
      * ACTION ActionRuleFire FOR RULE 'find_shops' 
            REASON: NEW FACTS AVAILABLE FOR GLOBAL::$AGENT$; Shop::product;  
            INSTANCES: Consumer (1); 
 
*********************** RULE OUTPUT AT TIME 0.0******************* 
 
[consumer-1.find_shops] Shop shop-19 sells apples for 2.09 Euros. 
[consumer-1.find_shops] Shop shop-17 sells apples for 2.19 Euros. 
[consumer-1.find_shops] Shop shop-1 sells apples for 2.19 Euros. 
Time to run: 0.032 seconds 
 
******************* BEGIN: DUMP OF FACTBASE OWNED BY 'consumer-1' ******************* 
-------- FACTS FOR NAME 'apple_shop' --------- 
(apple_shop (price 2.09) (timeStamp 0.0) (shop_id dffef662-b62e-4f91-9c85-f32936fcd9c9) (permanent false) H ) 
(apple_shop (price 2.19) (timeStamp 0.0) (shop_id 4ac0802d-846a-4ffb-9c6a-1d490a59de68) (permanent false) H ) 
(apple_shop (price 2.19) (timeStamp 0.0) (shop_id 51cf255c-6c62-45f1-a75c-5973f894bd4a) (permanent false) H ) 
******************* END: DUMP OF FACTBASE OWNED BY 'consumer-1' ******************* 

2. Classes for all designated agent types (in the 

example Producer and Consumer) must be 

created. Besides environment-related functionality, 

code must be prepared for initialising the rule 

engine and for defining the agent (type and 

instance) specific fact templates, facts and rules. 

Similar to the model super class, an appropriate 

agent super class is delivered with DRAMS. 

3. For each agent class, code for the declarative 

model part has to be written. Firstly, the fact 

templates have to be specified, after that the initial 

facts can be asserted to the fact base, and finally 

the rules can be written (example for Consumer in 

Figure 4). In general, all DRAMS related elements 

can be either specified by directly instantiating the 

appropriate Java objects (as shown for fact 

definitions), or by using the DRAMS modelling 

language (as shown for rule definition; in this case 

the Java objects are created by a parser).  

4. The declarative model part can be checked for 

consistency, using a visualisation of the 

automatically generated dependency graph. Figure 

6 shows the graph for the example. 

5. The model can be executed using the Repast user 

interface. Figure 5 shows a possible output log 

(which includes a schedule trace, statements 

printed by the rule and a fact base dump). 

 

 

Figure 6: Screenshot of a data-rule dependency graph. 

 

 

Figure 4: Rule specification. 

Figure 5: Extract from a simulation run log. 
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CONCLUSIONS AND OUTLOOK 

The declarative rule-based agent modelling system 

DRAMS described in this paper has been designed with 

the aim to fulfil the most important requirements of a 

rule engine extension for agent-based social simulation 

purposes. While all core functionalities necessary for 

developing serious policy models have been completely 

implemented (e.g. the three pilot use case models for the 

OCOPOMO project are based on DRAMS; Moss et al. 

2011), there is still rather a long way to go in order to 

achieve the goal of creating a versatile and easy-to-use  

declarative modelling environment. This challenge has 

been accepted by the original authors, together with a 

steadily growing community of developers and users. 

The most important tasks to tackle in the near future are: 

• To provide a comfortable integrated user interface 

which allows for interactive and graphic definition 

of facts and rules, supported by an online 

debugging facility. It should be possible to import 

data from external qualitative text analysis tools 

(the development of such a tool is also a focus of 

OCOPOMO; Wimmer 2011; Bicking et al. 2010). 

• To include meta-rules, i.e. rules which add new 

rules or change existing ones. 

• If possible, to integrate DRAMS with declarative 

modelling approaches from several other groups 

across Europe. 

 

The stable versions of DRAMS will be published under 

an open source licence model. Exact conditions will be 

decided during mid 2011. 
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ABSTRACT

In our daily lives we often face binary decisions where

we seek to take either the minority or the majority

side. One of these binary decision scenarios is the El

Farol Bar Problem, which has been used to study how

agents achieve coordination. Previous works have shown

that agents may reach appropriate levels of coordina-

tion, mostly by looking at their own individual strate-

gies that consider the complete history of the bar atten-

dance. No structure of the network of players has been

explicitly considered. Here we use the formalism of ran-

dom boolean networks to help agents to make decisions

considering a network of other decision-makers. This is

especially useful because random boolean networks al-

low the mapping of actions of K other agents (hence

not based on complete history) to the decision-making of

each single individual. Therefore a contribution of this

work is the fact that we consider agents as participants

of a social network. In the original proposition for this

problem, strategies would change within time and even-

tually would lead agents to, collectively, decide on a ef-

ficient attendance, at each time step. Hence there was no

explicit modeling of such a social network. Our results

using random boolean networks show a similar pattern of

convergence to an efficient attendance, provided agents

do experimentation with the number of boolean func-

tions, have a good update strategy, and a certain number

of neighbors is considered.

INTRODUCTION

A common situation people face is when one has gone to

his/her favorite pub only to find out that it happened to

be overcrowded that night, leading to one regretting not

to have stayed home. That is the motivation for minority

games (MG) — a game where the decision that is made

by the minority of the players is rewarded. One instance

of such a game is the El Farol Bar Problem (EFBP) by B.

Arthur (1994), which has also been the subject of studies

in statistical physics, e.g., Challet and Zhang (1997) and

Johnson et al. (1998).

The idea of rewarding the decision that is made by the

minority of the players (or agents) is interesting in many

scenarios. For instance, in agent-based simulation of traf-

fic, a minority game is clearly useful: choosing routes

that are least busy is thoroughly rewarding.

Without being too specific, here we use the basic sce-

nario of B. Arthur, i.e., the original EFBP. In his setting,

the basic idea is that the bar is enjoyable only if up to

a certain threshold ρ of customers visit the bar on a sin-

gle night. These visitors (players or agents) can make

predictions about the attendance for the next time based

on the results of the previous m weeks. This is the ba-

sis for figuring out strategies for playing the game. Each

agent having a set of such strategies, Arthur’s main point

was the study of how well these strategies perform. By

means of computer simulations, it was realized that the

mean attendance converges to an ideal threshold (in his

case it was set to ρ = 60).

In the present paper we depart from Arthur’s approach

that has based individuals’ strategies on the complete his-

tory of the attendance. For instance, one of Arthur’s

strategies was “stay at home if the bar was crowded in

the last m weeks”. Instead of considering this scenario,

which requires that every agent is informed about the cor-

rect attendance in the past, we let agents decide whether

or not to go to the bar based on a boolean function that

maps the inputs of K other agents (e.g. his/her friends, a

social network, etc.) to one’s output. To do so, we use a

well-known formalism introduced by Kauffman (1969):

the random boolean networks (RBN’s). An example of

such a boolean function for K = 2 would be the AND

function: “I go to the bar only if A and B have gone in

the last week”. This has also the implication that agents

are not considered isolated decision-makers but, rather,

as a social network.

We have organized this paper as follows: The next two

sections review some works on the EFBP and its more

general version, the minority game, and explain how the

RBN formalism works. Following these, the approach

is presented. Simulations’ results and their analysis then

follow. Finally, the last section discusses several aspects

of this work and its future directions, and provide con-

cluding remarks.

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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EL FAROL BAR PROBLEM AND MINORITY

GAMES

Microeconomics and game-theory assume human behav-

ior to be rational and deductive – deriving a conclusion

by perfect logical processes from well-defined premises.

But this assumption does not hold especially in inter-

active situations like the coordination of many agents.

There is no a priori best strategy since the outcome of a

game depends on the other players. Therefore, bounded

and inductive rationality (i.e. making a decision based on

past experience) is supposed to be a more realistic de-

scription.

In this spirit Arthur introduced in 1994 a coordination

game called the El Farol Bar Problem. (The name is in-

spired by a bar in Santa Fe.) Every week n players wish

to visit the bar El Farol attracted by live music. Up to a

certain threshold ρ of customers the bar is very comfort-

able and enjoyable. If it is too crowed, it is better to stay

home. The payoff of the game is clear: if the number of

visitors is less than the threshold ρ, these visitors are re-

warded, otherwise those who stayed home are better off.

In the original work, n = 100 and ρ = 60 were used,

but arbitrary values of n and ρ have also been studied, as

e.g., Johnson et al. (1998).

The players can only make predictions about the atten-

dance for the next time based on the results of the previ-

ous m weeks; this is the basis for strategies for playing

the game. Now, there is a huge set of possible strate-

gies and every player possesses a fraction of them. For

the decision whether to go or to stay home, the player

always selects the strategy which predicts the outcome

of the last weeks most accurately. After every week the

player learns the new attendance and thus evaluates his

strategies. By means of computer simulations, it was re-

alized that the mean attendance converges to the thresh-

old ρ = 60.

Later, the EFBP was generalized to a binary game by

Challet and Zhang (1997), the so-called Minority Game

(MG). An odd number n of players has to choose be-

tween two alternatives (e.g., yes or no, or simply 0 or

1). With a memory size m there are 22
m

possible strate-

gies. Each player has a set S of them. These are cho-

sen randomly out of the whole set. In the simplest ver-

sion of the game, players are rewarded one point if they

are in the minority group. Other functions that favor, for

instance, smaller minorities were studied by several au-

thors as, e.g., Challet and Zhang (1998); Johnson et al.

(1998).

The MG and the EFBP are gradually becoming a

paradigm for complex systems and have been recently

studied in detail1. We will refer briefly to some of the

basic results.

In their original work, Challet and Zhang have sys-

tematically studied the influence of the memory size m
and number of strategies S on the performance of the

1For a collection of papers and pre-prints on the Minority Game,

see the web page at http://www.unifr.ch/econphysics/.

game. They concluded that the mean attendance always

converges to n/2 but for larger m there are less fluctua-

tions, which means the game is more efficient.

Additionally, different temporal evolution processes

were studied. It has been shown that such evolutionary

processes lead to stable, self-organized states. Some an-

alytical studies showed that there is a phase transition to

an efficient game if 2m/n is approximately one.

B. Edmonds (1999) has investigated the emergence of

heterogeneity among agents in a simulation. His paper

tackles evolutionary learning as well as communication

among agents, which might lead to a differentiation of

roles at the end of the run.

The work in Bazzan et al. (2000) has introduced per-

sonalities that model certain types of human behavior.

Different populations of these personalities have been

simulated. It was found that there is one personality that

performs better than the average: the wayward personal-

ity (do the opposite of what has proved a good action in

the last m steps).

In Galstyan et al. (2003) the authors study the EFBP

under the light of resource allocation: agents using par-

ticular resources are rewarded or punished according to

the availability of these resources.

Also, there has been an interesting line of research

connecting minority games and collective intelligence

such as Wolpert et al. (2000). For a discussion see Tumer

and Wolpert (2004).

Finally, this problem is closely related to learning in

a many-agent system. In Hercog and Fogarty (2002) the

authors investigate the utility of using learning classifier

systems (in particular, the ZCS is used) as a learning en-

gine. Both the macro and micro levels are addressed,

thus not only overall attendance is investigated but also

agents’ behaviour, reward, and action selection. In Rand

(2006) the author also uses the EFBP to illustrate the use

of machine learning techniques in agent-based modeling.

RANDOM BOOLEAN NETWORKS

Boolean networks have been used to explain self-

organization and adaptation in complex systems. The

study of the behavior of regulatory systems by means of

networks of boolean functions was introduced by Kauff-

man in 1969 Kauffman (1969). Examples of the use of

this approach in biology, genomics, and other complex

systems can be found in Kauffman (1993).

A

B

C

Figure 1: N = 3 connected agents (K = 2) in an RBN.
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Table 1: Boolean functions for agents C, A and B.

(AND) (OR) (OR)

A B C B C A A C B

0 0 0 0 0 0 0 0 0

0 1 0 0 1 1 0 1 1

1 0 0 1 0 1 1 0 1

1 1 0 1 1 1 1 1 1

RBN’s are made up of binary variables. In the setting

investigated here, a network is composed of N agents

that must decide whether or not to make a binary decision

(in this case going to a bar). Each agent is represented by

one of these binary variables. These in turn are, each,

regulated by some other variables, which serve as inputs.

The dynamical behavior of each agent, namely which ac-

tion it will execute at the next time step (whether or not

it goes to the bar), is governed by a logical rule based

on a boolean function. These functions specify, for each

possible combination of K input values, the status of the

regulated variable. Thus, being K the number of input

variables regulating a given agent, since each of these in-

puts can be either on or off (1 or 0), the number of combi-

nations of states of the K inputs is 2K . For each of these

combinations, a specific boolean function must output ei-

ther 1 or 0, thus the total number of boolean functions

over K inputs is 22
K

. When K = 2, some of these func-

tions are well-known (AND, OR, XOR, NAND, etc.) but

in the general case functions have no obvious semantics.

To illustrate the regulation process, Figure 1 depicts a

simple example of a network of N = 3 agents where

each was assigned a boolean function randomly, and

K = 2. The boolean functions for these 3 agents are then

depicted in Table 1 (adapted from Kauffman (1993)):

agents A and B are regulated by function OR, while agent

C is regulated by an AND. In this table, one can see

all possibilities for C (3rd column) to make a decision,

where 1 means for instance go to the bar and 0 means do

not go. Similarly, A’s output is determined by the inputs

from both B and C, and B’s output depends on inputs

from A and C.

Given the 3 boolean function from Table 1, Table 2

shows, for all 23 states at a given time T , the action taken

by each agent at time T + 1, i.e. the successor state of

each state. Further, from this table, it is possible to de-

termine the state transition graph of the network, which

appears in Figure 2. One sees that there are 3 state cycles

(attractors).

If we assign each of the N agents randomly to one of

the 22
K

boolean functions, the dynamics of the decision-

making is deterministic and the system ends up in one of

the state cycles. It is then a matter of "luck" that only a

certain number ρ of agents end up all going to the bar. For

instance in the case depicted in Figure 2, in both cycles 1

(000) and 3 (111), either none go to the bar (state 1) or

all go (state 3).

However, if the network depicted in Figure 1 evolves,

Table 2: States’ transition for Table 1.
(T) (T+1)

A B C A B C

0 0 0 0 0 0

0 0 1 1 1 0

0 1 0 1 0 0

0 1 1 1 1 0

1 0 0 0 1 0

1 0 1 1 1 0

1 1 0 1 1 1

1 1 1 1 1 1

x

000 state cycle 1

010 ⇆ 100 state cycle 2

001
↓ x state

011 → 110 → 111 cycle 3

↑

101

Figure 2: States’ transition graph for Table 1 (3 state cy-

cles and attractors).

Table 3: Mutated version of Table 1.
(NAND) (OR) (OR)

A B C B C A A C B

0 0 1 0 0 0 0 0 0

0 1 1 0 1 1 0 1 1

1 0 1 1 0 1 1 0 1

1 1 0 1 1 1 1 1 1

Table 4: States’ transition for Table 3.
(T) (T+1)

A B C A B C

0 0 0 0 0 1

0 0 1 1 1 1

0 1 0 1 0 1

0 1 1 1 1 1

1 0 0 0 1 1

1 0 1 1 1 1

1 1 0 1 1 0

1 1 1 1 1 0

000 → 001
↓ x state

010 → 101 → 111 → 110 cycle 1

↑

100 → 011

Figure 3: States’ transition graph for Table 3 (single state

cycle and attractor).
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the system may scape a bad attractor (which is a state

in which either too many or too few agents go to the

bar). This evolution of the network may happen in sev-

eral ways: agents get reconnect to others, the boolean

functions change, etc.

Let us consider an example in which the boolean

function of agent C changes from AND to NAND. The

boolean functions are now depicted in Table 3 while Ta-

ble 4 shows the successor state of each state and Figure

3 depicts the state transition graph.

The dynamics of the regulation changes as seen in

Figure 3. Now only one state or attractor exists (110),

namely one that has the property that agents A and B al-

ways go but agent C never does.

The extent of such a change – whether or not the sys-

tem will be attract to another attraction basin – obvi-

ously depends on the extent of the changes in the net-

work and/or functions. In Kauffman (1993) the author

extensively discusses many of these factors, as well as

the properties of RBN’s, including the issue of stability

and cycle length. In the present paper, because the logic

of the functions and the structure of the network changes

along time, properties such as periodic behavior cannot

be observed.

On the other hand, a central question raised by Kauff-

man, and which is relevant to our work, relates to the

problem of adaptation in a system with many interacting

parts. The key question is whether an adaptive process

which is constrained to altering the input connections

between elements in a network and the logic governing

them can hill climb to networks with desired attractors.

RBN-BASED APPROACH

As mentioned, in Arthur (1994), the EFBP was proposed

as a proxy to investigate how to deal with and to model

inductive reasoning. The author has used a series of strat-

egy in order to verify whether there would be a conver-

gence to a certain state or the behavior would be chaotic.

In the present paper we use RBN’s to equip the agents

with a decision-making framework. This is appropriate

for binary (i.e. boolean) decision-making, which aim

at considering inputs from other agents in this decision-

making process. To do so, we replace the possible strate-

gies described by Arthur (1994) by the possible boolean

functions a node may have. Hence, instead of having a

random strategy, each node has random boolean func-

tions and uses them to determinate whether or not to

go to the bar. Contrarily to the work in Arthur (1994)

(and many others that have followed), we consider that

the agents are organized in a kind of network. Arthur

has based the decision-making of his agents solely on the

agent itself, i.e. the agent would look at its own history

to decide about going to the bar.

In our case, each agent (ai ∈ A) is a node in a ran-

dom boolean network; such node has to choose whether

or not to go to the bar. Also, each agent has K neigh-

bors randomly chosen. Therefore, each of them has K

entries in its boolean function, which then outputs either

0 or 1, depending on the values of these K inputs and on

the function the agent possesses. Such an output will be

denoted here as fr. The inputs are the actions of the K
neighbors in the last time step (in the initial time step, all

agents start with a random action). We will assume that

if a boolean function returns 0, this means the agent stays

home; when the function returns 1 the decision is to go

to the bar.

At each time step, all agents (nodes) make their deci-

sion simultaneously. This decision is considered the right

one if it decides to go to the bar and less than ρ % of all

agents have made the same decision. Similarly, the de-

cision is also considered correct if the agent has decided

to stay home and ρ % or more of all agents have decided

to go to the bar. The decision is considered wrong other-

wise.

This way, at each time step the quality of every

function will be measured and its score (s) will be

updated. We denote the number of agents attending the

bar as φ. If a function led the agent to the right decision

about going to the bar, then the score s of this function is

increased. Otherwise, it is decreased. This is formalized

as follows:

s← s+ 1 if (fr = 1 and φ < ρ)

or (fr = 0 and φ ≥ ρ))
s← s− 1 otherwise

Finding the best functions that each agent should use

would allow us to create an efficient network. Efficiency

here means that the bar has exactly φ = ρ of the agents.

In this case, we would have ρ% of total number of agents

attending the bar and hence no one would have made the

wrong choice. Thus the equilibrium would have been

found.

Of course, one cannot be sure that a function that

works well for an agent a1 will also work well for another

agent a2. That is because the outcome of the function de-

pends on its inputs (in this case, the agent’s neighbors).

Our approach for adaptation of the functions that are

used at local level has two different variants: CopyBest

and Epsilon-greedy. Next we give more details about

these two variants.

1. CopyBest: each agent has only one boolean func-

tion and at each time step it investigates if it leads

to a correct choice. As mentioned before, this

sole boolean function is assigned randomly to each

agent. If this function causes the agent to make

θ consecutive mistakes, it is replaced by another

one that has yielded a better result (made the right

choices) for some other node. This way we intend

to reduce the number of functions that result on

a consecutive wrong choice by the agent, keeping

only those that provided good results for some node.

CopyBest on its turn has further two variants that are

related to the source of functions to be copied:
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• LocalCopy: agents are allowed to copy func-

tions only from their neighbors. Here, nodes

have at most K functions to choose from.

Thus, a “good“ function would propagate in a

gradual way, giving all function a chance to be

tested before disappearing from the network

(e.g. when they are replaced).

• GlobalCopy: allows the nodes to choose a

function from any other node in the net-

work. This will propagate good functions

much faster, but will also rapidly reduce the

variability of functions in the network.

2. Epsilon-Greedy: each node has a set of ten possible

functions to choose from. This choice may be made

at random or greedily. Here, at every τ time steps,

the node chooses one among these functions. In ǫ
times, the node chooses the function that has yielded

the highest score so far. Otherwise it is random. ǫ
starts at a low value but every τ time steps, the value

of ǫ is increased by ∆ (annealing). The score s of a

function is updated as previously mentioned.

EXPERIMENTS AND ANALYSIS OF THE

RESULTS

Settings

The main metric to be analyzed is the amount of agents

that go to the bar (as in Arthur (1994)). This information

is collected at every time step. The objective is to verify

if using RBN’s in the EFBP also leads to an emerging be-

havior and, if so, what is the outcome. We thus compare

our results with the ones from Arthur (1994). To do so

we use ρ = 60%.

Each experiment comprises 100 agents, which must

choose whether or not to go to the bar for 1000 time steps.

Each agent has a number K of neighbors. This K can

assume two different values: K = 2 and K = 3. For

all agents in a given simulation, K remains the same.

At every time step the number of agents that chose to

go to the bar is calculated. In order to remove as much

randomness as possible, we repeat every experiment 100

times. The final result is the average number of agents at

the bar every time step.

For the CopyBest we set the value of θ to 5. If we

chose a lower value, the agents would change their func-

tion very often leading to excessive noise. If we chose a

higher value, the agents would keep their bad functions

for many time steps (once they only change functions

upon consecutive wrong choices).

For the Epsilon-greedy experiments, ∆ is set to differ-

ent values in each case: 0.001, 0.005, 0.01, 0.05 and 0.1.

These values were chosen because they allow us to study

those cases when ǫ increases at different rates. This of

course has an effect on how often agents explore differ-

ent boolean functions before exploiting.

Experiments have been made using different values for

τ (τ = 2 to τ = 30). In those experiments where τ was

lower than 10, there were too many functions with the
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Figure 4: Bar attendance for CopyBest/CopyLocal.
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Figure 5: Bar attendance for CopyBest/GlobalCopy.

same score. τ higher than 10 provided no difference in

the number of agents going to the bar. Hence, τ = 10
was used.

Results

We remark that when RBN’s are assigned randomly to

the agents and do not change along time, it is expected

that 50% of the agents go to the bar. This is of course not

satisfactory as ρ = 60. This figure of 50% can be seen as

a kind of baseline, from which we want to improve the

decision-making of the agents.

The experiments using CopyBest (both variants) per-

formed relatively well, depending on the value of K. An

improvement from the initial state of the system (where

about 50% of the agents choose to go to the bar) could be

observed, with the attendance reaching almost 60%.

As we can see in Figure 4, when the agents

can only copy functions from their neighbors (Copy-

Best/LocalCopy experiment), the average number of

agents going to the bar has quickly converged to 57%
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Figure 6: Bar attendance for Epsilon-greedy, K=2.

(K = 3). When agents can copy functions from

any other agent (CopyBest/GlobalCopy experiment, Fig-

ure 5) an oscillatory behavior is observed. This is ex-

plained by the fact that in the latter there are far more

possible functions that can be tried.

The fact that the simulations in both cases do not fully

converge to attendance of ρ is explained by the fact that at

some points there is a lack of options regarding functions

to select. If the functions can only be copied from neigh-

bors, each agent may eventually run out of options and it

will have to keep a specific function, even if it is not the

best one for it. If the functions can be copied from any

node, as explained before, functions with worse scores

are replaced. This means that they disappear from the se-

lection pool and again, lead to lack of options after some

time steps.

Also, in both cases, the results for simulations where

each agent had K = 3 are better than the one for K = 2.

This can be seen in both figures 4 and 5. Having an extra

neighbor allows the agent to choose from more functions

and to propagate his own function to more nodes too,

resulting in more functions to select from. However, the

number of possible functions increase exponentially with

K (22
K

as mentioned before). Thus values higher than

3 for K do not bring significant improvements. Rather,

there is a degradation in performance.

Regarding the Epsilon-greedy experiments, these have

depicted better results than the CopyBest: in almost all

cases a convergence towards φ = 60% was verified. The

time taken for this convergence of course strongly de-

pends on the value of ∆, i.e., how fast ǫ increases. When

the increase is fast, the convergence is achieved earlier,

as seen in Figure 6 and in Figure 7.

In some experiments, in which ∆ was high, conver-

gence was not achieved. The reason is that agents start

acting greedy too early, thus making impossible for them

to test a reasonable number of functions. Whenever the

agents had the time to test their functions before exploit-
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Figure 7: Bar attendance for Epsilon-greedy, K=3.

ing, the network converged to an efficient state.

CONCLUSION

B. Arthur’s EFBP has been used as a metaphor to study

inductive adaptation of agents that have to act in a coor-

dinated way. In the original setting, because the bar is

enjoyable only if up to a certain threshold of customers

ρ visit it, these visitors have to use a set of individual

strategies to make predictions about whether or not to

go. These strategies are normally based on the complete

knowledge about the attendance at the previous m weeks.

Instead of assuming complete knowledge, in the

present paper we assume that agents interact in a kind

of social network. We then let agents decide whether or

not to go to the bar based on a boolean function that maps

the inputs of K acquaintances to one’s output. To do so,

we use the random boolean networks formalism. This

way, agents are not considered isolated decision-makers

but, rather, as a collective.

We have found that even though agents make decisions

using less information, each agent was able to select an

action that would bring a good result for itself and for

other agents as well.

Our approach admits some variants which were ex-

plained and tested. These variants relate to how to copy

functions from other agents, and whether or not to act

greedily in what regards one’s own known functions.

Such variants were called here CopyBest and Epsilon-

greedy respectively. Both were able to show similar re-

sults to the one reported in Arthur (1994) but Epsilon-

greedy was superior to CopyBest.

In the CopyBest variant, those functions that did not

had good results were rapidly replaced by others. This

means that after some time steps the agents have few op-

tions to replace their bad functions. The Epsilon-greedy

variant has shown results closer to those reported by B.

Arthur, especially if the agents explore other functions

with appropriate frequency, i.e., if they have a good bal-
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ance between exploration and exploitation.

As a result, we manage to establish a scenario where

the agents were capable of coordinating themselves with

less information than that used in the classical approach

to the EFBP.

In the current version of our approach, the network is

somehow static, i.e., agents get connected to K others

and this does not change. Thus, in a future work we

want to investigate what happens if agents are allowed

to disconnect themselves from acquaintances that have

not act as providers of good functions, and conversely, to

get connected to other, more successful agents.

AUTHOR BIOGRAPHIES

DANIEL EPSTEIN was born in Porto Alegre, Brazil and

graduated in computer science from UFRGS in 2010. He

began his master’s degree in the field of Artificial Intel-

ligence in 2011. His research interests include: use of

Game-Theoretic Paradigms for Coordination of Agents,

Agent-based Simulation, Complex Systems and Swarm

Intelligence.

ANA L. C. BAZZAN was born in S. Paulo, Brazil and

got her PhD degree from the University of Kalrsruhe,

Germany, in 1997. From 1997 to 1998, she had a post-

doc research associate position in the Multi-Agent Sys-

tems Laboratory at the University of Massachusetts in

Amherst, under supervision of Prof. Victor Lesser. Since

1999 she is affiliated with UFRGS in P. Alegre, Brazil,

now as an associate professor. Her research interests in-

clude: use of Game-Theoretic Paradigms for Coordina-

tion of Agents, Learning in MAS, Agent-based Simu-

lation, Artificial Societies, Complex Systems, Bioinfor-

matics, Traffic Simulation and Control, Pedestrian Sim-

ulation, and Swarm Intelligence. From April 2006 to

March 2007 she had an appointment at the University

of Würzburg (Germany) as a fellow of the Alexander

von Humboldt Foundation. Her web site can be found

at http://www.inf.ufrgs.br/~bazzan/.

REFERENCES

Arthur, B. (1994). Inductive reasoning, bounded rationality and

the bar problem. Technical Report 94–03–014, Santa Fe In-

stitute.

Bazzan, A. L. C., Bordini, R. H., Andriotti, G. K., Viccari, R.,

and Wahle, J. (2000). Wayward agents in a commuting sce-

nario (personalities in the minority game). In Proc. of the Int.

Conf. on Multi-Agent Systems (ICMAS), pages 55–62. IEEE

Computer Science.

Challet, D. and Zhang, Y. C. (1997). Emergence of cooperation

and organization in an evolutionary game. Physica A, 246,

407–418.

Challet, D. and Zhang, Y. C. (1998). On the minority game:

Analytical and numerical studies. Physica A, 256, 514–532.

Edmonds, B. (1999). Gossip, sexual recombination and the el

farol bar: Modelling the emergence of heterogeneity. Jour-

nal of Artificial Societies and Social Simulation 2(3), 2(3).

Avaiable on http://www.soc.surrey.ac.uk/JASSS/2/3/2.html.

Galstyan, A., Kolar, S., and Lerman, K. (2003). Resource allo-

cation games with hanging resource capacities. In Proceed-

ings of the Second International Joint Conference on Au-

tonomous Agents and Multiagent Systems, pages 145–152.

ACM Press.

Hercog, L. M. and Fogarty, T. C. (2002). Co-evolutionary clas-

sifier systems for multi-agent simulation. In Proceedings

of the Congress on Evolutionary Computation, pages 1798–

1803, Honolulu, HI , USA.

Johnson, N. F., Jarvis, S., Jonson, R., Cheung, P., Kwong, Y. R.,

and Hui, P. M. (1998). Volatility and agent adaptability in a

selforganizing market. Physica A, (258), 230–236.

Kauffman, S. A. (1969). Metabolic stability and epigenesis in

randomly constructed genetic nets. J Theor Biol, 22(3), 437–

467.

Kauffman, S. A. (1993). The Origins of Order. Oxford Univer-

sity Press, Oxford.

Rand, W. (2006). Machine learning meets agent-based model-

ing: when not to go to a bar. In Proceedings of the Agent

2006 Conference on Social Agents: Results and Prospects,

pages 51–58, Chicago, IL, USA.

Tumer, K. and Wolpert, D. (2004). A survey of collectives.

In K. Tumer and D. Wolpert, editors, Collectives and the

Design of Complex Systems, pages 1–42. Springer.

Wolpert, D. H., Wheeler, K., and Tumer, K. (2000). Collec-

tive intelligence for control of distributed dynamical sys-

tems. Europhysics Letters, 49(6).

90



EXTENDING TRAFFIC SIMULATION BASED ON CELLULAR AUTOMATA: FROM

PARTICLES TO AUTONOMOUS AGENTS

Ana L. C. Bazzan, Maicon de B. do Amarante, Guilherme G. Azzi, Alexander J. Benavides, Luciana S. Buriol,

Leonardo Moura, Marcus P. Ritt, Tiago Sommer

Instituto de Informática, UFRGS

C.P. 15064, 91501-970, P.Alegre, RS, Brazil

Email: {bazzan,mbamarante,ggazzi,ajbenavides,buriol,lmoura,mpritt,tsommer}@inf.ufrgs.br

KEYWORDS

Agent-based Simulation, Traffic Simulation

ABSTRACT

Cellular automata models for traffic movement assume

that vehicles are particles without routes. However, if

one is interested in analysing microscopic properties, it

is necessary to assign a route to each trip. This pa-

per discusses the latest developments in the ITSUMO

traffic simulator. These developments aim at modeling

more sophisticated drivers’ behaviors such as en-route

decision-making. They were tested in two scenarios, one

being a real-world traffic network. We extensively dis-

cuss the effects of the use of various routing algorithms,

as well as ration demand/capacity, control measures, net-

work topologies, and re-planning strategies.

INTRODUCTION

The traditional cellular automata (CA) model for mi-

croscopic modeling of traffic movement introduced by

Nagel and Schreckenberg (1992) and its extensions con-

sider that the traffic demand (vehicles) are particles with-

out route. Vehicles are routed at each intersection with a

probability to turn left, right, or continue straight ahead.

For the purpose of generating a macroscopic picture of

the traffic situation, this is a fair assumption. However,

the CA does not provide support for modeling more so-

phisticated driver behaviors such as route planning or en-

route decision, which is appealing to AI practitioners.

In the present paper we aim at discussing the effects of

the introduction of routing mechanisms in the CA model

of traffic simulation that underlies the ITSUMO (Intel-

ligent Transportation System for Urban Mobility) sim-

ulator (Silva et al. (2006); Bazzan et al. (2010)). One

motivation behind ITSUMO is to allow the use of AI and

autonomous agents techniques to address the increasing

complexity of problems related to urban mobility. For

instance, one may simply plug in a model for a class of

drivers. This approach opposes current models, which

are purely reactive and ignore drivers’ mental states (in-

formational and motivational data). Also, it is possible

to plug in reinforcement learning based control for traffic

lights. ITSUMO deals with short term control of traffic

lights and with en route re-planning by drivers. Thus it

allows the study of co-effects of both demand and supply

in a more natural way. Since the control modules were al-

ready discussed in previous papers, here we focus on the

discussion about the latest additions, which are related to

the demand and routing mechanisms and algorithms.

In the next section we discuss related works. Given

that there is an extensive list of references that could be

quoted here, thus making this article too long, we focus

on some background ideas and on microscopic simula-

tors that are agent-based. An overview of the ITSUMO

simulator follows, focussing on recent extensions. To il-

lustrate our approach we use two scenarios that are then

presented and discussed. We give some concluding re-

marks and outline the future work in the last section.

RELATED WORK

In the last years there have been some proposals for sim-

ulation platforms that are flexible enough to test ITS

(Intelligent Transportation Systems) approaches. Some

(e.g., Paramics, AISUM, VISIM, EMME2) are based

on classical models of simulation and are commercial

tools. With the appearance of the agent-based paradigm,

it is now possible that traffic experts and other users de-

velop their own applications. This has been achieved at

some extent (e.g., Rossetti and Liu (2005); Balmer et al.

(2008); Vasirani and Ossowski (2009)). However, these

tools are goal-directed meaning that they were built for

(more or less) specific purposes. One of the notable ex-

ceptions is MATSim (www.matsim.org). However,

MATSim’s simulation paradigm is queue-based, traffic

signals are very simple, and re-planning does not steam

from individual, motivational, or internal states of the

agents. Moreover, most of those works do not consider

both control and assignment of demand as a whole pro-

cess (except the latter but there the integration only refers

to their specific market-based approach).

Our aim with ITSUMO is to fill this gap with a non-

commercial tool that is truly agent-based (thus micro-

scopic). An earlier version of ITSUMO was described

in Silva et al. (2006). This current version was extended

in Bazzan et al. (2010) to allow modeling of both control

measures and drivers reaction to them.
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APPROACH AND DESCRIPTION OF THE

SIMULATOR

The approach we follow is completely agent-based. Ac-

tors in the urban environment (drivers, traffic lights, and

autonomous vehicles) are modeled as agents. ITSUMO

is composed of five modules: database, simulation ker-

nel, control, demand (assignment and drivers’ defini-

tion), and the output module (visualization and statistics).

Next, we briefly present the existing modules, focussing

on the demand part.

Basic and Control Modules

Simulation kernel: In contrast to macroscopic models

of traffic simulation (which are mainly concerned with

the movement of platoons of vehicles), in the agent-

based paradigm each object can be described as detailed

as desired, thus permitting a more realistic modeling of

drivers’ behavior for instance. In the agent-based ap-

proach route choices may be considered, which is a key

issue in simulating traffic since these choices are becom-

ing increasingly more complex.

In order to achieve the necessary simplicity and perfor-

mance, ITSUMO uses the cellular–automata (CA) model

of Nagel and Schreckenberg (1992) for traffic movement

(aka. Na-Sch model). In short, each road is divided in

cells with a fixed length. This allows the representation

of a road as an array where vehicles occupy discrete po-

sitions.

Database: The information regarding the topology of

the traffic network is stored in an XML file. The database

module creates, updates, and stores the static and the dy-

namic objects to be used in the simulation, both related

to the infrastructure (supply) and to the demand. Regard-

ing the former, the main attributes are: Cartesian coordi-

nates of intersections, streets characteristics (number of

lanes, etc.); and signal plans (set of lane-to-laneset al-

lowed movements). Regarding the demand, the database

stores: insertion rate of vehicles at given nodes of the

network; origin and destination of drivers, etc. Topologi-

cal data (i.e., map attributes) can be either entered manu-

ally, or be imported directly from the Open Street Map

(OSM, www.openstreetmap.org). The database

also stores other objects such as sources, sinks, turning

probabilities, etc. Due to lack of space we refer the reader

to Silva et al. (2006).

Control: In ITSUMO the control of traffic lights is

implemented and executed via traffic light agents. A

communication is established between the agents and the

kernel using sockets. This tells the kernel to run the

action (signal plan) selected by the traffic light agent.

These control actions can be implemented by the user

as desired. We already tested several control actions, es-

pecially based on reinforcement learning, as in Bazzan

et al. (2009).

Output: Sensors and detectors are used to collect in-

formation that is displayed during the simulation, such

as the lane occupation rate, the average vehicle speed in

a street, travel time, etc.

Users can visualize the simulation both at macroscopic

or microscopic (individual vehicles) levels.

Demand Assignment and Routing

Demands are normally represented by an OD (origin-

destination) matrix that results from some survey or other

kind of measurement of demand. For each OD pair, a ve-

hicle is generated and a route is assigned. This is in sharp

contrast with the basic Na-Sch model where vehicles are

treated as individual particles without a route, meaning

that particles are not actually autonomous agents since

they do not pick their own routes.

ITSUMO handles demand in the following ways: gen-

eration of vehicles as Na-Sch particles; manual definition

of a handful of routes; automatic generation of routes us-

ing various algorithms such as Dijkstra, A*, ARA*, any-

time and dynamic shortest path algorithms. Next we give

a brief overview on the less known of these algorithms.

Both Dijkstra and A* algorithms have a satisfactory

performance in static problems. This is not the case when

routes must be computed for every driver taking into ac-

count the actual cost of each link in the network. Given

that these links depict frequent changes in such costs, ef-

ficient algorithms must be used. Moreover, in very large

networks, there is no time to find the best route. In this

case, anytime algorithms are helpful because a route can

be computed, which is the best possible solution given

a time bound. Anytime algorithms also make sense be-

cause it is usually the case that the costs associated with

each link will change making expensive computations

quickly out-of-date. In such cases it is interesting to com-

pute a partial route that is both fast and inexpensive.

Likhachev (2005) introduced three variants of the A*

algorithm: an anytime variant, a dynamic one, and one

that is both dynamic and anytime. Anytime Repairing A*

(ARA*) is the anytime variation. It introduces a weight

to control the lower bounds of A* and produces a so-

lution with a controlled sub-optimality bound. It finds

a sub-optimal solution quickly with a loose weighted

bound in the first search. Later, when more time is avail-

able, it tightens the bound and reuses previous search

efforts until it produces an optimal solution. Lifelong

Planning A* (LPA*) is the dynamic variation. The ini-

tial LPA* search is the same used by A*. When there

are changes in link costs, LPA* updates them and exe-

cutes the search again. Subsequent LPA* searches reuse

previous valid search efforts to find an updated optimal

solution. Anytime Dynamic A* is both anytime and dy-

namic. It combines the variable weighted lower bound

(ARA* property) and the update of changed costs (LPA*

property). The initial solution can be changed after the

trip of any driver has started, if there were changes in

links’ costs, or if the initial solution was not the best pos-

sible.

No matter the algorithm used, routing can be done ei-

ther in a centralized way (e.g., routes are computed by a

central entity and are assigned to vehicles), or in a decen-

tralized way. The centralized case is trivial and is per-
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formed as in commercial simulators: given an OD ma-

trix, an algorithm computes routes for each driver (inde-

pendent of departure time and network load), simulates

the journeys, and performs further re-assignments until

an equilibrium is found. In the decentralized case, the

driver computes its own route based on a given strategy

and on local knowledge. Therefore we refer to this as

local planning.

Besides, routes can be computed either in a static or in

a dynamic way meaning that either the length of a link is

used as cost, or this cost is computed based on the cur-

rent state (occupation) of the link. For the latter, a cost

function was devised, which considers occupation of the

links as a kind of inflated length. This is based on the

maximum possible speed given a particular occupation

of the link. The maximum speed V a vehicle may reach

in a link i is given by V = min{vmax, (N
i

c
−N i)/N i},

where vmax is a parameter of the Na-Sch CA model (ba-

sically it is the maximum permitted speed of the vehi-

cle, which can only be achieved under free flow); N i is

the current number of vehicles in the link; and N i

c
is the

number of cells in the link (considering all lanes), i.e., the

maximum number of vehicles that fit in it. The inflated

length Li of link i is then computed as Li = li × vmax

V

where li is the length of i.

To illustrate the idea, let us imagine that N i

c
= li =

100 (one lane with 100 cells), and vmax = 3. With less

than 25 vehicles in link i, all of them may travel at vmax,

hence the link weight is Li = li = 100 (no penalty). If,

e.g., N i = 90, Li = 100× 3/0.11 = 2700, thus the link

is penalized exponentially.

Drivers and En-Route Re-planning

One of the features of an autonomous driver is its ability

to re-plan during the trip when facing congestion. En-

route re-planning can be executed using one of the al-

gorithms mentioned before. In all cases, a driver will

compute a new route from the point where s/he starts to

re-plan, up to the destination. Henceforth when we refer

to re-planning we mean en-route planning. In this case,

the current traffic status of the known links are used. For

unknown links, the length is used instead.

So far we have implemented two strategies for trigger-

ing re-planning. One is called intersection re-planning

(IR) while the second is delay re-planning (DR). IR

means that drivers may re-plan at every intersection. DR

is based on a driver’s current delay. In this case, when a

driver arrives at a link ei ∈ Pj , where Pj is the initially

computed route of vehicle j, s/he evaluates how delayed

s/he is when compared to the expected time. If the trip

to the current position has taken τ times more time than

expected, than the driver re-plans the route. In or-

der to use DR, the driver uses its local perception. Thus,

drivers’ perception was limited to two links ahead (from

its current location). For links farther than this, links’

costs are assumed to be their respective lengths.

Remarks about the Approach

In this section we have outlined the main features of IT-

SUMO, now extended to include various routing algo-

rithms to deal with the demand. We remark that both the

control and the demand models are fully agent-based. Al-

though the user may or may not use the totality of the data

and knowledge (thus simulating a centralized approach),

it is also possible to let driver agents (or, for the sake of

control, traffic signal agents) have access to only local

knowledge (thus simulating a distributed process where

agents just have local data gathered by means of sensors).

Of course in the case of drivers, it is a reasonable assump-

tion that nowadays the full map of the traffic network is

easily accessible (e.g., if we assume that GPS devices are

wide-spread).

In order to illustrate the effects of the various design

possibilities, the next section discusses two scenarios and

the respective results. Both scenarios are thought as typ-

ical commuting scenarios where drivers select a route

from an origin to a destination. Both depart from the

simple binary choice scenario frequently seen in the lit-

erature (e.g., Klügl and Bazzan (2004)). Therefore they

deal with route choice in a network with a large set of

possible routes, as it is the case in real-world scenarios.

The first scenario is a nearly regular 6x6 grid. In this

grid all links have the same capacity, except for those

belonging to a main avenue where there is a higher ca-

pacity. This however does not change significantly the

regular characteristic of the grid. We decided to use this

grid in order to compare the results with previous papers

using it, in which we have not used ITSUMO in its full.

For instance, in Bazzan et al. (2009) this scenario was

used to illustrate the integration of ITSUMO and MAT-

Sim. In this case, the demand was handled by MATSim,

using a queue-based simulation model. Therefore it was

not completely microscopic. In MATSim, a virtual queue

is used where the actual position of the vehicle in the link

does not matter. Different from this, here we use cellu-

lar automata. Another difference between MATSim and

the current version of ITSUMO is that in ITSUMO the

re-planning is completely at local level, i.e., the driver

itself decides whether or not to re-plan. MATSim uses

a scheme that simulates a centralized mechanism deter-

mining that a given percentage of the drivers re-plan and

select those which will do so. This is done this way be-

cause the learning mechanisms implemented in MATSim

(e.g., genetic algorithms) need full knowledge that is not

necessarily known to the drivers.

The second scenario is closer to real-world urban net-

works. It is taken from the city of Porto Alegre (POA) in

Brazil, where we use the main arterials and avenues. By

using this second scenario we are able to show that real

world networks are different from regular grids.
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Figure 1: 15 Main Origins and Destinations in the POA

network

SCENARIOS

Grid 6×6

In the 6x6 grid all 60 links are one-way and drivers can

turn in each crossing. Although it is apparently simple,

this kind of scenario is realistic and, from the point of

view of route choice and equilibrium computation, it is

also a very complex one as the number of possible routes

between two locations is high.

Due to the fact that each cell measures 5 meters and

each link is 300m long, the grid nominally supports 4200

vehicles. Most links have a single lane, that is, may con-

tain 60 vehicles. Five links, however, have three lanes

and a capacity of 180 vehicles.

For every driver agent, its origin and destination are

either randomly selected, or based on an existing (non-

uniform) OD matrix. In the former case, we call this an

uniform demand. For the 6x6 grid, an uniform demand

is created by assigning probability of 1/36 to each node

being origin and destination.

Regarding non-uniform demands, in this paper we use

the following (already used by us in previous papers as

mentioned). On average, 60% of the drivers have des-

tination at a given link. The other nodes have, each,

1.7% probability of being a destination. Origins are

nearly equally distributed in the grid, with three excep-

tions (three “main residential areas”). The remaining

links have each a probability of 1.5%.

Besides these two types of demand, we have also per-

formed simulations using the Na-Sch driver, i.e., these

behave like particles with no route. There are sources on

every node, all producing vehicles with the same proba-

bility. Sinks are also located on each of the 36 nodes, and

remove vehicles with a probability of 1/36.

No matter the kind of demand used, the actual trips

are combined with simple forms of control: traffic lights

running signal plans with fixed time, or greedy strategies.

Each node runs a signal plan, with a cycle length of 60

seconds and a split of 50% of green time for each traffic

direction. The actions of the traffic light agents are: to

run the default signal (in the fixed mode), or to modify

the base plan in a greedy way allowing more green time

for the more congested approaching lanes.

Real-World Network

Although the 6x6 grid is a realistic scenario from the

point of view of routing (as the number of possible routes

is large), it is a small scenario given that up to 4200 ve-

hicles can occupy the network. Larger scenarios were

already tested in ITSUMO as in Bazzan et al. (2010),

where the downtown part of the urban network of POA

was used. In that case the network accommodates 8000

vehicles.

In the present paper we aimed at extending these fig-

ures considerably thus we are using an extended portion

of the same city, depicted in Fig. 1. We have opted to

have only the main network of arterials. This was done

in order to focus on the effect of routing and re-planning.

Therefore we need to consider a large portion of the city

(otherwise routing makes little sense). The more links

used, the more drivers that have to be simulated, or we

risk having low occupancy. This of course has an impact

in the simulation time. Thus we opt to have less links

(but the busy ones).

As in the 6x6 grid, for this second network we discuss

cases with and without the use of traffic lights. When

these are present, the signal plans have cycle length of 60

seconds, with uniform green time for all phases.

Overall, the network comprises 61 nodes (46 having

traffic lights), 151 links totalizing 76K meters, and we

have varied the number of vehicles as much as possible.

We remark that one link has several lanes (typically 3

in each direction) and since each cell has 5 meters, the

network holds up to approximately 100K vehicles.

Similarly to the grid 6x6, for every driver agent, its ori-

gin and destination are either randomly selected or based

on a non-uniform OD matrix. The uniform demand was

generated by assigning the probability of 1/61 = 1.64%

to every node (both for origin and destination). Regard-

ing non-uniform demands, the origins and destinations

are concentrated in 15 main nodes that are depicted in

Fig. 1. Due to lack of space we do not show the OD ma-

trix but remark that for instance almost 10% of the trips

originate in a given node. This is in sharp contrast with

the 1.64% in the uniform demand.

RESULTS

In this section we present and discuss the main results re-

garding both networks regarding effects of different types

of demand, use of traffic lights, routing algorithm, etc.

We start with the 6x6 grid, discussing the baseline case,

i.e., the basic Na-Sch model, where vehicles are treated

as individual particles. For our purposes this has little

usage because these particles cannot be routed. There-

fore we just show briefly what happens if we do allow

only this kind of vehicles to populate the network (next

section). Next, we discuss the effects of algorithms and

control strategies in both networks and compare them.
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Figure 2: Average travel times in grid 6x6, for differ-

ent number of drivers. Top left: uniform demand, no

lights; Top right: uniform demand, with lights; Bottom

left: non-uniform demand, no lights; Bottom right: non-

uniform demand, with lights. �: Dijkstra; ∗: A*; A:

ARA*; +: re-planning

Baseline: Drivers as Particles

The main metric that is used in both the 6x6 and the big-

ger network is the average travel time of all routed vehi-

cles. Unfortunately this metric is not adequate in the case

of Na-Sch particles because these have no route and, at

each junction, there is a probability that an existing par-

ticle is consumed by a sink. Thus, for the Na-Sch parti-

cles we use a different metric, namely the time necessary

for the last driver to quit the simulation. This gives a

rough idea of how long it takes for a given number of

drivers to travel before they are all removed. Na-Sch par-

ticles are generated, at each of the 36 nodes for a fixed

time period, with a given insertion rate. For instance,

if it is 0.2, one can expect the insertion of about 1000

vehicles into the network if we let the source active for

1000/(0.2× 36) ≈ 139 time steps.

With this rate, it takes 1030 time steps for the last of

the 1000 vehicles to quit the simulation. This time then

increases slightly up to around 1400 time steps when the

insertion rate is 1.0.

Contrarily to these particles, as discussed in the next

sections, travel time for drivers with routes increase much

more abruptly. This means that particles have a stable

behavior and in fact this behavior is much more related

to how the sink removes them than to how they select a

route. This is of course not realistic as it is not what is

observed in the real-world.

Simulating Autonomous Agents

One first remark that has to be made relates to particu-

lar characteristics of the Na-Sch model used for move-

ment of vehicles. Because a gap must be considered be-

tween the vehicles, one generally cannot achieve more

than roughly 50% occupancy of the network (meaning
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Figure 3: Average travel times in the POA network; Plots

as in Fig. 2; �: Dijkstra; ∗: A*; A: ARA*; ×: greedy;

+: re-planning

that for each vehicle there is one empty cell ahead). This

is especially the case when no traffic lights are used.

When they are present, stopped vehicles of course may

eventually fill all possible cells in a link. This has an ef-

fect on the maximum number of vehicles in the network

at any given time, as shown below. In general, given the

nominal capacities of the 6x6 and POA networks (4200

and 100K), we can expect to fit around 2K and 50K ve-

hicles respectively.

The second remark relates to the fact that we have not

implemented any deadlock solver because this would im-

ply ad-hoc and arbitrary decisions (such as “jumping” ve-

hicles out of a link when in a deadlock situation). There-

fore, when we start increasing the number of vehicles in

the simulation, at some point deadlock situations may

happen as vehicles block each others and none is able

to move further. This is especially the case in the 6x6

grid that has only one lane in most of the links. In the

POA network most of the links have 3 or more lanes but

deadlocks occur there as well because in some parts the

level of congestion is severe.

Therefore, in the experiments discussed next, we start

increasing the number of vehicles up to the point when

deadlocks are noticed. Figures 2 and 3 thus can only

show situations without deadlock. In some cases the

transition to deadlock regimes is nearly chaotic as for in-

stance when 2K drivers are simulated in the 6x6 network,

under uniform demand.

We now turn to the results using the routing mecha-

nisms. The experiments were run in Intel(R) Core(TM)

i7 CPU 860 / 2.80GHz with 8 GB of RAM. They run

from 0.06 seconds (500 drivers, network 6x6) to 30 hours

(50K, POA). As mentioned, the main metric here is the

average travel time over all drivers. Travel times are

given in simulation steps. In the Na-Sch model used for

movement of vehicles, one time step is the time neces-

sary for moving a vehicle from one cell to another. For

instance if a vehicle has speed 3, this means it moves 3

95



cells per time step. Given that the cell has 5 meters, this

means 15 m/step. Thus, a travel time of, say, 1000 means

a traveled distance of 15 km (with speed 3) or 5 km (with

speed 1).

In the experiments, every driver may decide to re-plan.

Here we just report results yielded by the IR strategy de-

fined before.

Figures 2 and 3 show travel times for various cases,

for both networks. In both, the two plots at the top refer

to demands uniformly distributed, whereas the two bot-

tom plots refer to non-uniform OD matrices; left plots

are with the activation of traffic lights, whereas the right

ones refer to scenarios without traffic lights. Although

we do not show error bars, we remark that the standard

deviation of the averages we report here are mostly be-

low 1%. We discuss the main effects of the changes of

the various dimensions in the next sections.

Use of Different Routing Algorithms

As expected, algorithms belonging to the same family

(e.g., Dijkstra and A*) yield equivalent travel times, with

some remarkable exceptions. In general these excep-

tions can be explained by A* and Dijkstra selecting dif-

ferent kinds of routes in a regular grid. A* selects a more

direct route trying to stick to a straight one. Dijkstra se-

lects one among many routes that have the same optimal

cost; usually this route is the same for different drivers.

In particular, as seen in Fig. 2, left plots (no traffic lights),

there is a significant difference in travel time between Di-

jkstra and A* for 2K drivers. This is explained by the

fact that this is the transition to a deadlock situation in

a regular grid. This transition is, as mentioned before,

chaotic in this particular case probably due to the fact

that there are in fact not many alternatives for drivers and

hence deadlocks occur more frequently.

Apart from this, from figures 2 and 3, it is possible

to see that the A* and Dijkstra yield approximately the

same travel times. Also as expected, in general, the run-

ning times of A* are lower.

As for the ARA*, this was executed four times, tight-

ening the weight from 2.5 to 1.0 each 0.5 to emulate a

constraint regarding planning time. ARA* had a poor

performance in network 6x6 because it selects the same

routes for all the vehicles, similarly to Dijkstra, as men-

tioned. This is because there are more than one optimal

routes with the same costs in a regular grid.

Uniform versus Non-Uniform Demand

Comparing top and bottom plots in Fig. 2, one notices

that there is not a significant difference between the plots.

This is so because nodes are regularly distributed. This

has the consequence that the uniform demand generates

traffic that is indeed nearly uniformly distributed. The

OD matrix for this scenario, as mentioned before, fore-

sees three major origins and one major destination but

apart from this the rest is uniformly distributed. This

explains the relatively small difference between the two

kinds of demands.

In the POA (non-regular) network (Fig. 3) however,

many of the 61 nodes are concentrated in the center of

the city. Having more nodes in this area makes it much

more likely to originate and attract trips when these are

uniformly distributed. This has a certain impact on travel

times, but an even stronger impact in the appearance of

deadlocks. In fact, looking at Fig. 3 one see that it was

not possible to simulate more than 12K for the case of

uniform demand due to existence of deadlocks. When

the demand is non-uniform, we are able to simulate more

than 50K drivers without noticing deadlocks.

The average travel time is higher in the cases with

non-uniform demands when compared to cases with uni-

form demand, for the same number of drivers. Take for

instance 8K drivers. When the trips are uniformly dis-

tributed, the average travel time is as low as 437 (using

A*). This changes to around 700 when trips are accord-

ing to the non-uniform OD matrix.

In summary, there are many differences between the

two kinds of demands. In regular networks deadlocks

start to occur for roughly the same number of drivers, in-

dependent of type of demand. This is seen in the four

plots of Fig. 2 where we were able to simulate, depend-

ing on the case, up to 1.5K to 2.5K drivers. In non-regular

networks, having regularly distributed trips severely de-

creases the number of drivers that can use the network

because the area with most nodes (generally the cen-

ter of the city) originates and attracts far too many trips

and deadlocks occur there even for a small number of

drivers.

Effect of Traffic Lights

In order to compare the cases with and without use of

traffic lights one should look respectively at the right and

left sides of figures 2 and 3. In the case with traffic lights,

most plots refer to fixed time scheme, i.e., cycles are 60

time steps and do not change. Greedy traffic lights did

not provide significant reduction in travel times.

The main conclusion is of course that travel times in-

crease due to the delay imposed by the red lights. The

magnitude of such delay is different for both networks.

In the 6x6 grid the increase is around 50% (for instance

100 to 150 steps for 500 drivers). There are some differ-

ences related to the type of demand with a tendency of

less fluctuation when the demand is non-uniform.

In the POA network the variation in travel time in-

creases much more and ranges from 50% to 90% when

the demand is uniform (comparing both top plots). When

the demand is non-uniform (both bottom plots), it ranges

from 100% (20K vehicles) to 170% (40K vehicles).

Effect of Re-planning

In this section we discuss the effect of using the IR strat-

egy for re-planning. Each time a driver re-plans s/he used

A* or LPA*. Here we report only the former but note that

there were no significant differences.

In general one can affirm that re-planning decreases

the travel time. However this decrease varies from case to
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case. Re-planning has a complex effect since it is highly

coupled with other factors such as number of drivers,

type of demand, regularity of the network, and whether

or not traffic lights are employed.

Regarding the number of drivers, as expected, re-

planning pays off when the network is close to the sat-

uration level. This can be seen in Fig. 2: in almost all

plots (a remarkable exception is top left that corresponds

to uniform demand), travel times under re-planning are

at least as good as when no re-planning is used. In

particular, re-planning yields significantly lower travel

times when there are more than 1500 drivers (for exam-

ple, compare + and ∗ for more than 1500 drivers). This

general picture also applies to the POA network (Fig. 3):

in almost all cases, and especially for higher number of

drivers, re-planning yields lower travel times.

It is also remarkable that in some cases re-planning

was able to eliminate the deadlock (see both plots at bot-

tom of Fig. 2 and both at top of Fig. 3). This corroborates

the intuition that re-planning only pays off when the net-

work is close to saturation. Also, re-planning achieves

better results when the demand is non-uniform, the net-

work is non-regular, and when traffic lights are active.

The fact that these are exactly the conditions re-planning

is used in the real-world can be seen as a kind of valida-

tion of the agent-based approach.

CONCLUSION AND FUTURE WORK

In this paper we have presented the latest extensions in

the ITSUMO simulator. Previous versions of this simu-

lator have considered drivers as Na-Sch particles, turn-

ing it difficult to implement scenarios where trips are de-

rived from, e.g., OD matrices. Our intuition is that these

two methods of demand handling are completely differ-

ent and therefore do not produce the same overall behav-

ior.

Therefore, the goal here was twofold. First we aimed

at providing new tools in ITSUMO that facilitate the de-

sign of intelligent drivers that can plan and re-plan their

routes. This was accomplished by means of discussing

design issues in two scenarios, by stressing differences

and similarities found, as well as by discussing the ef-

fects (on travel times) of type of demand, type of net-

work, number of drivers, efficiency of the routing algo-

rithms, etc. The second goal was to compare travel times

of Na-Sch drivers and drivers with routes. By doing this

we were able to show that the travel times are indeed dif-

ferent, both qualitatively as well as quantitatively. Our

main conclusion here is that the former does not repro-

duce realistic behaviors. For example, travel times did

not increase sharply with number of drivers, as observed

in the real-world, where drivers do have routes.

As for ongoing and future work, we are currently test-

ing a variant of the local planning in which drivers are

able to use their individual knowledge (gathered during

commuting time) in the selection of route. With this we

aim at investigating whether there are differences in over-

all travel time, when compared to centralized route com-

putation.
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ABSTRACT 

Recently, anticipation and anticipatory learning systems 
have gained increasing attention in the field. The 
interest of researchers in anticipation did not started 
over night. Anticipation observed in the animals 
combined with the multi-agent systems and artificial life 
gave birth to the anticipatory behaviour. This is broad 
multidisciplinary topic, but there are little thoughts on 
relation of anticipation with the reactive behaviour, the 
similarities and where the boundary is. Reactive 
behaviour is still considered as the exact opposite for 
the anticipatory one. It was shown by us that reactive 
and anticipatory behaviour can be combined. Designed 
multi-level anticipatory behaviour approach is based on 
the current understanding of anticipation from both the 
artificial intelligence and the biology point of view. 
Original thought is that we use not one but multiple 
levels of unconscious and conscious anticipation in a 
creature design. The topic is quite comprehensive and is 
out of scope of a single article to describe all 8 levels of 
the 8-factor anticipation framework design. The aim is 
not to extensively present all the achieved results but to 
demonstrate the thinking behind. Primary industrial 
application of this approach is intelligent robotics. 
 
INTRODUCTION 

Man desire for copying the creations of Mother Nature 
reaches deep into the history. In the second half of the 
20th century robotics as a science branch started to 
advance rapidly. Robots started to be smaller, smarter 
and autonomous. Scientist all over the world focused on 
various areas or robot control starting from the space 
orientation, navigation through recognition, adaptation 
up to the cooperation in teams and behaviour. 
The autonomous operation of robot in real environment 
meets many challenges. The control architecture must 
give the robot ability to react timely with respect to 
local disturbances and uncertainties and adapt to more 
persistent changes in environmental conditions and task 
requirements. The inherent problem of this area of 
research is that considerable work effort is required to 
equip robots with adequate means for sensing (sensors) 
and actuation (effectors). Recognition and 

transformation of data in noisy and voluminous 
environment poses an obstacle in the robot design. 
Therefore, to study control architecture, for us the most 
interesting part, the research moved from real 
environments to virtual environments. The term “agent” 
replaced the term “robot”. The research mainly of 
behaviour no longer needs a physical robot; the virtual 
representation of the robot can provide the same level of 
embolism as a real one. For such virtual robots in 
analogy with the multi-agent systems (MAS) the term 
“agent” stated to be used. By this two fundamentally 
different approaches were joined by the selection of 
common name “agent”. MAS originally used the top-
down approach, focused on planning, problem solving 
which we can consider as a high-level function of some 
animals and humans (Huber 2010). On the contrary the 
bottom-up approach used in the robotics and originally 
by nature in the simple organisms and animals is more 
focus on reactions to the stimuli. This approach uses 
emergence as a tool for creating more complex and 
complicated behaviour by chaining the basic reaction 
together. By joining these two approaches together with 
meaningful trade off between theirs pros and cons 
proved to be an interesting approach. On the top of this, 
the interest turned in last decade to the ability to predict 
future changes and preparation for them, term 
anticipation started to be used for this topic. 
The presented research builds upon knowledge from 
several scientific fields. Ethology / biology contributed 
by the various examples and experiments with animals 
focused on the explanation of the behaviour and the 
mechanism that produces and selects the behaviour not 
only as a reaction to the current state but also as a 
reaction to estimated future states and preparation for 
them. Control engineering provided a framework for 
formalizing systems, describing, controlling and 
modelling them and also estimating their future states. 
Classical Artificial Intelligence (AI) offered the high 
deliberative functions like learning, planning, reasoning 
and others. 
Described approach to anticipation is inspired by works 
of several researchers such as Dubois, Butz, Martinho 
and Stolzman. The novelty of our work is in two main 
ideas. The first idea is bringing the distinction between 
conscious and unconscious anticipation. The second one 
is in the classification of different types of anticipation. 
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ARTIFICIAL LIFE APPROACH 

The term Artificial Life (ALife) literally means “life 
made by humans rather than by nature”. ALife 
approach (biological model) of implementation of 
intelligent behaviour is inspired mostly by nature 
phenomena, instead of classical artificial intelligence 
(rational approach) which is more concerned about 
logic, rationality and just partially on algorithms 
inspired by nature. Another significant difference 
between AI and ALife approach is in the object of 
interest. Artificial intelligence is focused on complex 
thinking tasks, such as for example chess playing, text 
understanding, disease diagnostic etc. ALife on the 
other hand focused on the very basic elements of natural 
behaviour with stress on survival in changing 
environment.  
The most of existing ALife approaches are based on 
algorithms which enables autonomous robots, as 
artificially created creatures, to evolve and adapt. These 
algorithms are inspired almost exclusively by biological 
systems. They have contributed the development of a 
large number of artificial intelligence techniques such as 
neural network architectures, genetic and evolutionary 
programming, robotic and multi-agent systems and 
others. Each biological system brings a large amount of 
evolutionary baggage unnecessary to support intelligent 
behaviour, but focusing not on content but on principles, 
the study of animal behaviour can provide a lot of 
models that can be successfully implemented within 
artificial (robotic or agent) system. Due to the inherent 
complexity of these systems a multi-level analysis 
approach supported with a lot of experiments and 
simulations is required. The common technique is to 
pick only one aspect or phenomena convert it to the 
algorithm and test it functionality in simulation. 
Animals, in contrast to the majority of agent 
applications, in which agents are highly specialized in 
terms of behaviour, deployment environment, learning 
capabilities etc., incorporate broad set of behaviours and 
high level of adaptability, mobility, social capabilities, 
proactivity, reactivity, and are employing various 
learning methods in one system. It is still a challenging 
task to mimic all of this in artificial creature including 
the wide set of behaviours such as predator avoidance, 
nesting, fighting, eating, exploring, sleeping, 
reproduction and others. With computational power of 
nowadays computers we have reached the point when 
we can imitate Mother Nature. ALife gives us chance to 
test our comprehension of intelligence, adaptation for 
living conditions and evolution (Kohout and Nahodil 
2010). 
The philosophy of classical MAS has been reversed in 
Artificial Life. ALife draws inspiration from many 
science disciplines such as biology, ethology, sociology, 
psychology, mathematics (grammars) and physics. 
ALife is often being connected with the phenomena of 
emergence. By mutual local cooperation of primitives a 
new phenomenon on global level arises. Principle of 
superposition does not work here, the sum of the parts is 
better than the whole (nonlinear behaviour of elemental 

primitives). This is called emergence and is achieved 
without any central control. Tools for evolution towards 
more complex and more perfect structures are self-
reproduction, mutation and selection. 
 
ANTICIPATION AND EMOTIONS 

Basic definition of anticipatory systems was published 
in 1985 by biocyberneticist Robert Rosen in his book 
Anticipatory systems. He defined an anticipatory system 
as follows: “A system containing a predictive model of 
itself and/or its environment, which allows it to change 
state at an instant in accord with the model's 
predictions pertaining to a latter instant”. Rosen in his 
book was inspired by his observation of live organisms, 
namely the ones with higher intelligence. Especially by 
their ability to predict the future and make adaptations 
based on them. This ability of live beings was already 
discovered before. Rosen however utilizing this 
knowledge, created a theory which was abstracted for 
various systems. All beings of nature use anticipation 
whether they are aware of it or not. 
What is not that obvious is that anticipation is not matter 
of a single mechanism or a control block in a living 
organism. Anticipation happens on many different 
levels even in the very simple creatures. The works 
studying anticipation in the past overlooked this fact, 
focusing on the anticipatory principle or mechanism 
only. And that exactly allowed us to use not one but 
several levels of anticipation in a creature design and to 
observe the results. Our approach is to our knowledge 
one of the first that looks at the conscious and 
unconscious part of anticipation separately. 
As an example showing different level of anticipation, 
to explain our postulate above about different levels, I 
can use something very common a tennis player. While 
playing the opponent a player is trying to estimate 
(based on measured observations) the opponent’s action 
and also the result of his action (trajectory of the ball). 
This estimate is based on the “model” the player has. 
This model contains among other the human body 
physiology, the laws of gravity and physics. These are 
not expressed as equations but as patterns and rules for 
reaction. These patterns and responses can be improved 
by training. The prediction of future state plays 
important role in closing the loop of regulation (control) 
namely. The prediction influences the decision about 
current state anticipation and the behaviour influenced 
by the future state anticipatory behaviour. This clearly 
suggests that anticipation is not just another function of 
the organism; it is built in and applied on different levels 
(Huber 2010). 
The definition of what exactly is an emotion in an 
anticipatory system is not a trivial matter. Consider, for 
instance, surprise, a central concept in anticipatory 
systems, as non-anticipatory systems cannot be 
surprised. This is clear, surprises come from 
expectations, and if there is no expectation there cannot 
be a surprise. Or better the surprise can still happen but 
it will not be perceived like one by the non-anticipatory 
system. Although all anticipatory systems deal with 
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surprise in one way or another (ignore it, evaluate the 
reinforcement, etc…) not all systems consider it to be 
truly affective state. It is important to understand the 
possible relations between emotion and anticipation, to 
disentangle very different structural and psychological 
relationships between the two concepts. There are three 
different relationships between emotion and anticipation 
according to work of Carlos Martinho (Martinho 2007): 
• Emotions eliciting an anticipatory behaviour (as the 
tendency to act), 
• Emotions resulting from eliciting or confronting 
anticipatory representations (where emotions can be 
seen as such a representation), 
• Anticipating future emotions (in the sense that there is 
a special pathway for emotions when compared to other 
representation pathways). 
Emotions are important part of the behaviour of each 
being but it is really hard to provide an exact definition. 
Mostly due by its ubiquity, emotion can be approached 
in many ways in psychology and other related 
disciplines. It would be closed-minded not to utilize the 
knowledge about emotions and how they influence 
behaviour in artificial creature design. I already 
mentioned in the introduction that ALife is an 
interdisciplinary science. Theories from various 
disciplines such as (biology, sociology, anthropology, 
neurophysiology, cultural studies and philosophy) show 
how emotions are not only an inter-individual matter, 
that goes far as language and culture, and have a good 
heuristic value. Beyond emotion, no other aspect of 
human condition is at-ease in adopting a multi-
disciplinary and plural approach. Any other approach 
would be too simplistic, and would not make justice to 
the fascinating field of emotion (Dubois 2004).  
It may seem that these two examples bear little 
resemblance however they have something in common. 
In both the prediction of future state plays important 
role in closing the loop of regulation (control) namely. 
The prediction influences the decision about current 
state anticipation and the behaviour influenced by the 
future state anticipatory behaviour. This clearly suggests 
that anticipation is not just another function of the 
organism; it is built in and applied on different levels. 
Main goal of my research group is to implement 
anticipation in the agent architecture. So initially we 
focused on revision of the current theories and then we 
tried to formulate own theory. We have received a proof 
that anticipation, implemented even on these multiple 
levels can be beneficial with much better results. The 
main reson for this is, that anticipated values and states 
provide additional input to the decision making process, 
we like to say it brings a new dimension. This enables 
for various improvements of the behaviour patterns. 
The anticipation can be applied in variety of areas, 
because it goes beyond the future state estimation. It 
provides this as an additional input to decision or 
regulation mechanism. Primary industrial application of 
our approach is intelligent robotics and humanoids. 
 

MULTI-LEVEL ANTICIPATION STRUCTURE 

It is obvious that there seems to be several types of 
anticipation as shown above. Even though we embrace 
the categorization of Butz Anticipation (Butz et al 
2003), we were not entirely satisfied with it. As shown 
below we struggle to categorize his 4 basic types from 
the point of control of the creature’s will. We solved 
this by applying each category on conscious and 
unconscious level, creating thus 8 types of Anticipation 
which we call Multi-Level Anticipation or 8-Factor 
Anticipation – 8FA (Kohout 2011). This is an original 
and novel contribution to the Theory of Anticipation. 
We came up with and will father develop and research. 
All the levels are schematically shown on Figure 1. 
 

Conscious

Unconscious

Implicit Sensory Reward State

 
Figure 1:  The 8-Factor Anticipation 

There are these 8 sorts of Anticipation: Unconscious 
Implicit, Conscious Implicit, Unconscious Sensory, 
Conscious Sensory, Unconscious Reward, Conscious 
Reward, Unconscious State, and Conscious State. 
  
We can say that the complexity grows in the picture 
from the left to the right and from the bottom to the top. 
Generaly an architecture spans through multiple levels. 
This means that the current works cannot be categorized 
by just one level, rather by a collection of levels they 
cover. Firstly, I will describe our understanding of all 
levels, then I will present an explanatory experiment we 
conducted to further demonstrate the ideas. To compare 
the work with other and statistically evaluate, we would 
need to encompass more than these two levels.  
Anticipation is a characteristic of the living, but not a 
specific action or activity. We do not undertake 
anticipation. It is not a specific task. Anticipation is the 
result of a variety of processes. We are in anticipation. 
These are basic ideas that should be understood to 
successfully explore the broad field of anticipatory 
behaviour. As an outcome, anticipation is expressed 
through consequences like increased performance (an 
anticipated tennis serve is returned, danger such as a 
passing car is avoided, an opportunity in the stock 
market is used to advantage). Anticipatory processes are 
defined in contrast to reaction. The living learns, but 
some of its anticipatory characteristics are inherited. 
Better yet, they are implicit in the condition of being 
alive, or implicit in survival. Adventure, as an 
inclination, is telling more of survival than of curiosity - 
unless curiosity itself is related to survival. 
This paper greatly contributes to the understanding of 
differences between anticipation and other processes 
like guessing, expecting, forecasting, planning and 
predicting. It is vital to understand these differences in 
order to further investigate the possibilities of 
anticipation. 
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Unconscious Implicit Anticipation 

Under Unconscious Implicit Anticipation, we 
understand the behaviour that was imprinted in the 
creature by Nature (evolution) or by a creator (in 
artificial case) and that is not voluntary. Reactions and 
reactive behaviours itself is not anticipatory. Reaction is 
very often used and wrong understood as an opposite to 
anticipation (Kohout and Nahodil 2010). A possible area 
of involving of Implicit and Unconscious Anticipation is 
in inner agent processes that try to imitate the creature 
physiology, energy management, and internal processes. 
The inner process can either directly or indirectly 
influence the decision process. If it influences the 
decision indirectly than it needs some regulation system. 
This regulation system is hardcoded within the 
organism and is not consciously controlled hence it can 
be classified as Implicit Unconscious Anticipation.  
We described here the first and the most basic 
anticipatory factor from our 8-Factor Anticipation 
Framework (8FA) and also suggested and discussed 
improvement to the implementation that might under 
certain circumstances increase the efficiency of the 
artificial creature.  
 
Conscious Implicit Anticipation 

 The combination may seem illogical because implicit 
anticipation is something imprinted in the creature by 
design. How can this be consciously controlled? 
Here still everything depends on the design but the 
results are available to the higher levels and also higher 
levels data such as desired state (converted to the 
desired value in the current step) are available as inputs. 
We described the second factor of our 8-Factor 
Anticipation Framework (8FA) here. This level 
leverages so called emotivector, introduced by Carlos 
Martinho in his thesis (Martinho 2007). Three 
modifications of the emotivector were suggested. The 
first one being anticipation of an input second being the 
rateability and last usage of meta-estimators with a 
priority queue. Only the second was broad tested in 
experiments and results provided as the other two do not 
need experimental confirmation. 
 
Unconscious Sensory Anticipation 

Moving on to the Sensory Anticipation on the 
unconscious level concludes all the sensory input 
gathering, pre-processing and data filtering. Basically 
here we can meet all the functions that cannot be 
voluntarily influenced. This information is collected, 
processed, stored or disregarded based on the attention 
and other factors. We can simulate the situation where 
the input magnitude is so huge that it cannot be 
processed all by the conscious processes. The key role 
here plays the estimation approaches chosen to provide 
the estimate. The function that we sometimes require to 
get closer to the animal world is filtering the 
information in order to reduce the information value - so 
more less informative data can be processed at the same 
time.   -  In this part we described the approach to 

estimate the next value on the level of sensor. At this 
level there is no context added, the next values are 
based on the historic values and the selected criteria 
(minimum squares, maximum likelihood) are computed. 
Please note that prediction of the value is in our design 
just a mechanism used to produce estimate that is 
processed further by other levels to generate the 
behaviour including emotions. 
 
Conscious Sensory Anticipation 

We are on the Sensory Anticipation level now, so we 
have access to the sensor data and from the previous 
level even to the estimate of future data. 
A dog hunting a rabbit does not need to sense the hare 
continuously. If the hare, for example, disappears 
behind a bush - the dog predicts the future location of 
the hare by anticipating where it is going to turn up next 
and continues its hunt in this direction. This behaviour 
described below needs little bit more than a pure 
sensory input. It requires recognition of the objects 
(rabbit, bush) and making projections of a sensory data 
that cannot be directly measured at the moment by 
sensors. Also some knowledge about the rabbit and the 
environment has come into play. This means that we 
would need some already stored data to be recalled from 
the memory and associated with the recognized objects. 
Several necessary modifications to the reference 
algorithm were required to adapt it to our environment. 
We suggested another modification using the estimators 
to aid the probability distribution. The main point of this 
contribution is that this is a first example how the levels 
can support each other and work together. This is one of 
the key aims for our work.  
 
Unconscious Reward Anticipation 

 
The reward or better said reinforcement to include also 
punishment is a powerful way to learning. 
There are countless approaches, theories and their 
modifications using reinforcement to create adaptive 
artificial creatures. Reinforcements together with the 
expectations (anticipation) also serve to generate 
emotions. Now we are at the level of unconsciousness 
which means that information should be processed in 
quick and simple manner to have a decision ready in 
case the conscious part is still processing the data but 
the action is needed at the moment. So the first 
requirement is a fast and easy computing. The second 
consideration we need to do is about emotions. If we 
want our creature to experience emotions we need to 
generate them somehow. In our opinion emotions 
originate in the unconscious level but they are 
recognized by the consciousness and can be there 
partially controlled. 
We focused mainly on emotional state generation here. 
We have discovered several weaknesses of the 
emotivector approach and extended the theory to cover 
more complex simulation. We could introduce an 
emotion cube, which addresses the emotion 
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superposition in a complex environment where more 
than one emotion is generated from the sensory inputs. 
 

 
Figure 2:  The Emotion Cube 

 
Conscious Reward Anticipation 

At this level we are finally reaching full capabilities of 
the current architectures. At this stage we are looking 
for framework that works with reward, and is able of 
working with the observations and gained knowledge 
including creating, modifying and deletion. We need to 
keep in mind that these might serve for other conscious 
levels to work on and hence they need to be compatible 
or abstract enough so all levels can understand them. 
This also means that the system should be open enough 
in terms of inputs it requires and outputs it provides so 
we can easily integrate it in the complex architecture. 
We have argued what algorithm is right to use within 
our framework. Since the selected algorithm is ACS 
which has countless tested modifications. We focused 
on the integration of the algorithm with the rest of the 
architecture. The reason for this is, that if the first 6 
levels are implemented it created already a complex 
artificial creature with anticipatory behaviour. This 
means that a subset of our 8-factor anticipatory design 
for consistency called 6-factor anticipatory design 
meets the goals of our work fully. As shown in the text, 
the first six levels conclude implicit, sensory and reward 
anticipation. These gives the artificial life agent the 
necessary prerequisites to be able to sense and learn in 
the environment. The other two levels gives the agent 
additional reasoning and deliberative capabilities.  
 
Unconscious State Anticipation 

This is the last of unconscious levels at the same time 
the most sophisticated and complex one from the 
unconscious levels. It has a similar problem to the 
Conscious Implicit Anticipation. The combination itself 
seems at the first sight confusing. However it is 
important part of the architecture and has its meaning. 
One example is the internal state of the creature. It is 
monitored through internal sensors, it is regulated and 
working without external actions needed but some 
unusual states should be reported to the conscious 
levels. The motivation was taken from the nature as 
always. So anticipatory monitors using the information 
about current actions and observed internal values 

behaviour would help to optimise the system and bring 
it again from reactive to anticipatory. 
At this level we are creating additional information 
about the environment and the agent internal state that 
can be useful in complex scenarios. For example, 
learning the path (for example in a maze) could be used 
when a goal to reach the end of the maze is presented. 
This information can or cannot be utilized which means 
that it complicates the architecture which means that it 
will be slower and might lead to sub-optimal solutions 
compared with the 6-factor architecture. However the 
benefit is in additional reasoning capability and more 
“life-like” behaviour that we strive to achieve. 
 
Conscious State Anticipation 

The most complex and therefore the most interesting 
factor of 8FA is Conscious State Anticipation. 
Basically all the classical AI approaches can find their 
place here starting from state space searching through 
planning up to the reasoning about others and self. 
These tasks typically require more time to process or 
let’s say spare time. This can be imagined as a state of 
the agent where there is no urgent internal need to 
pursue any goal (food, sleep, etc...). Also the agent 
external goals are satisfied. In that case the agent can 
select the action to be to build, review, updated or 
evaluate the model of its own state or of others. 
This level is very general and basically since it is a last 
level it can be used as an abstraction for any mechanism 
that was missed in the previous levels and is in the 
particular design needed. In general a long list of 
approaches can be taken (from which some were 
described in this work). It can have the shape of Kalman 
filter, temporal logic, state space search, planning, etc... 
 
EXPERIMENTS AND OBTAINED RESULTS 

Simulations in the virtual environment is the only way 
(for ALife in most cases)  how to test theories and 
compare effectiveness of results with others. We have 
conducted our experiments in the REPAST simulation 
tool (REPAST 2010). Because our angle of view is 
novel and might be hard to grasp, I demonstrate this on 
the simplest possible examples in order to focus solely 
on the main ideas of described work. 
In the experiements I will skip the first two levels, as 
they have been already explained in published works  
(Kohout and Nahodil 2010), (Kohout 2010),   and I will 
focus on the sensory, reward and state levels in this 
article. The examples of the conscious sensory level are 
showing the object persistence. 
 
Conscious Sensory and Unconscious Reward 
Anticipation 

This example is to show not only the principles of 
object persistence belonging to the conscious sensory 
anticipation level. It is also presented in conjuction with 
eotion generation of the unconscious reward level and 
thus demonstrating that the different levels we described 

Reward	  Neutral	  

Expectation	  
difference	  

Surprise	  

Punishment	  
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are not perceived as a standalone entities but as an 
interral parts of the 8-factor architecture. 
For this experiment we have an agent (“wolf”) 
observing another agent (“pig”) and estimating it’s 
position after it disappears behind the wall (this is the 
conscious sensory anticipation). Once the observed 
agent is visible again and the observing agent can verify 
his expectation an emotion can be generated, also the 
intensity of the emotion is evaluated and the final 
emotional state generated. For this purpose the 
behaviour of the observing agent was modified and once 
it is hidden, it can decide to turn back an continue it’s 
motion counterclockwise, which will lead to surprise 
and also to difference between anticipated and real state. 
 

   

Figure 3: Emotion Generation – confirmed expectation 
leading to joy (left), unconfirmed expectation leading to 
suffering (right) 

 

 
Figure 4:  Probabilistic Occupancy Map – the visualization of 
the probability of object hidden behind obstacle 

This experiment was used as a proof of concept and also 
to demonstrate several things. In isolation of levels it 
was proven that the comparison of expected and real 
values can be used to generate emotions. It was also 
shown that agent can successfully track an object even 
when hidden behind obstacle, based on the anticipation 
of the continuation of the movement. In the integration 
level, it was shown in this example that the object 
observation behind the wall can be one of the inputs into 
the generation of emotion. 
 
Conscious Reward and Unconscious State 
Anticipation 

 
The reason to demonstrate two levels together here is to 
show the tight integration of the levels with each other. 
The same implementation is used for these two levels. 
The Anticipatory Classifier System (ACS) was used to 
implement each level. Conscious reward anticipation is 
used fully consciously to achieve the goals and receive 
the reward. On the unconscious state level it is used for 
latent and thus unconscious learning process. The ACS 
serves as a method here how to capture the latent 
learned knowledge. 

   

Figure 5:  The Taxi Problem – visualization of the simulation 
(left), the convergence of the attempts to change the rule base 

(right) 

      In this scenario the main actor is a Taxi agent, 
shown as a yellow van. This agent’s goal is to pickup 
Client agents shown as a red woman and takes them to 
their destination; the desired destination is shown as a 
white house, the rest of the houses are shown in brown. 
The Client agent is generated at random intervals. At a 
time there can be only one Client agent until the client is 
delivered to the final destination. The scenario contains 
also a filling station as the Taxi agent consumes energy 
by moving and transporting Client agents. Only one 
effector was defined for this scenario the agent can 
execute only one action at a time. The action can be to 
go up (0), go down (1), go left (2), to go right (3), to fill 
up the tank (4), to pickup the Customer (5), to drop off 
the Customer (6). Reward is presented to the agent in 
two situations. When the customer is successfully 
dropped off on the target destination (r = 3), and when 
the car’s tank is filled (r = 4). 
For the latent learning we used similar setup to 
Stolzman (Stozlman 2000), and even he took the 
experiment from an ethology example of rat learning. In 
this scenario an agent is placed in a simple E shaped 
maze. The agent starts in the middle, and has a choice to 
go the left or to go the right. The end boxes have 
different color (black and white). The agent is allowed a 
free run in the maze pre-learning phase. After a certain 
period the agent is placed in the left side (black) and is 
presented with food (reward). Then the agent is again 
placed in the starting point. If the latent learning is 
correct the agent should be able to run straight to the left 
black box with anticipation of a reward there.  
        The goal of this paper is not only to explain the 
structure of anticipation algorithms and programs but 
also to present the useful applications of anticipation in 
our daily life. Anticipation can be used advantageously 
in such systems, which are very large and complex or 
the exact mathematical model would be too difficult or 
even impossible. In this respect we have started to work 
in some fields: “Smart Home“, “Criminality 
Prevention”, “Prediction of Terrorist Attack” and 
“Anticipated Collision Avoidance”. Program Power 
Control simulates learned user’s behaviour in a house 
and his influence of all devices in the house (system). 
Another part of program anticipates next state of system 
and tries to precede too high consumption of electricity 
by switching on and off some devices. The second goal 
is to increase the quality of user’s life. Three methods of 
anticipation were designed and implemented: Markov 
chain, neural net and genetics programming.  
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The other goal is to anticipate states with too large 
power take-off; it means to eliminate power spikes. 
There are defined these states: 
 

State Total usage [%] 
Low 0 – 20 
Normal 20 – 40 
High 40 – 50 
Overload 50 – 80 
Dangerous 80 – 100 

 
Program Power Control anticipates states Overload and 
Dangerous. If these states are anticipated, anticipatory 
control system tries to switch off some devices to 
receive the next state Low, Normal or High most highly.  
Program allows the simulation also without anticipation. 
The results are suitable for comparison with simulations 
with anticipation. We can see the quality of anticipation. 
Other possible anticipation applications are now  not 
only in economic areas (exchange, inflation, etc.), but 
also in predicting earthquakes or volcanic activities and 
movement of dangerous hurricanes. Last but not least, 
the use of anticipation in the fight against global 
terrorism and protection of property and lives of 
individuals in general. 
 
CONCLUSION 

In this article, I presented the latest results of the long-
term research achieved in my working group on the 
field of new artificial live approaches. Novel design of 
multi-level anticipation structure – 8FA is among them 
undoubtedly, too. Our doctoral student Karel Kohout, 
whom I have been a PhD supervisor, had focused on the 
topic of the Unconscious and Conscious Anticipation 
from “8 - Factor Anticipation Framework” (8FA), 
designed by him. In his thesis (Kohout 2011), it was 
shown, that the reactive behaviour employs anticipation 
inherited by the creator (nature, designer). 
 The main messages and contributions of our research 
are to draw an attention to anticipation as a mechanism 
involved almost in every aspect of the artificial creature 
behaviour. Anticipation is no longer an isolated term, it 
is an essential part of the artificial creature design 
(Kohout 2010). The interesting topic of consciousness 
and control in the background of anticipation is drawing 
more attention recently, as this point of view was noted 
by several researches. The fact that consciousness was a 
main topic of a recent conference CASYS 2010 shows 
that the interest on this topic among the anticipation 
community is growing. The complexity of anticipation 
and that simple categorizations are not able to comprise 
it was noted in recent works as well. The other intention 
of this article is to draw attention to an approach 8FA 
(described above) that I consider novel in the field of 
anticipation (Kohout and Nahodil 2010).  
The aim was not to extensively present all the results 
but to demonstrate the thinking behind. I wanted to 
show that even in the basics are possibilities which can 
be further extended in the higher levels. I argue that 

even this simple overview shows a new way of thinking 
about anticipation not used before. The main conclusion 
to be made from this article is that consciousness plays 
important role and that anticipation is not matter of just 
one mechanism.  
Author believe that this paper will be the good basis for 
further useful applications of anticipation. 
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ABSTRACT 

This paper is focused on methodological problems 
implicit in agent-based modelling of the complex social 
systems, and in the related multi-agent computer 
simulations that are widely used to generate necessary 
quantitative data. After describing the consequences of 
(non)linear relations and complexity for social science 
research, I proceed to cope with abductive reasoning as 
an alternative way of proposing new hypotheses. 
Finally, I try to turn this into a general framework for 
any research design based on agent-based modelling 
and multi-agent simulations within social sciences. 
 
INTRODUCTION 

To begin with, one must first clearly distinguish 
complex systems, agent-based models, and multi-agent 
simulations. Differences between them are not settled 
even in the scholarly literature and you can easily find 
expressions like complexity theory, agent-based 
simulations, or multi-agent systems. But in this text I 
will use complex systems only as a label for real world 
phenomena, agent-based models as a way of their 
theoretical simplification, and multi-agent simulations 
as a method of data acquisition. There are of course 
other possible methods, but multi-agent simulations are 
the best way how to put into praxis agent-based models 
of complex systems. These models and related multi-
agent computer simulations are at the same time widely 
used in natural as well as social sciences.  

Qualitative methods and case studies approach are 
generally considered as being well suited for explaining 
complex phenomena and providing the whole and 
satisfactory picture of various problems in social 
sciences. That is because in such research design one 
often looks at only very few cases with lots of 
considered variables (Bennett and Elman 2007: 171). 
On the other hand, quantitative methods try to explain 
as many cases as possible with help of the fewest 
possible assumptions, while at the same time attempting 
to identify key variables behind the linear relationship 
of explanans and explanandum.  

However, a special kind of quantitative methodology 
called multi-agent simulations based on relatively recent 
developments in computer science suits well precisely 

for the analysis of complex social systems and emergent 
phenomena. It falls within the family of quantitative 
research methods because simulations generate great 
amount of measurable and easily replicable data. Yet it 
does not necessarily rely only upon simple linear 
relations of given variables. Complex system means that 
its outcome(s) and/or functioning are not determinable 
by force of pure logic, deduction, or mathematical 
inference (Axelrod 1997: 3). Corresponding models 
contain many autonomous actors, stochastic variables, 
multiple possible initial states, feedback loops, and 
highly interdependent features that render usual forms 
of analysis impossible. 

On the one hand, neither simple causal relations 
between inputs and outputs, nor easily identifiable 
(in)dependent variables can be usually found in agent-
based models or in related complex social systems. On 
the other hand, these complex nonlinear relations are 
easily replicable via multi-agent computer simulations 
(Axelrod 1997: 3). Repeated interactions of autonomous 
agents often lead to emergent properties at the higher, 
systemic level of the model concerned. That’s also why 
one can often draw a clear cut distinction between 
equation-based approaches to scientific modelling and 
their agent-based counterparts (Parunak et al. 1998): 

There is often no set of equations that can 
be solved to predict the characteristics of 
the system. The only generally effective 
way of exploring nonlinear behaviour is 
to simulate it by building a model and 
then running the simulation (Gilbert and 
Troitzsch 2005: 10) 

But applying agent-based modelling and multi-agent 
simulations in social sciences is far from unproblematic. 
The very nature of a social world asks for special 
research design and abductive reasoning proposed in 
this paper offers exactly such a solution. 
 
SIMULATING COMPLEX SOCIAL SYSTEMS 

By repeated runs of the program with variable input 
parameters computer simulations enable experiment-
like research design, which is unseen and unprecedented 
in social sciences (Gilbert and Troitzsch 2005: 4). When 
compared with rather rigid computational alternatives, 
this quantitative research method allows us to get a 
better grasp of dynamic functioning of any complex 
system, for example of sovereign states. Moreover, 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

105



feedback loops inclusion facilitates better understanding 
of the links between micro- and macro-level properties 
(see Gilbert and Troitzsch 2005: 13). In international 
politics this corresponds to constitutive relationship of 
states on the one hand and anarchical environment on 
the other. Yet the method of multi-agent simulations has 
besides obvious advantages also several drawbacks. 

Precisely because of the character of complex social 
systems the above mentioned experiments rarely lead to 
discovery of simple solutions and similarly accurate 
knowledge as in the case of natural sciences. I’m not 
saying that there are no feedback loops in problems that 
natural sciences deal with. But social world composed 
of interacting human beings actually functions thanks to 
mind-dependent (i.e. language-dependent, i.e. socially-
dependent) non-observables. This sole fact makes social 
sciences much more interested in exploring constitutive 
instead of causal relations, and in analyzing agent-
structure mutual interdependence. 

Logical consistency understood in terms of 
deductive reasoning would be fine, but unlike in natural 
sciences, you cannot always take social world for 
granted. You can rarely deductively infer predictions 
from general assumption and expect that you will be 
able to test them under the same conditions whenever 
you want. One has basically no influence over mind-
independent natural phenomena, but the very existence 
of objects of inquiry in social sciences is at the end 
necessarily dependent on human (i.e. observer’s) action. 
Under normal atmospheric pressure, 100 °C will be the 
boiling point of water regardless of whether we have 
concepts to describe such a discovery or make any use 
of it. On the other hand, arguably the last witch in 
Slovakia was burned in 1741. There are no witches any 
more and this is not the case of human caused extinction 
like that of moa or dodo. People just ceased to act 
accordingly. Similarly, anarchy among states can favour 
either cooperative or defective pattern of interactions. 

Better knowledge of some complex social system 
does not necessarily mean greater capability to predict 
its future development. You don’t usually have the 
opportunity to collect data via real-world experiments 
and compare them with simulation outcomes in order to 
calibrate the model (see Tesfatsion 2006: 845).  

[T]he best one can do is to test that there 
is a reasonable likelihood that the 
observed behaviour of the target could be 
drawn from the distribution of outputs 
from the model – which is rather a weak 
test. (Gilbert and Troitzsch 2005: 212) 

For example in natural sciences you can simulate flow 
of the air past the aircraft’s wing, then build the airplane 
itself, and finally try, if it actually flies. Similarly, you 
can model avalanche occurrence in a given valley, then 
arrange avalanche barriers, and see if they work. If real 
world events do not correspond to simulation results, 
you can calibrate the input variables and try again.  

There is usually no such option in a complex social 
world. You can model international relations system, 

but you cannot experiment with the real one, or look for 
some other example. Your options are rather limited, 
when your simulation results are different from actual 
behaviour of the target and given that there is no large N 
of comparable real world cases. In fact you can hardly 
know whether it is your model that is flawed, or simply 
what you observe in the real world is just an accidental 
development of the system that usually evolves in a 
completely different way. Moreover, prediction based 
on outcomes of simulations is possible only if the model 
offers very accurate picture of the real world target. 
Thanks to dynamic and complex character of social 
world we almost generally lack comprehensive enough 
knowledge necessary to achieve this level of accuracy 
(see Gilbert and Troitzsch 2005: 23 & 18-9 for 
validation problems of highly abstract models). 

Hence if not testable predictions, causality, and 
accuracy, then we must simply choose other options 
with greater level of abstraction (Macy and Willer 2002: 
146-7; Gilbert and Troitzsch 2005: 26; Simon 1996: 
16). But here we come across another peculiar issue in 
social sciences, namely that of objective knowledge. 
Observer and observed are often inseparable here. 

[T]here are two plausible stories to tell, 
one from outside about the human part of 
the natural world and the other from 
inside a separate social real. One seeks to 
explain, the other to understand. (Hollis 
and Smith 1991: 6; emphasis added)  

Explanation makes sense only if we accept the key role 
for causal reasoning, possibility of objective knowledge, 
and ability to identify (in)dependent variables. All of 
that is unproblematic with respect to rationalist thinking, 
but rather difficult to achieve when modelling complex 
social systems.  

However, certain epistemological position that 
emphasizes subjective understanding of the social world 
instead of objective causal explanations still remains 
(Hollis and Smith 1991). In contrast with rationalists, 
proponents of this approach are often labelled as 
interpretativists or reflectivists (Keohane 1988). The 
problem here is that it would be a bit overstretched to 
include multi-agent simulations among interpretative 
qualitative methods, although they are often employed 
by theories focused on constitutive relations as well. 
Despite all above mentioned problems of multi-agent 
simulations, choosing ‘understanding’ (Axelrod 1997; 
Gilbert and Troitzsch 2005) as the only alternative that 
remains available after rejecting explanation and 
prediction is a rather misleading decision. It unmasks 
little awareness of the debate on epistemological issues, 
and maybe also still unsettled terminology of the 
research program dealing with agent-based modelling. 

If we disregard those ends of computer simulations 
that relate to training of some skills (flight simulators) 
or entertainment (Xbox, PlayStation), we will basically 
end up with either already rejected prediction of events, 
or simple urge to better grasp some insufficiently 
explored phenomena. Thus exploration rather than 
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understanding seems to be a better term for what multi-
agent simulations can achieve. If your goal is to explore 
functioning of a complex social system, your research 
design must stay somewhere in between unattainable 
explanation and inadequate understanding.  

What I am trying to say is that similarly as in 
ontological matters, where agent-based modelling 
embraced parts of individualist as well as structuralist 
theories, so also in case of epistemology the multi-agent 
simulations can take the middle position between 
explanation and understanding in order to explore how 
complex systems work. At the same time, this particular 
computer simulation method cannot be associated with 
some specific theoretical position or school. Although 
methodological individualism of classical game theory 
did in fact facilitate effective application of multi-agent 
simulations upon complex systems research. 

Despite its drawbacks the method concerned enables 
generation of large amount of replicable, quantifiable 
data, and thus compensates for lacking experiments 
within the social world. It helps us explore functioning 
of complex systems and under specific circumstances 
even propose their perfection in a desired way. In fact, 
multi-agent simulations and related agent-based models 
seem to be the best way how to analyze the macro-level 
of many social systems such as that of sovereign states. 
What one has to do now is propose a general framework 
for a research design that will be adjusted to needs of 
agent-based modelling of complex social systems.  
 
ABDUCTIVE REASONNING 

Any agent-based enterprise seems to start in a usual 
deductive manner by constructing a model with help of 
general assumptions about the composition and ruling 
principles governing the target. For example, which 
states interact with each other, how often, and with what 
possible outcomes? Yet research in the next step does 
not proceed to compare predictions inferred from these 
general assumptions with data acquired by observing 
the real world. Instead, computer simulations generate 
own data and from them we inductively generalize upon 
functioning of the modelled target itself. Thus if our 
model of international relations leads to cooperative 
behaviour of states, we infer that the real world system 
favours cooperation too. Agent-based models and multi-
agent simulations then for some naturally represent the 
“third way of doing science” besides widely accepted 
deductive and inductive reasoning (Axelrod 1997: 3-4). 
Basically, if we find some complex phenomenon such 
as peace or segregation that needs to be understood 
better, but cannot because of the missing data or lacking 
analytical tools, we construct an agent-based model and 
run the associated multi-agent simulations.  

Apart from deductive and inductive reasoning there 
really is the third option well suited for agent-based 
modelling. It is called abductive reasoning and it was 
developed by Charles Peirce, who saw it as the only 
method truly generating new ideas (see 1994: 2.96 & 
5.145; in early writings he even dubbed it hypothesis, 

retroduction, or alternatively presumption). Some called 
it “pragmatic research strategy” and argued that: 

abduction should be at the center of our 
methodological efforts while deduction 
and induction are important but auxiliary 
tools. Abduction follows the predicament 
that (social) science is, or should be, 
above all a more conscious and systematic 
version of the way by which humans have 
learned to solve problems and generate 
knowledge in their everyday lives. 
(Friedrichs and Kratochwil 2009: 709-10) 

According to Peirce himself, who understood the 
scientific process in terms of unity of all three types of 
inferential reasoning, abduction generates new 
hypothesis, deduction draws predictions, and induction 
puts them under test (Peirce 1994: 5.171 & 7.218).  

However, abduction raised serious doubts among 
scholars mostly because of the way how Peirce 
described it (see e.g. Kapitan 1992; but also Hoffmann 
1999). On the one hand, he declared that “abduction is, 
after all, nothing but guessing” (Peirce 1994: 7.219), 
and that “[n]o reason whatsoever can be given for it, as 
far as I can discover; and it needs no reason, since it 
merely offers suggestions.” (1994: 5.171) Yet on the 
other hand, he made sure that abduction “is logical 
inference, asserting its conclusion only problematically 
or conjecturally, it is true, but nevertheless having a 
perfectly definite logical form.” (Peirce 1994: 5.188) He 
defined abduction in the following way:  

The surprising fact, C, is observed; 
But if A were true, C would be a matter of course 
Hence, there is reason to suspect that A is true. 
(1994: 5.189; see also 2.623) 

Now there is a problem of what presumption we choose, 
as well as why we choose it? Relationship between two 
alternative hypotheses is the most contested issue and 
Peirce remained rather vague with respect to that. How 
do we discriminate between A and B, if both claim to 
account for C? For him, suggesting hypothesis is a 
matter of insight and some background knowledge. 
Understandably, this is not enough to put abduction on a 
par with deduction and induction. Insight does not 
prevent us from proposing the most foolish hypotheses. 
Even if Peirce tried to introduce some rules for coming 
up with new hypotheses, his attempts were seen as 
insufficient, if not counterproductive. Objections thus 
remained. How do we infer A from C, and why should 
we prefer it, if there are other available hypotheses? 

Yet despite all this scepticism, people do make 
abductive inferences. You do not have to watch Dr. 
House to realize that diagnostics is abductive process 
par excellence, in which physicians try to find out what 
is the explanation of patient’s problems. Reasoning of 
William of Baskerville from The Name of the Rose by 
Umberto Eco is a perfect example of the inference non-
reducible to deductive or inductive logic too. People 
regularly propose hypotheses explaining observed data 
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and then proceed to test them after drawing predictions 
as Peirce demanded. While trying to find out what a 
good abduction requires, he turned his attention to the 
problem of good explanation (1994: 5.197). His implicit 
emphasis on explanatory power later enabled perfection 
of the concept of abductive inference. 

Peirce’s abduction is now generally identified with 
more developed and refined version called inference to 
the best explanation (Harman 1965; Lipton 2004), 
which seems to solve the problem of both what 
hypothesis we draw from available data, as well as why 
we prefer that particular hypothesis. Of course, Lipton 
understood inference to the best explanation as a 
principle of inductive rather than abductive reasoning. 
But his extremely broad definition of induction actually 
included all non-demonstrative reasons (2004: 5) as 
opposed to those deductively inferring true conclusions 
given true premises. Moreover, he cited Peirce as well 
as Harman as authors that already analyzed the issue he 
was concerned with (Lipton 2004: 56-57). What follows 
is thus a description of how inference to the best 
explanation updated the idea of abductive reasoning. 

To shed some light on problems of description (what 
hypothesis) and preference (why this hypothesis) as 
articulated by Kapitan but also Lipton, let’s start with 
“the idea that explanatory considerations are an 
important guide to [abductive] inference, that we work 
out what to infer from our evidence by thinking about 
what would explain that evidence” (Lipton 2004: ix). 
One can already see the connection with Peirce via 
emphasis on explanation, and inference of hypothesis 
from given evidence. For understanding Lipton’s theory 
it is also important to notice the difference between 
inference and explanation. Take four seasons as an 
example. After observing winter, spring, summer, and 
autumn in the Central Europe each year, we use 
inductive generalization to infer that they will continue 
to alternate also in the future. Yet this inference does 
not explain why seasons actually change. In order to do 
so one needs to know obliquity of the Earth as well as 
its orbital motion around the Sun. Bearing in mind this 
difference, Lipton defines abduction (or inference to the 
best explanation, if you want) in the following way: 

we infer the explanations precisely 
because they would, if true, explain the 
phenomena. Of course, there is always 
more than one possible explanation for 
any phenomenon … so we cannot infer 
something simply because it is a possible 
explanation. It must somehow be the best 
of competing explanations. … Given our 
data and our background beliefs, we infer 
what would if true, provide the best of the 
competing explanations we can generate 
of those data … Far from explanation 
only coming on the scene after the 
inferential work is done, the core idea of 
Inference to the Best Explanation is that 
explanatory considerations are a guide to 
inference. (2004: 56) 

Obviously this is a much more developed version of 
abduction than that offered by Peirce. We infer the best 
possible explanation given available information (the 
‘what’ question), and then we assume that this inference 
is true, because it is actually the best available 
explanation (the ‘why’ question).  

But there still remain some questions especially with 
respect to the quality of being the best explanation. 
Lipton tried to make his ideas clear by defining ‘best’ in 
terms of the loveliest potential explanation (2004: 61). 
First, he stressed the so called contrastive explanation as 
a tool that helps us find the best of available options via 
comparing alternative causal stories: “To explain why P 
rather than Q, we must cite a causal difference between 
P and not-Q, consisting of a cause of P and the absence 
of corresponding event in the case of non-Q” (Lipton 
2004: 42). And second, to be considered ‘lovely’ an 
explanation must also demonstrate theoretical elegance, 
simplicity, and unification (Lipton 2004: 68). Also for 
Harman (1965: 89), being more plausible, simpler, and 
able to explain more in a less ad hoc manner were the 
criteria for seeing one hypothesis better than the other.  

However, to what extent is all of that applicable 
upon agent-based modelling of complex social systems? 
How to apply the criteria for lovely inference, if 
exploration rather than explanation is the best term for 
what multi-agent simulations enable? The next section 
therefore offers the way how to use abductive reasoning 
for designing research on complex social systems.  
 
ABDUCTIVE FRAMEWORK FOR RESEARCH 
ON COMPLEX SOCIAL SYSTEMS 

There exist many established criteria for evaluating 
relevancy and rigor of scientific theories and associated 
research in social sciences. But the problem is that most 
of the scholars dealing with scientific criteria assessing 
various research designs have adopted rationalist view 
that promotes hypothetico-deductive model of science 
with the need of empirical falsifiability of examined 
theories (see Popper, 2002). Thus for example Walt 
(1999) besides naturally required originality demands 
also empirical validity and consistency in terms of 
deductive logic. Famous book by King, Keohane, and 
Verba (1994) is very similar in this respect. However, 
given what I wrote above about the observer-observed 
relationship, about the possibility of real world 
experiments, and about causality, it seems that the 
hypothetico-deductive model of enquiry is not always 
suitable for social science of complex systems. 

Taking the world of natural sciences for granted, 
people can easily begin in a deductive way by making 
theoretical assumptions, then draw predictions, and 
finally falsify or corroborate them against the evidence. 
Of course, certain social phenomena are more stable 
than the others, and I am not saying that deductive 
reasoning is something foreign to social sciences. Yet as 
far as multi-agent simulations of complex social 
systems are concerned, the real world (experimental) 
testing of predictions is hardly achievable, or even 
expressed as a goal. Given the fact that natural 
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phenomena are independent of human mind, but social 
ones are not, there must be a difference between the 
ways how social and natural sciences do their jobs. 
Hypothetico-deductive code of conduct can be at best a 
bonus, rather than the core of research design here. 

Abductive reasoning is much better suited as a 
framework for agent-based modelling in social sciences 
and for the related computer simulation methodology. 
At least as far as artificial intelligence is concerned, this 
has been noticed by other scholars as well (Josephson 
and Josephson 1996). We simply cannot take the world 
of social sciences for granted, and thus we have to start 
with accurate observation assuring that the unexplored 
object of our research actually still exists. Given that the 
phenomenon is present and significant, one can proceed 
to build a model. Plausible and in the best case scenario 
also empirically valid assumptions of the agent-based 
model should together with replicable multi-agent 
simulations lead to growing of the modelled 
phenomena. If this is achieved, one can finally conclude 
that it is reasonable to regard assumptions of the model 
and their consequences as correct, hence successfully 
exploring functioning of the complex system. There is 
no need for, and the possibility of, real world 
experiments or deductive reasoning so far. Only 
thereafter we may inductively (from simulation results) 
or deductively (from model’s assumptions) infer some 
predictions with respect to the real world. Manipulation 
of particular features of the target, if possible, will then 
enable us to examine, if these predictions really hold.  

For example if we want to explore cooperation 
among states in anarchic international environment that 
for realists leads only to war, we can propose a model 
with few assumptions based on available information. 
Fundamental units would be states with different rules 
of behaviour and interacting in the Prisoner’s Dilemma 
with frequency of encounters dependent on their power 
and distance. There would be a possibility of friendship 
and enmity as well as various kinds of mistakes. If such 
a model favours cooperative behaviour of agents then 
we can draw some conclusions about the real world 
target, which thus becomes better explored. Moreover, 
from results received we can make further inferences 
about the impact of different variables (such as noise, 
power etc.) upon functioning of our target. One can for 
instance test simulated impact of noise by improving 
access to information. This is a common role for 
international regimes and institutions. Yet we must still 
bear in mind the difficulty to conduct real world 
experiments with the complex social systems and also 
the possibility of multiple alternative outcomes.  

With respect to the original definition of abduction 
by Peirce (1994: 5.189) we can thus propose its 
reformulation for agent-based modelling: 

An unexplored emergent phenomenon of 
some complex social system is observed 
and agent-based model of corresponding 
complex system is then constructed. If 
multi-agent simulations lead to growing 
of the emergent phenomena, then there is 

a reason to suspect that assumptions of 
the model are correct. 

As one can see, we proceed from the given evidence or 
observations to the formulation of a new hypothesis 
(model), which in case of successful simulations 
justifies abductive inference regarding its validity. Yet 
as with the original definition, modified version of 
abduction fitted for agent-based modelling needs a more 
detailed description of the way how we move between 
premises of the argument, i.e. how we get from the 
observation to the particular form of the hypothesis. 
Similarly, more has to be said also about how to 
discriminate between different available models and 
what is the place for subsequent empirical testing?  

I tried to show above that generally accepted criteria 
for evaluating research in social sciences based on 
hypothetico-deductive framework are not very helpful 
here. Nevertheless, we can still draw some inspiration 
from them and refine these rules according to the logic 
of inference to the best explanation. Thus requirements 
that any good agent-based research design has to meet 
include real world and scientific significance, (intuitive) 
plausibility of assumptions, and replicable data.  

The first characteristic of every sound agent-based 
model using multi-agent computer simulations is the 
significance both with respect to the real world and the 
scientific community as well. This criterion was not 
only expressed by King, Keohane, and Verba (1994: 
15), but it is present in Walt’s originality requirement 
too (1999: 9). Significance means not only that your 
research (e.g. robustness of peaceful interactions among 
states) must have a real impact on human life, but it 
must also enhance the scientific knowledge so that your 
model is in an important way different from the others. 

The second feature of a good agent-based research 
design is the plausibility of its assumptions. This is also 
a kind of shortcut for deciding, which of the possible 
models counts as the best (or loveliest) exploratory tool 
for a given complex system. Plausibility is achieved 
theoretically or empirically, but ideally via both ways 
simultaneously. Necessity to defend different features of 
the model in both ways limits the number of possible 
alternatives. For example one can hardly justify actors 
moving on a playing grid, if you model sovereign states.  

However, you can still include many additional 
features or modify the present ones so that your model 
will correspond better to the real world target. What to 
include and what to left behind is an important issue 
related to the question of model’s plausibility (Gilbert – 
Troitzsch, 2005: 19). To get the loveliest solution one 
has to strike a compromise between maximizing 
accuracy and simplicity. On the one hand, there are 
highly complicated models with many details such as 
territorial extent or the political system. They commonly 
represent what Lipton called ‘likeliness’. By producing 
an accurate copy of the modelled complex system they 
try to increase the probability of desired results 
(emergent phenomena). The problem is that many 
features of such models have none or only very little 
impact upon simulation results and could have been 
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omitted altogether. Allocation of resources, territorial 
growth, ethnic composition of the population, all these 
features are probably redundant if you model the system 
of states. Notice also that loveliness and likeliness are 
not disjunctive properties in case of inference to the best 
explanation (Lipton 2004). Lovely model can be easily 
also the most likely to produce desired results.  

On the other hand, there are extremely abstract 
models with only very few assumptions. If they are 
successful in growing the emergent phenomena, they 
can offer exploratory qualities of unmatched loveliness. 
And even without contrastive explanation one can still 
reduce number of assumptions as far as the model 
intuitively makes sense and resembles the target. But 
many times, abstraction goes on account of empirical 
and theoretical plausibility. You can hardly justify 
round-robin encounters in the model of international 
relations. Even if it is the simplest possible pattern of 
interactions, states do not meet each other equally often. 
Deciding what to include in any agent-based model 
requires striking a balance between simplicity and 
accuracy by asking in a Lipton’s way ‘Why this feature 
rather than the other?’ In order to maximize loveliness 
of the model in form of elegance, unification, and 
simplicity (Lipton 2004: 68) one always has to keep in 
mind overall empirical and theoretical plausibility.  

Finally, for every sound research design it should be 
a matter of fact, that if the model built upon plausible 
assumptions leads towards successful growing of some 
phenomenon, then the simulation results must also be 
readily replicable (see Axelrod 2003). But the problem 
of replicable data has several aspects besides that of 
ability to reproduce outcomes by other members of the 
scientific community (one of the very few examples is 
Axtell et al., 1996). To prove that results are not 
artefacts, one must first and foremost be sure that they 
are not caused by some bug in the source code. 
Nevertheless, debugging is only the fourth out of six 
steps of modelling research design according to Gilbert 
and Troitzsch (2005: 19; see the Figure below).  

 

Figure 1: Template for Agent-Based Modelling of 
Complex Systems. 

Debugging is preceded by definition of the puzzle, 
observation of the target, and construction of the model. 
The first two stages correspond to the initial step of the 
abductive inference as defined above and portrayed on 
the left side of the Figure 1. The fifth stage called 
validation by Gilbert and Troitzsch aims at securing the 
match between outcomes of simulations and functioning 
of the target. Together with the fourth (debugging) and 
the sixth step (sensitivity analysis) it fits nicely within 
the part of abductive reasoning trying to evaluate 
model-target correspondence. These three last steps also 
find their place within broadly defined replication 
criterion of a good agent-based research design.  

I already said a lot about the problems of acquiring 
heterogeneous enough data from complex social 
systems. Predictions are rare. Real world experiments 
are impossible. And small number of comparable cases 
together with complicated nature of feedback loops 
prevents proper statistical analysis. Hence requiring the 
empirical testing as a part of the replication criterion 
seems many times unrealistic. Yet Peirce expected that 
after provisionally accepting the hypothesis abductively 
inferred from available evidence, research will proceed 
by way of deduction “to trace out its necessary and 
probable experiential consequences” (Peirce 1994: 
7.203). Similarly, Lipton stressed the possibility of 
using inference to the best explanation for creating high 
level theories, and then deducing the lower level 
hypotheses and predictions in an opposite direction 
(2004: 63). Not all agent-based models are equally 
complex and there can actually be some chance for 
making deductive inferences. But even if deduction 
becomes unavailable, one can still turn to sensitivity 
analysis and inductive generalizations.  

Considering the best possible scenario in which 
plausibly constructed model leads to simulation results 
that accurately mirror targeted phenomena (remember 
that this correspondence can still be accidental), then the 
most one can do in case of many models is really only 
to conduct sensitivity analysis as the penultimate step 
under the Gilbert-Troitzsch ABM research design. By 
manipulating input parameters of individual reruns of 
the program one can try to isolate their impact upon 
simulation outcomes. Subsequent generalization can 
suggest modifications of those parts of the target that 
might change functioning of the modelled complex 
system in a desired way. Then if the results of these 
modifications are different from what has been 
expected, one either has to change assumptions of the 
model, or run more simulations in order to find 
undiscovered end states. This is probably the only way 
how to build a weak but at least to some extent non-
trivial data link between the model and the target within 
the social science modelling of the complex systems.  
 
CONCLUSION 

I came across these epistemological and methodological 
problems of agent-based modelling when writing my 
own source code of the agent-based, game-theoretic 
model of the international relations system. My 
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intention was to model the systemic parameters, but I 
didn’t want to be restricted to the current settings in the 
world affairs. Model was meant to be focused upon 
systemic properties and not upon some particular and 
accidental instance that the environment of sovereign 
states evolved into. Modelling the behaviour of specific 
states facing each other in some particular situation was 
definitely not my goal.  

The real power of game theory, for both 
empirical and theoretical purposes, 
emerges when it is used to generate new 
findings and understandings rather than to 
reconstruct individual situations. (Snidal 
1985: 27) 

Yet with such a research design you inevitable find out 
that there is a lack of existing data heterogeneous 
enough for the purposes of your model. You also cannot 
apply what you discover, because scholars simply do 
not have the opportunity to experiment with the actual 
system of states.  

Abductive reasoning seemed to be the best solution 
for these problems. It offered an answer to the question 
of how to cope with the complex social systems. 
Inference to the best explanation clarified the purpose of 
multi-agent simulations as a hypotheses generating 
method that may or may not be followed by the real 
world empirical testing. Stated simply, with respect to 
agent-based modelling of some insufficiently explored 
social system one has to be content with successful 
growing of the phenomena concerned via multi-agent 
simulations. While under other research designs 
empirical work only starts after formulation of the 
hypothesis, in case of agent-based models and multi-
agent simulations of complex social systems this is 
often the end. Growing some emergent phenomenon out 
of agents’ interactions justifies our decision to see the 
model as being correct (at least temporarily, until still 
more lovely model is proposed), because it helped 
explore the puzzle.  
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ABSTRACT 

   The research of complex natural systems is of huge 
importance, especially considering natural and 
ecological preservation. However, the problem of 
studying such systems is exactly manifested in its 
complexity, which is hard to describe and analyze 
through classic research methods, mostly based on 
linear connections between the elements of the 
observed system. A certain level of insecurity which is 
always present in the natural processes has to be built 
into a model. Therefore, the development of a simple 
and clear model of natural systems is a challenge which 
demands good knowledge of methodology and system 
itself. The nature of processes inside the complex 
natural systems as well as their environmental 
interactions mostly characterizes nonlinear cause-
effect links which could be described and analyzed only 
within one system dynamics approach. The research of 
system dynamics approach of modelling and simulation 
of the complex natural systems will be conducted on 
the example of phenological phases of forest tree´s 
leaves. 
 
 
INTRODUCTION 

   Phenology (gr:fainomai - to appear, logos – idea, 
thought, eng:phenology, germ:Fenologie), science 
which studies biological cycles and their correlation 
with climate. Whithin phenology the life cycles of plant 
species are monitored and recorded. The observation 
of the lenght of the vegetational season can detect 
climatic changes and contribute to the understanding 
of carbon cycle (the circulation of carbon between live 
and unalive nature) which is one of biogeochemical 
cycles, important for the functioning of the Earth 
system. The life cycles take place in phases – 
phenophases. We can discern leaf phenophases and 
also generative phenophase. Phenological observations 
are being conducted on the chosen monitoring stations 
where  the specific plant life is observed, and the day of 
the specific phenophase appearance is recorded. The 

oldest phenological data comes from the 9th century 
Japan, while for the European area the beginning of 
phenology dates from the 15th century. 

   The study and observation of phenophases which are 
closely linked to climatic parametres provided 
opportunity for ecological researches through 
modelling, analysis and the compilation of the climatic 
changes study (Jaagus and Ahas 2000). Past researches 
of this problem area were mosty associated with classic 
statistical methods, as descriptive statistics, linear 
regression, correlation, multiple regression (Ahas 2002), 
and in some cases, canonical correlation analysis 
(Chmielewski 2002). Previous studies are based on 
individual studies of phenophases of different plant 
species and their subsequent comparison (Menzel 
2000). Lack of data in time series is largely compensated 
by interpolation, which brings to multiplication of 
general trend and reduction of the accuracy of the 
output data. The most commonly used, linear regression 
method, presumes linear connections between 
manifestations, but the relations between complex 
natural system elements are not always linear, and 
therefore, the use of linear regression method is not 
sufficent for development of the complete process 
model without losing specific components and including 
the environmental impact.   
   Relevant outside factor which affects the phenophase 
system significantly is the air temperature, which 
notifies significant changes during 20th century. It has 
been established that during 20th century, mean global 
temperature in Europe increased average 0.6°C. 
Fluctuations in air temperatures are especially 
significant during winter and spring, which influences 
significantly spring phenophases. The goal of this paper 
is to develop a model in accordance with the system 
dynamics methodology, using the example of the 
phenophases, so to prove that modelling based on 
system dynamics corresponds natural systems features. 
The steps of model development in accordance with 
system dynamics approach : 
1. Collecting and organizing data 
2. System analysis 
3. Verbal and structural model development 
4. Mathematical-computer model development 
5. Verification and validation of model. 
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COLLECTING, ORGANIZING AND PROCESSING DATA 

   The application of system-dynamic approach to 
modeling of complex natural systems has been 
explored in the case of  forest trees phenophases of 
pubescent oak trees (Quercus pubescens, Willd.) on the 
sample plot on island Pag in Mediterranean see 
(Croatia), where systematic observations have been 
carried out. The sample plot is located within the 
protected landscape – special forest reservation 
„Dubrava-Hanzina“. Data on phenological observations 
and air temperatures have been collected. 
 
Phenological observation data 

   Phenological observation data are collected by 
„Croatian Forests“ d.o.o. Observations were carried out 
in a period 1.4.1993. till 31.12.2005. at seven days 
intervals and performed 666 in that period. Ten trees 
have been observed. Collected data are systematized 
and integrated in ways that are grouped into 6 stages -
phenophases marked with F0 to F5 and presented in 
Table 1. 
 

Table 1: Designation, interpretation and average time  
performance of the phenophases 

 
Phenophases 

Mark Meaning Month 
F0 Rest, all leaves fallen 4 
F1 Blooming 4-5 
F2 Leaves fully developed 10 
F3 Leaves begin to change 

colour 
10-11 

F4 Leaves completely changed 
colour 

11-12 

F5 Leaves begin to fall 12 
 

   On the bases of systematized data of phenological 
observations, the transition frequency of trees from 
one phenophase to another, were determined as the 
differences of the state of the neighbouring  
phenophases. Transition frequencies are expressed in 
number of trees in a week time unit. In accordance 
with  the terminology of system–dynamic approach the 
speed transitions are named and marked BPO-1, BP1-2, 
BP2-3, BP3-4, BP4-5 and BP5-0. The transition of trees 
takes place at various intervals, the annual cycles. The 
trees pass from one phenophase to another when 
conditions arise, that is, when an event from the 
environment initiate it. In this case, under the influence 
of certain air temperature values. After all trees step 
into the next phenophase, for example, from F0 to F1, 
the speed of transition F0 to F1 (BP0-1) is 0 which 
means that trees do not step into next phase until next 
year. Based on the collected data the speed of 
transitions greater than 0 have been isolated, and 

calculated average number of trees stepping weekly in 
such intervals. It was showed in table 2. 
 

Table 2: Average transition speed 
 

The speed transitions 
BP0-1 BP1-2 BP2-3 BP3-4 BP4-5 BP5-0 

BS/wk BS/wk BS/wk BS/wk BS/wk BS/wk 

3.17 3.71 3.25 3.1 2.7 7.5 
 

Data on air temperatures 

   Data on air temperatures were obtained from Central 
Weather Bureau. Central Weather Bureau is the 
fundamental institution for Meteorology and 
Hydrology in Croatia. It provided data on average daily 
air temperatures in the area of Pag for the period from 
1.1.1993. to 31.12.2005, for the purposes of this study. 
Total of 4748 data on mean daily temperatures was 
collected. Mean daily air temperatures are the basis for 
calculating the mean weekly air temperatures 
(timestep in model is one week) which dynamics is 
shown in Figure 1. 
 

 
Figure 1: Average weekly air temperatures 

 
   Based on the collected data it has been calculated 
that the average air temperature in the period since 
year 1993. to 2005. was 16.2°C, and that there were no 
major fluctuations in average annual air temperature 
within the studied period. The procedure for 
determining characteristic distribution was carried out 
for average weekly air temperatures (TZ) for all 
phenophases when they are present, which means 
when their values are greater than 0. Specified values 
of the air temperatures of associated phenophases 
were marked as it follows: TZF0, TZF1, TZF2, TZF3, TZF4 
and TZF5. By using programe Statistica 7 it has been 
established if the distribution of the real data matches 
normal distribution (´goodnes of fit´). Tests Chi-sqaure 
and Kolmogorov-Smirnov were used with the 
significance level 0.05 or 5% (Table 3). 
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Table 3: ´Goodnes of fit´ - results  
 Chi-sqaure-TEST Kolmogorov-Smirnov 

TEST 
 

H0 

or 
H1 

 
Chi-

sqaure 
max 

Border 
(critical) 

Value 
Chi-sq. 
for 0.05 

 
D 

max 

Border 
(critical) 

Value 
D 

for 0.05 
TZF0 0.990 9.49 0.029 0.086 H0 

TZF1 1.149 9.49 0.068 0.155 H0 

TZF2 12.78 12.6 0.068 0.073 H0 

TZF3 1.867 9.49 0.082 0.151 H0 

TZF4 8.466 12.6 0.122 0.158 H0 

TZF5 5.182 7.81 0.139 0.177 H0 

 
In accordance with the data in Table 3, it has been 
determined that the distribution of variables TZF0; 
TZF1; TZF2; TZF3; TZF4; and TZF5 correspond normal 
distribution. Collected, organized and processed 
information of phenological observations and air 
temperatures movements are the basis for analysis of 
the system phenophases. It is not possible to start the 
process of model development without a detailed 
analysis of the observed system. 
 
 
SYSTEM ANALYSIS 

   The basis of the system analysis is the systematically 
pre-processed data that allow the identification of the 
character of the variables that represent system 
elements and also general definitions of relationships 
between certain variables explored through simulation 
modeling. 
 
  The results of the analysis are as follows: 
• The relations between phenophases are of a 

linear character. 
• Relations between phenophase conditions and air 

temperatures are of non-linear character, because 
of the temperatures fluctuations which are not 
followed by the movement of the phenophases. 

• Air temperature is a continuous independent, 
random variable. 

• States of phenophases, because of the way they 
have been noted, have a descrete, dependable 
variable character. 

• The flows between phenophases are continuous 
because the natural proceses are continuous. 

• The system of phenophases involves continuous 
processes and also events which cause system 
discontinuity which demands development of the 
mixed continuous discrete model. 
 
 
 
 

DEVELOPMENT OF VERBAL AND STRUCTURAL MODEL 

   Before developing structural model it is necessary to 
formally define the boundaries of the observed system, 
that is, to determine the first level of the system, and 
lower levels of the systems – subsystems.  

First level 

________________________________________ 
Second level 

 

 
Figure 2: Hierarchical diagram  

 
The boundaries of the observed system are shown by 
hierarchical diagram in Figure 2. The observed system 
is broken down to next lower level. The first level 
system (S) is the system of vegetation cyclus of the 
sample plot, and phenophases are subsystems (PS). 
System can be further divided to lower levels. For 
example, each tree can be observed. In that case 
phenological observations should be conducted at the 
level of the tree. Given that the collected data relate to 
the surface on those observations, it is not possible to 
obtain information on dynamics of each tree. 
  Phenophase dynamics, subsystem of the observed 
system, is under the air temperature influence. All 
phenophases, all subsystems, have a common 
structure, shown in Figure 3. 

Figure 3: Structural diagram phenophase Fx 

  The transition from the previous phenophase (BP in 
Fx) and the transition to the next phenophase(BP in 
Fx+1) affects the condition of the individual phenophase 
(Fx). The transition to the next phenophase depends on 
the mean monthly air temperature (TZ) and the 
average air temperature of the previous phenophase 
(TZFx). Therefore, if certain conditions are met, 
regarding the values of the mean monthly air 
temperatures and average air temperatures of previous 
phenophasese, the transition into the next phenophase 
happens. It is important to emphasize that the values 
of air temperature (continuous random variables) 

S 

PS5PS4 PS3 PS2PS0 PS1
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oscillate, which means that the relationship between 
temperature influence and the phenophases is not of a 
linear character. In addition, there is a relationship 
between the average air temperature specific for the 
individual phenophase and its condition. When the 
phenophase is present, there is TZF as well, and when 
the phenophase equals 0, there is no average air 
temperature of specific phenophase.  
  Verbal model of the phenophase system was defined 
on the basis of  hierarchical presented in the Figure 2 
and structural diagram presented in the Figure 3. It is 
used to define basic structural elements of the system, 
that is, equation components of the condition changes 
and cause-effect relationships, through the feedback 
loop (KPD), which, depending on the sign have (+) 
accumulation and (-) regulation character. The 
phenophase system consists feedback loops of 
regulatory nature. The state of phenophase from F0 to 
F5 ranges from 0 to 10, because ten trees were 
observed on the sample plot. It means that state of 
phenophase cannot be greater than 10 or less than 0. 
The larger transition into the next phenophase brings 
to reduction in the phenophase state, which means 
that cause–effect relationship between state of 

phenophase and the speed of transition (BP0-1, BP1-2, 
BP2-3, BP3-4, BP4-5 and BP5-0) from to another 
phenophase is negative and that closes the KPD of 
regulatory nature. For example, the condition of 
phenophase F0 is reduced due to the increase of the 
next phenophase F1. Because of that negative feedback 
first KPD1 is negative. The other feedback loops KPD2, 
KPD3, KPD4, KPD5 and KPD6 are also of the regulatory 
character. Mean air temperature (TZ) is the 
independent variable and it represents the external 
influence on the system, which is reflected in the 
impact on the speed of transition from one 
phenophase to another. Average air temperatures with 
phenophases TZF0, TZF1, TZF2, TZF3, TZF4, and TZF5 
present, are also random character variables which 
affect the speed of transition, and are connected with 
the phenophase condition. With the phenophase 
present, the average phenophase temperature is 
present as well. 
   With this verbal model the observed phenophase 
system was described. On its bases the structural 
model of phenophases system was developed (Figure 
4).

 

 

Figure 4: Structural diagram

   In the structural diagram, all feedback loops from 
KPD1 to KPD6 are shown. The most important material 
flows are drawn at full line, and information at dashed 
line. Informational flows represent the impact of the 

external factor, air temperature, on the system: 
average weekly temperatures when the phenophases 
are present (TZF0…TZF5) and average monthly 
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temperatures (TZ) in period since 1.1.1993. to 
31.12.2005. 
 
 
DEVELOPMENT OF MATHEMATICAL AND COMPUTER 
MODEL 

   With regard to the application of methodology of 
system dynamics to build a computer model of the 
observed phenophase system, softwer simulation 
package POWERSIM Studio was selected. Using this 
programe allows the formalization of concepts of 
system dynamics in the form of mathematical-
computer simulation model. POWERSIM is an object-
oriented program in which the program code is 
generated by creating a flowchart, so that the 
construction of the flow diagram (the second 

conceptual model of the system dinamics) runs parallel 
to the construction of mathematical-computer model. 
   Flowchart of the computer model is built with the 
help of symbols: equations of the level state (Level), 
equations of the change of the level state (Rate), 
auxiliary equations (Auxiliary), constant equations 
(Constants) and initial value equations. Levels, 
constants, equations of the change of state and 
auxiliary equations are connected by flows and in that 
way close the feedback loop. Time-step model is 1 
week and responds the time interval in which the 
phenological observations were performed. The bank  
calendar was chosen and required measure units 
defined. The state of the phenophases was decribed 
through the number of trees, so measure unit BS was 
added. 

 

 

Figure 5: Flowchart model

The flowchart of the phenophase system was 
developed as shown in Figure 5. One symbol in the 
flowchart model determines an exact mathematical 
equation. The model consists six stage levels, which 
means that it is the model of the sixth degree. The 
dynamics of the phenophase system has to be 
described through system of differential equations: 

( )
)10BP()05BP(

dt

BS100Fd −−= --
                              (1)                                                                         

( )
)21BP()10BP(

dt
BS01Fd −−−=−                                        (2) 

( )
)32BP()21BP(

dt

BS02Fd −−−=−                                        (3) 

( )
)43BP()32BP(

dt
BS03Fd −−−=−                                        (4) 

( )
)54BP()43BP(

dt

BS04Fd −−−=−                                        (5) 

( )
)05BP()54BP(

dt
bs05Fd −= ---                                (6) 

   In equations (1), (2), (3), (4), (5), and (6) initial 
conditions recorded by phenological observations on 
1.1.1993. are expressed with the number of trees (BS). 
Given that it is a dormant vegetation, the initial 
condition of phenophase F0 is 10 BS, and for the rest of 
the phenophases it is 0 BS. Phenological observations 
on the sample plot started 1.4.1993. However, with the 
aim of closing the full cycle of vegetation, it is safe to 
say that the trees in the sample plot, on 1.1.1993. were 
in idle state. Integration of equations (1), (2), (3), (4), 
(5) and (6) results in mathematics-computer model 
which is used to describe the dynamics of this system. 
Working with POWERSIM software allows transfer of 
data to Excel. In order to monitor system status and 
compare the dynamics of the average air temperatures 
and the actual system model, the model has ben 
supplemented by auxiliary variables. Total state of the 
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phenophase temperatures is defined by following 
auxiliary equation:  
 
UTZF = sum(TZF0;TZF1;TZF2;TZF3;TZF4;TZF5)              (7) 

Next equation (8) defines the number of present air 
temperatures where the function COUNTGT gives the 
number of elements in a row whose value is greater 
than 0. 
 
BTZF = COUNTGT({TZF0;TZF1;TZF2;TZF3;TZF4;TZF5};0) 

(8)                                                                                    
 
Equation (9) defines average weekly air temperatures 
of the phenophases: 
 
PTZF = UTZF/BTZF                                                               (9) 
 
 
VERIFICATION AND VALIDATION OF MODELS 

   During simulation modelling continuous model 
screening is necessary. To determine whether the 
model represents the actual system satisfactorily, the 
process of creating confidence in the simulation model 
that includes verification and validation of the model is 
carried out. If the procedures of verification and 
validation show that the model is not valid, we need to 
go back to the beginning of the simulation modelling 
and modify the model. 
   In the case of the phenophase model development, 
the procedure of creating confidence in model 
demanded its modification through change of the 
model structure and definitions of certain variables in 
more than one occasion. The application of the 
POWERSIM software package facilitates the transition 
from structural to computer model, because the 
program code is generated parallel with construction of 
a flowchart. It means that, through parallel building of 
the flowchart and computer model, which is based on a 
structural diagram, the verification is done through 
alignment of the structural diagram, flowchart and 
mathematical-computer model (Lončar 2005). During 
model development the verification procedure 
demanded repeated model calibration. Tuning was 
repeatedly referred to the way of the defining the 
influence of the temperature on the phenophases. 
Verification was carried out by performing experiments 
with different sorts of seeds to use random numbers, 
as well as repeating experiments with the same seed. 
With implementation of the verification of the 
computer model of the phenophase system it was 
determined that the model mimics the real system 
well, and that based on that behaviour it is possible to 
draw conclusions about the real system. The evaluation 
process of the model is implemented as replicative 
evaluation.  

Replicative evaluation 

   The simulation for the period 1.1.1993. to 
30.12.2005. was implemented using computer built 
model of the phenophase system and collected and 
processed data. The completion of the simulation is 
30.12. due to the calendar chosen during model 
development, and that is bank. The choice of the 
calendar in POWERSIM was done according to the 
demands of the model, because Bank calendar enables 
defining TZ variable as average monthly air 
temperature value. Table 4 shows average occurence 
time of certain phenophases obtained by simulation. 

Table 4: Simulated average time of the phenophase 
occurence in observed time 

 
Phenophase 

 
Month 

F0 4 

F1 4 

F2 10 

F3 10-11 

F4 11 

F5 11-12 

 
Comparing Table 4 with data in Table 1 can be 
concluded that there is some difference in the 
occurence of phenophases  F1, F4, and F5. The spotted 
difference is related to the chosen time step of the 
model and the calendar of the simulation project. 
Based on the forgoing it can be concluded that the 
simulation model well mimics the real system. 
   The comparison of variables TZ and variables PTZF 
was performed by using software Statistica7 and 
conducting appropriate tests: t-test for dependent 
samples, Sign test and Wilcoxon Matched Pairs test. All 
these tests are used for associated samples which 
meets the needs of comparing differences between 
variables TZ and PTZF, as these variables come from the 
same population of air temperatures. T-test for 
dependent samples enables determining the 
differences between two related samples, assuming 
that samples are normally distributed. The results of 
the t-test for dependent samples, with significance 
level α=0,05 as shown in Table 5. 
 

Table 5: T-test 
Statistica 7 ttab 

0.513507 1.98 
 
Given that the calculated t<tab, it can be concluded 
that the difference between TZ and PTZF is not 
significant. As an alternative to t-test for dependent 
samples and as additional confirmation of the results, 
nonparametric tests Sign test and Wilcoxon Matched 
Pairs test were conducted. The results in which the 
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difference between variables TZ and PTZF is not 
significant are shown in Table 6. 

Table 6: Sign test i Wilcoxon Matched Pairs test 
 

Pair of 
Variables 

 

Sign Test (TZ I PTZF) 
Marked tests are significant at p <.05000 
No. 
of 

Non-
ties 

Percent 
v < V 

Z p-value 

TZ & 
PTZF 156 49.35897 0.080064 0.936186 

Pair of 
Variables 

 

Wilcoxon Matched Pairs test (TZ I PTZF) 
Marked tests are significant at p <.05000 
Valid 

N 
T Z p-value 

TZ & 
PTZF 

156 6026.000 0.171630 0.863729 

 
The simulation model has to meet an acceptable level 
of reliability so that the conclusions based on the 
model behavior could be treated as valid and 
applicable in a real system. Accordingly, it can be 
concluded that the phenophase system model mimics 
the real system well and that based on its behavior 
conducting simulation experiments, conclusions on real 
phenophases systems could be made. 
 

CONCLUDING REMARKS 

   System-dynamic approach to modeling natural 
systems is shown in the example of forest trees 
phenophases and has many advantages: 

1. Studies the system with feedback control, and 
natural systems are feedback control systems. 

2. Includes a system analysis through which the most 
important factors affecting the dynamics of the 
system can be detected and through wich can also 
be observed the relations between system 
elements and their interaction with the 
environment. 

3. May include random variables which are almost 
always present in natural systems. 

4. It requires interdisciplinary approach which is a 
prerequisite for modeling natural systems. 

5. Synthesis of mathematics, informatics, statistical 
and biological methods results in interdisciplinary 
scientific methodology that can be applied to the 
parametrization and formalization of complex 
natural systems. 

6. Valid model enables experimentation without 
consequencis and with full control of conditions 
which is not always possible in nature. 
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ABSTRACT
A model of feeding adaptation of a filter feeder in the
framework of a pelagic ecosystem is constructed by mod-
ifying the simplified ecosystem model AQUAMOD for
the presence of several different sized species of algae.
Stability analysis of equilibria and some numerical simu-
lation is given. It is shown that Hopf bifurcation may oc-
cur depending on filtration rate. Also the assumption that
filtration adaptability represents optimization type pro-
cess is incorporated. Two possible strategies were fol-
lowed: an instantaneous optimality at each time interval
and an integral formulation, maximization of the integral
biomass. The optimal control problem is transcribed into
nonlinear programming problem, which is implemented
with adaptive critic neural network and recurrent neural
network for solving nonlinear projection equations. Re-
sults show that adaptive critic based systematic approach
and neural network solving of nonlinear equations hold
promise for obtaining the optimal control with control
and state constraints.

MODEL DESCRIPTION
In this paper we consider a simplified ecosystem model
AQUAMOD for the presence of several different sized
species of algae. The model consists of phosphorus (x1)
as a limiting nutrient for growth of four species of dif-
ferent sized algae (x2 − x5) and zooplankton (x6). Sim-
ilar models of n species of microorganisms competing
exploitatively for one, two or more growth-limiting nu-
trients are used to study continuous culture of microor-
ganisms in chemostat under constant condition (Smith
et al., 1995) without any predators. The model is de-
scribed by the following system of ordinary differential
equation (1):

ẋ1 = a7(a8 − x1)−
5∑

i=2

(
d1xipix1

x1 + si

−rif2xi + xix6Ci(1−
d4

a4 + xi
)),

ẋi =
d1xipix1

x1 + si
− rif2xi − xix6Ei − d2xi + ai+9a7

for i = 2 . . . 5, (1)

ẋ6 = x6(d3

5∑
i=2

Cixi

a4 + xi
− a5) + a6.

Functions occuring in the model are given in Tables 2
in ecological and mathematical notation, respectively.
For detail explanation see (Kmet et al., 2004). It
is derived from the models of the series AQUAMOD
(Straskraba et al., 1985) modified by the inclusion of sev-
eral “species”of algae. Description of the light depen-
dence of algae is highly simplified. Instead of an approx-
imative integration of the algal growth over depth and
time distribution of light intensity only a simple function
g(I) is used, describing Michaelis-Menten type depen-
dence with the halfsaturation constant for light IKM .
We consider this oversimplification appropriate for the
purposes of this paper.

Four species of algae were considered during the com-
putations performed: x2, . . . , x5. Each “species” is rep-
resented by a particular algal cell (or colony) volume.
The volumes were set arbitrarily to (Vi = 50, 500, 2500
and 5000 µm3), to approximate the set of “edible” algal
sizes commonly occurring in our reservoirs. The eco-
logical parameters of the algae are considered to be the
functions of Vi ((Straskraba et al., 1985)). Table 1 gives
the corresponding values used in the present simulations.

However, for other values of Vi it is possible to derive
the parameters from the functions Pmax(Vi), KS(Vi)
and Resp(Vi) given in Table 3. It is to be noted that
Pmax corresponds to light saturation and temperature of
0◦C; for 20◦C the growth rate will be about 7.2 times
higher. The high values of PRFOS are used to sim-
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Table 1: Values of parameters

a1 0.05 sedimentationrate[day−1]
a2 0.6 maximumefficiencyof

zooplanktonassimilation
a3 0.05 recalculationfromunitsofalgae

tounitsofzooplankton
a4 60 halfsaturationconstantforzooplankton

feeding[mg.m−3CHA]
a5 0.03 zooplanktonmortality[d−1]
a6 0.002 inflowofzooplankton[m−3C.day−1]
a7 0.1 hydraulicloading[d−1]
a8 200 inflowphosphorusconcentration[mg.m−3P ]
a9 0.9 zooplanktonfiltrationrate[m−3C.day−1]
a10 120 halfsaturationconstantforlight

[cal.cm−2.day−1]
a11 − a14 0. inflowofphytoplanktonconcentration

[mg.m−3CHA]

ulate eutrophic conditions. For the filtration capability
of zooplankton we assume that algal volumes selected
at a given setting of the filtratory apparatus have log-
normal distribution. This is identical with the “size lim-
ited predators”and the function we propose is approxi-
mately identical with the “selectivity” by this class of
predators as given by (Zaret, 1980).

Table 2: Size-specific parameters of algae

Vi algalcellvolume[µm3)]

ui = 2 ∗ 1/3
√

3∗Vi
4∗π diametercorr.toVi

Ei(u) = exp(−0.1 (u − ui)
2) selectivity

Ci Frz(Vi) = a9 ∗ Ei(u) forcingfunction

pi Pmax(Vi) = 0.5 − 0.05LOG(Vi) spec.growthrate[d−1]
ri Resp(Vi) = 0.02+ spec.resp.rateofalgae

0.002LOG(Vi) [d−1]
si KS(Vi) = −5 + 10LOG(Vi) halfsat.constantforP

[mg.m−3P ]
f1 Faz = 0.8 + 0.25cos(t)+ sedimentationfunc.

0.12cos(2t)
f2 Temp = 12 + 10sin(t + 220) watertemperature[oC]
f3 I0 = 280 + 210sin(t + 240) lightintensity

[cal.cm−2.day−1]

f(Temp) = e(0.09∗Temp) g(I0) =
I0

I0+IKM
d1 = f ∗ g d2 = a1 ∗ f1
d4 = a2 ∗ a4 d3 = a3 ∗ d4

The description of selectivity Ei is as follows:

Ei(u) = exp(−0.1 (u− ui)2),

where u is the value of setal density directly related to
the algal diameter for which selectivity is maximal and
ui is the diameter corresponding to each algal cell vol-
ume Vi. The specific filtration rate of algae of different
sizes (volumes) of the population adapted to certain con-
dition, i.e., with certain values of u becomes

Frz(Vi) = a9 ∗ Ei(u),

where a9 is the filtration rate for algae of the optimal size,
i.e., those which are filtered with the selectivity factors
Ei(ui) = 1.

GLOBAL BEHAVIOR OF THE MODEL
We assume in this section that Ei(u) = const. for
i = 2, 3, 4, 5. We also assume that aj > 0 for

Table 3: Parameters for four ”species” of algea

Vi 50 500 2500 5000
ui 4.57 9.85 16.84 21.22
pi 0.4151 0.3651 0.3301 0.3151
si 11.99 21.99 28.98 31.99
ri 0.023 0.025 0.027 0.028

j = 5, . . . , 14. We will show that under these assump-
tions and the effect of periodically varying environmen-
tal conditions our system has a periodic solution with the
one year period (360 days).

Let us denote

z(t) = x1(t) + . . .+ x6(t).

Denote further

b = min(a7, d2, a5), a = a7(a6 + a11 + . . .+ a14).

It follows that

ż(t) ≤ −z(t)b+ a.

By variation of constants we obtain

z(t) ≤ exp(−bt)(z0 − a) + a,

where z0 = x10 + . . . + x60 and x0 is the initial
condition of the solution x(t, t0, x0), i.e. x(t0, t0, x0) =
x0.
It follows that

lim
t→∞

z(t) ≤ a.

Now we will demonstrate that the solutions of the sys-
tem are ultimately bounded, i.e., there exist B > 0 and
T > 0 such that for all solutions x(t, t0, x0) of the
system holds that x(t, t0, x0) < B for all t > t0 + T ,
where B does not depend on t0 and x0 and T can
depend on t0 and x0. Set T = 1 for z0 ≤ a + 1,
T = (ln(z0− a))/b for z0 > a+ 1 and B = 3(a+ 1).
It evidently holds true that x(t, t0, x0) < B for t >
t0 + T . The solutions of the system are therefore ulti-
mately bounded. According to (Yoshizawa, 1975) there
exists a periodic solution with the period of 360 days and
the following proposition is true.

Proposition 1 System (1) under periodically varying en-
vironmental conditions with period 360 days has a peri-
odic solution with the same period.

During constant density of setal (u = const.) the zoo-
plankton captures only phytoplankton of a certain size
range dependent on u. The growth of other species of
algae which are not at all or only to a limited extent con-
sumed is therefore limited by nutrients mainly. We will
demonstrate that the species which is not intensively con-
sumed by zooplankton and has therefore the best condi-
tions for development dominates in the struggle for exis-
tence over other species.
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Assume further that ai = 0 for i = 11, ..14.
Derivatives ẋi for i = 2, . . . , 5 can be written in the
following way

ẋi = xiFi(x, t),

where

Fi(x, t) = d1 pi x1/(x1 + si)− Ei x6 − d2 − rif2.

As follows from the shape of functions pi and si the
following holds true:

pi > pj , ri < rj and si < sj for i < j. (2)

Therefore

pi/(x1 + si) > pj/(x1 + sj) for i < j.

In respect to the shape of the function Ei for u suffi-
ciently large (u > u2)

E2 < Ej for j = 3, 4, 5. (3)

Calculate the derivatives

(
ẋi

xj
) =

xi

xj
(Fi(x, t)− Fj(x, t)).

In respect to (3) and (4) the following holds true

F2(x, t) > Fj(x, t) for j = 3, 4, 5.

By variation of constants we obtain

x2(t)
xj(t)

=
x2(0)
xj(0)

exp(

t∫
0

(F2(x, s)− Fj(x, s))ds).

It is true that

lim
t→∞

x2(t)
xj(t)

=∞

Due to the boundedness of the solutions, xj(t) con-
verges to zero for j = 3, 4, 5 and the following proposi-
tion is true.

Proposition 2 In respect to (2), (3) and u sufficiently
large the species of algae are not able to coexist.

Remark In a similar way we can show that for x2 =
0 x4 and x5 go extinct for t→∞.

STABILITY ANALYSIS OF EQUILIBRIA
In this section we investigate the effects of an increasing
filter density u under constant environmental condition.
One parameter analysis of existence and stability of equi-
libria of (1) is carried out using filter density u as a bifur-
cation parameter. We consider equilibrium solutions to

exist only if they lie in the nonnegative cone. Derivatives
ẋi for i = 2, . . . , 5 can be written in the following way

ẋi = xiFi(x, u).

Suppose that x6 = 0 and ai+9 = 0, i = 2, 3, 4, 5. Then
we have the following 4 equilibrium points:
x̂i0 = (x̂1i, x̂2, . . . , x̂5, 0), where

x̂1i =
si ∗ (ri ∗ f2 + d2)

d1 ∗ pi − ri ∗ f2 − d2
,

x̂i =
a7 ∗ (a8 − x1i)

d1∗pi∗x1
x1+si

− ri ∗ f2
,

for i = 2, . . . , 5
x̂j = 0, for j = 2, . . . , 5, j 6= i.

Jacobian matrix at equilibrium point x̂20 has negative
eigenvalues, i.e., it is locally asymptotically stable. The
other x̂i0, i = 3, 4, 5 have at least one positive eigen-
value, and they are unstable. Suppose now that xi = 0
and ai+9 = 0, i = 2, 3, 4, 5. Then we have the following
equilibrium point

x̂0 = (a8, 0, 0, 0, 0,
a6

a5
).

The eigenvalues of Jacobian matrix J at x̂0 are:

λ1 = −a7

λi =
d1pia8

si + a8
− rif2 −

a6

a5
Ei − d2 for i = 2, 3, 4, 5

λ6 = −a5.

It follows from the simple calculation that if a8 >
rif2+d2+a6/a5Ei

d1pi−rif2−d2−a6/a5Ei
> 0, then equilibrium point x̂0 is

unstable. By similar way as (Hsu et al., 1977) we can
show that if bi = d1pi − rif2 − d2 − a6/a5Ei ≤ 0 then

lim
t→∞

xi(t) = 0.

Suppose that bi > 0 and let us consider the existence
of ”interior” equilibrium points, where x̂i > 0 for some
i = 2, 3, 4, 5. Define

Ri = {x ∈ R6|x1, xi, x6 ≥ 0, xj = 0,
for j = 2, . . . , 5, j 6= i} for i = 2, . . . , 5

Rik = {x ∈ R6|x1, xi, xk, x6 ≥ 0, xj = 0,
for j = 2, . . . , 5, j 6= i, j 6= k}
for i = 2, . . . , 5, j = i+ 1, . . . , 5

Coordinates x̂1, x̂6 of equilibrium points are defined
by the condition F2(x, u) = F3(x, u) = F4(x, u) =
F5(x, u) = 0. For a given set of parameters and func-
tion there are ten types of equlibrium points depending
on filtration rate u:

x̂1 = (x̂1, x̂2, 0, 0, 0, x̂6) ∈ R2
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x̂2 = (x̂1, 0, x̂3, 0, 0, x̂6) ∈ R3

x̂3 = (x̂1, 0, 0, x̂4, 0, x̂6) ∈ R4

x̂4 = (x̂1, 0, 0, 0, x̂5, x̂6) ∈ R5

x̂5 = (x̂1, x̂2, x̂3, 0, 0, x̂6) ∈ R23

x̂6 = (x̂1, x̂2, 0, x̂4, 0, x̂6) ∈ R24

x̂7 = (x̂1, x̂2, 0, 0, x̂5, x̂6) ∈ R25

x̂8 = (x̂1, 0, x̂3, x̂4, 0, x̂6) ∈ R34

x̂9 = (x̂1, 0, x̂3, 0, x̂5, x̂6) ∈ R35

x̂10 = (x̂1, 0, 0, x̂4, x̂5, x̂6) ∈ R45.

Determining stability of equilibria is accomplished by
linearizing the model about steady state and examining
the eigenvalues. For the presented model 16 possible
kind of equilibria can exist on nonnegative cone. Jaco-
bian matrix J about equilibria x̂5, x̂6, x̂7, x̂8 and x̂20

for different value of u has eigenvalues with negative
real part. The simulations seem to indicate that depend-
ing on u solution of (1) converges to one of equilibria
x̂5, x̂6, x̂7, x̂8 and x̂20 or to periodic solution (Fig.
2). Figs. 1, 2 and 3 show the dynamics of algae in a

Figure 1: Numerical solution of system (1) for initial
condition x0

1 = 40.2, x0
2 = 0.5, x0

3 = 0.5, x0
4 =

14.2, x0
5 = 497.9, x0

6 = 0.3, u = 12 and constant en-
vironmental condition (t = 120 in Table 1)

simplified aquatic ecosystem simulating the presence of
zooplankton of different body size and correspondingly
different filter density u under constant environmental
condition (t=120). The comparison of three figures for
selected arbitrary constant values of u demonstrates that
not only the size but also the number of algal species
surviving in the system depends on u. For the environ-
mental conditions specified in the given simulation ex-
periment and u = 12 (Fig. 1) the algal sizes xj for
j = 3, 4, 5 converge to zero and only the smallest phyto-
plankton species x2 survives and the solution converges
to x̂20, (Proposition 2). When u is set to 1.5 or 10.5
two species of algae are able to coexist and the solution
converges to periodic orbit or to x̂7, respectively (Fig. 2,
3). With a denser filter, the smaller algae are filtered out
more efficiently; because of the nonlinear effects of al-
gal size on ecological parameters, a broader spectrum of

Figure 2: Numerical solution of system (1) for initial
condition x0

1 = 18.2, x0
2 = 0.8, x0

3 = 83.1, x0
4 =

10, x0
5 = 10, x0

6 = 0.2, u = 1.5 and constant en-
vironmental condition (t = 120 in Table 1)

species of different sizes is able to survive in the system
under the environmental conditions. For the model pre-
sented with one growth-limiting nutrient we get that the
model exhibits competitive exclusion, only two species
of algae are able to survive. Detail analysis of similar
systems is given for example in (Kmet et al., 2004) and
(Scheffer et al., 2000).

Figure 3: Numerical solution of system (1) for initial
condition x0

1 = 40.2, x0
2 = 98, x0

3 = 0.16, x0
4 =

0.6, x0
5 = 172.9, x0

6 = 8.1, u = 10.5 and constant en-
vironmental condition (t = 120 in Table 1)

OPTIMIZATION
In this section we are interested in the ability of Daph-
nia to adapt both the filtration area and filter density to
the amount and size structure of the food particles (al-
gae) population. We assume that filtration in aquatic
filter feeders is an optimal process of maximal feeding
strategy. We will investigate two strategies (Kmet et al.,
2004):

1) instantaneous maximal biomass production as a
goal function (local optimality), i.e.,
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ẋ6 = f6(x, u, t)→ max

in respect to u for all t,
2) integral maximal biomass (global optimality), i.e.,

J(u) =

T∫
0

x6(t) dt.

LOCAL OPTIMALITY
In the case of strategy 1, we maximize the following
function

J(u) =
5∑

i=2

d3a9Ei(u)xi

(xi + a4)
.

This function attains its maximum on the interval
(u2, u5), where u2 < u3 < u4 < u5.

GLOBAL OPTIMALITY
In case of global optimality we have the following opti-
mal control problem: to find a function û(t), for which

the goal function J(û) =
T∫
0

x6(t) dt attains its maxi-

mum (i.e. −
T∫
0

x6(t) dt→ min ) under the constraints

c1(x, u) = umin − u ≤ 0, c2(x, u) = u − umax ≤ 0,
where T denotes the fixed lifetime of an individual Daph-
nia. We introduce an additional state variable

x0(t) =
∫ t

0

x6(s)ds.

We were led to the following optimal control problems:
Maximize

x0(tf ) (4)

under the constraints

c1(x, u) = umin − u ≤ 0
c2(x, u) = u− umax ≤ 0.

NEURAL NETWORK SOLUTION OF OPTIMAL
CONTROL PROBLEM
Direct optimization methods for solving the optimal con-
trol problem are based on a suitable discretization of (4).
Choose a natural number N and let ti ∈ [0, T ], i =
0, . . . , N, be an equidistant mesh point with ti = t0 +
ih, i = 1, . . . , N , where h = tf−t0

N . Let the vectors
xi ∈ R7, ui ∈ R, i = 1, . . . , N, be approximation of
state variable and control variable x(ti), u(ti), respec-
tively at the mesh point. Discretization of optimal control
problem (4) with constraints and state equation (1) using

Figure 4: Architecture of adaptive critic feed forward
network synthesis, xi-input signal to the action and critic
network, ui,t, µi,t and λi,t output signal from action and
critic network, respectively.

Euler’s approximation and first order optimality condi-
tion of Karush-Kuhn-Tucker (Polak, 1997) leads to the
following optimization problem: Minimize

−xN
0

subject to

xi+1 = xi + hF (xi, ui)
i = 0, . . . , N − 1, (5)

λi = λi+1 + hλi+1Fxi(xi, ui)
+µicxi(xi, ui), (6)
i = N − 1, . . . , 0,

λi
0 = −1, i = 0, . . . , N − 1

λN = (−1, 0, 0, 0, 0, 0, 0, 0, 0, 0),
0 = hλi+1fui(xi, ui)

+µicui(xi, ui), (7)

where the vector function

F (x, u) = (−x6, F1(x, u), . . . , F6(x, u))

is given by (4) and by right-hand side of (1) and λ and
µ are Lagrange multipliers for state and inequality con-
straints, respectively. To solve optimal control problem,
we use adaptive critic and recurrent neural netrork. In
the adaptive critic synthesis, the critic and adaptive net-
work were selected such that they consist of six and two
subnetworks, respectively, each having 6-18-1 structure
(i.e. six neurons in the input layer, eighteen neurons in
the hidden layer and one neuron in the output layer).
The proposed adaptive critic neural network is able
to meet the convergence tolerance values chosen by us,
which leads to satisfactory simulation results. For detail
explanation of adaptive critic neural network see (Kmet,
2009), (Padhi et al., 2006) and (Padhi et al., 2001). To
solve equations (7) we are concerned the following non-
linear projection equation (for detail description see (Xia
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et al., 2007)):

αG(PX(u)) + u− PX(u) = 0, (8)

where α > 0 is a constant G : Rl → Rl, X = {u ∈
Rl | di ≤ ui ≤ hi} and PX : Rl → X is a projection
operator defined by PX(u) = (PX(u1), . . . , PX(ul)

PX(ui) =

 di : ui < di

ui : di ≤ ui ≤ hi

hi : ui > hi

which can be solved by the following dynamic model

u̇(t) = −β(αF (PX(u)) + u− PX(u)). (9)

A system described by (9) can be realized by a recur-
rent neural network with a single-layer structure. The
asymptotic and exponencial stability of the present neu-
ral network in (9) are proven by (Xia et al., 2007). Equi-
librium points of (9) coincide with solutions of (8). Sim-
ulations using MATLAB show that proposed neural net-
work is able to solve nonlinear optimal control problem
with state and control constraints. Our results are quite
similar to those obtained in (Kmet et al., 2004). The re-
sults of numerical solutions (Figs. 5 - 6) have shown that
optimal strategies ũ(t) and ū(t), based on short or long-
term perspective respectively, have different time trajec-
tory for different values of Faz (sedimentation func-
tion), Temp (water temperature) and I0 (light intensity)
(t = 120, 210). When ū(t) is optimal (what is valid

Figure 5: Simulation results - local optimality (dotted
line), global optimality (dashed line) for initial condition
x0

1 = 80.4, x0
2 = 0.4, x0

3 = 0.3, x0
4 = 0.2, x0

5 =
0.1, x0

6 = 0.1 and constant environmental condi-
tion (t = 120 in Table 1)

according to numerical results) then J(ū(t)) ≥ J(ũ(t)),
i.e., the total biomass for the short-term perspective is
smaller or maximally equal to the biomass for the long-
term perspective. The numerical results have shown that
the initial conditions consider J(ū(t)) > J(ũ(t)) (see
Table 4). The higher biomass of zooplankton obtained
points in the case of integral formulation towards the as-
sumption that the organisms do better if they do not react
only to the immediate changes but also develop mecha-
nisms consistent with more long-term consideration.

Figure 6: Simulation results - local optimality (dotted
line), global optimality (dashed line) for initial condition
x0

1 = 80.4, x0
2 = 0.4, x0

3 = 0.3, x0
4 = 0.2, x0

5 =
0.1, x0

6 = 0.1 and constant environmental condi-
tion ( t = 210 in Table 1)

Table 4: Results of goal function evaluations for local
and global optimality

Value of goal function t=120 t=210

local J(ũ) 18.4 (Fig.5) 105.1 (Fig. 5)
global J(ū) 27.9 (Fig. 6) 178.4 (Fig. 6)

Numerical simulations have shown that dynamics of
system (1) is different for fixed u and for short-term or
long-term strategy, respectively. If we use optimal filter-
ing rate, the results of short-term or long-term optimiza-
tion all the species x2, x3, x4, x5 survival in ecosystem
(see Fig. 7, 8).

CONCLUSION

We considered a simple ecologycal model. One parame-
ter analysis of existence and stability of equilibria was
carried out. It is shown that the model has rich dy-
namics. Also a single network adaptive critic approach
is presented for optimal control synthesis with control
and state constraints. We have formulated, analysed and
solved an optimal control problem related to the opti-
mal uptake of nutrient by Daphnia. Using MATLAB, a
simple simulation model based on adaptive critic neural
network was constructed. Numerical simulations have
shown that the adaptive critic neural network is able to
solve nonlinear optimal control problem with control and
state constraints and it explains feeding adaptation of fil-
ter feeders of Dapnia.
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Figure 7: Numerical solution of system (1) for initial
condition x0

1 = 80.3, x0
2 = 0.4, x0

3 = 0.3, x0
4 =

0.2, x0
5 = 0.1, x0

6 = 0.1, u -local optimality solu-
tion and constant environmental condition (t = 120 in
Table 1)

Figure 8: Trajectory of system (1) for initial condition
x0

1 = 80.3, x0
2 = 0.4, x0

3 = 0.3, x0
4 = 0.2, x0

5 =
0.1, x0

6 = 0.1, u -local optimality solution and con-
stant environmental condition (t = 120 in Table 1)

as a part of the solution of the scientific project number
KEGA 004UJS-4/2011.
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ABSTRACT
Studies in social network analysis consider the behavior
of a group to be equivalent to the “sum” of individual be-
haviors. However, a group has to be considered as a com-
plex system where emerging phenomena can appear. In
this paper, a formalism is proposed to resolve this prob-
lematic by modeling groups in social networks using pre-
topology as a generalization of the graph theory. We also
give an example of simulation using our formalism.

Introduction
Network modeling is used in several research domains
(physics, biology, computer sciences, ...) and is mainly
based on graph theory. Especially in social networks
modeling, graphs are used to describe the links represent-
ing relationships or flows between entities. The studies
consider in most cases individuals as single elements, a
group being formed by several persons interacting with
each other. Most work on modeling social networks con-
sider a group as a combination of persons (Everett and
Borgatti, 2005), not as a whole entity. As social networks
are complex networks (Newman et al., 2006), emergence
of phenomena can occur, and the behavior of a group of
persons can be different from the “sum” of each behav-
ior of the persons composing the group. Thus, in our
opinion, graph theory is inadequate to model all com-
plex interactions occurring in a social network. As some
group modeling approaches based on graphs have been
proposed before (Everett and Borgatti, 1999, 2005), and
more recently (Saha and Getoor, 2008), to our knowl-
edge, there is no general framework for modeling a group
of entities in a network. From this fact, we propose a
mathematical framework for group modeling in social
networks from a topological point of view.
This paper is structured in two parts: first we introduce
pretopology formalism, and we give some definitions
and illustrations for group modeling in a social network.
Then we show a simple simulation example of a model
using our approach. The reader of this paper is supposed
to be familiar with graph theory and some concepts from
mathematical topology.

Modeling groups in social networks

Before giving theoretical definitions, we first illustrate
the problem of a realistic group modeling by giving a
simple example: we would like to represent interactions
between four persons. A small social network with a sim-
ple symmetrical friendship relation shall help in illustrat-
ing our approach (Fig. 1).

John Tim

Ed Ben

Figure 1: Example of a small social network with friend-
ship relations.

Let’s focus on John and Ed. John has three friends: Tim,
Ben and Ed, while Ed has two friends: Ben and John. As
we notice, it is very easy to know the friends of a per-
son are. But now, we want to know whose people are the
friends of the group {John,Ed}. In this case, having a
look at the non-oriented graph induced by the network,
we see Tim in relation with John, and Ben in relation
with John and Ed. As we can reach Tim and Ben from
John and Ed, we could say that Tim and Ben are friends
with John and Ed. However, in reality, Ed and Tim are
not friends. We need to set a constraint, saying for in-
stance the friends of the group {John,Ed} are friends
with each person of the group. So, we finally have only
Ben as a friend of the group {John,Ed}. The operation
we made in this small example is defining the neighbor-
hood of an element, and more generally, of a set of ele-
ments. Thus, we need a theory able to precisely model
the neighborhood of sets: here we thought of pretopol-
ogy formalism.
Pretopology is a mathematical modeling tool for the
concept of proximity in mathematical spaces (Belmandt,
1993). It furthermore establishes powerful tools for
structure analysis and automatic classification (Le et al.,
2008). Pretopology theory generalizes topology theory
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and has weaker axioms than topology, allowing us to an-
alyze transformation procedures step-by-step, and has in-
teresting properties in discrete case. As pretopology for-
malism is based on set theory, a group of individuals is
now considered as a set, allowing us to consider a group
as a whole independent entity, which is the main prob-
lematic we want to answer.

Pretopological notions
The pretopology formalism comes from classical topol-
ogy but has weaker axioms. The “closure” process is
not necessary idempotent and only the extensivity axiom
is required. (Brissaud, 1975) gave the first definition of
a pretopological space. (Fréchet, 1928) spaces, (Kura-
towski, 1952) closure axioms and (Cech, 1966) closure
operator have been preponderant in definition of a pre-
topological space and of the pseudo-closure map (Def. 1
and Fig. 2). Some definitions of the formalism used in
pretopology can be found in (Belmandt, 2011).

Definition 1 (Pseudo-closure) Let consider a non-
empty set E, and P(E) which designates all the
subsets of E. A pseudo-closure map, denoted by a(.) :
P(E) −→ P(E), is a map meeting the following
conditions:

1. a(∅) = ∅

2. ∀A ∈ P(E), A ⊆ a(A)

A pretopological space is a set E endowed with a
pseudo-closure map.

Definition 2 (Pretopological space) A pretopological
space is a couple (E, a) where E is a non-empty set and
a is a pseudo-closure map a(.) : P(E)→ P(E).

A

a(A)

Figure 2: Pseudo-closure of A.

Pseudo-closure operator is useful to model dynamic pro-
cesses in the considered space (E, a). In social networks,
we can say that elements belonging to a(A) are close to
A, allowing us to determine direct neighbors. For each
pseudo-closure, we absorb new elements (A ⊆ a2(A) ⊆
a3(A) ⊆ ... ⊆ ak(A)) which are more and more “dis-
tant”. Hence, we are able to model complex dynamics
like, for instance, information diffusion process. Next,
we will briefly give a characterization summarizing the
different pretopological spaces that can be encountered.
Each type has interesting properties that brings its own

corpus of theoretical results and can be used to model
particular problems.

Definition 3 (Pretopological space types) A pre-
topological space (E, a) can be of various types
(considering, when needed, two subsets A and B of
P(E)):

• a general pretopological space

• a V-type pretopological space if:
A ⊆ B ⇒ a(A) ⊆ a(B)

• a VD-type pretopological space if it is a V type and
a(A ∪ B) = a(A) ∪ a(B)

• a VS-type pretopological space if it is a VD type and
a(A) =

⋃
x∈A

a({x})

• a topological space if it is a VD-type and it fulfills
the following property : a(A) = a(a(A)) (idempo-
tence)

It can easily be proven that a pretopological VD-type
structure is a VS one in the countable case. Habitually,
the most interesting space types are the V-type and the
general type, because of their weaker axioms. With these
definitions, we are able to model emerging phenomena.
We can model more general spaces, with more complex
behaviors and more complex neighborhoods. To under-
stand this approach, let us return to our network example
with the four friends and define the problem by applying
pretopology formalism. We build a pretopological space
(E, a) with four elements in E and we build a(A) with
A ∈ P(E) such as:

a(A) = A ∪ people who are friends with each person of A.

With the same assumptions, we make the same opera-
tions as in the previous example:

• a({John}) = {John, T im,Ben,Ed}

• a({Ed}) = {Ed, John,Ben}

• a({John,Ed}) = {John,Ed,Ben} (Fig. 3)

As we notice, a({John,Ed}) 6= a({John}) ∪
a({Ed}). The space is not a VD-type. We have
also {John} ⊆ {John,Ed} but not a({John}) ⊆
a({John,Ed}). The space is not a V-type either. We ob-
serve a general pretopological space. Pretopology helps
us to define neighborhoods which are not convenient to
describe with other formalisms.
In a network, diffusion process modeled by the pseudo-
closure can stop its progression. Such a configuration is
called a closure (Dalud-Vincent et al., 2009) (Fig. 4).

Definition 4 (Closed subset and Closure) Let (E, a) a
pretopological space:

• a subset F ofE such as a(F ) = F is called a closed
subset of E for a(.).
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John Tim

Ed Ben

a({John,Ed})

Figure 3: Pseudo-closure of {John,Ed}.

Figure 4: Iterated application of the pseudo-closure map
leading to the closure.

• an elementary closed subset, denoted as Fx, is the
closure of a one element set {x} of E.

Closure is very important because of the information it
gives about the “influence” or “reachability” of a set,
meaning, for example, that a set A can influence or reach
elements into F (A), but not further.

Modeling group interactions
First, we have to define a social network with pretopol-
ogy concepts. A social network is a social structure made
of nodes (which are generally individuals or organiza-
tions) that are tied by one or more specific types of binary
or valued relations (Degenne, 2004).
In pretopology, we can generalize this definition by say-
ing that a (social) network is a family of pretopologies on
a given set E (Fig. 5).

Definition 5 (Network) Let E be a non-empty set.
Let I a countable family of indexes.
Let {ai, i ∈ I} a family of pretopologies on E.
The family of pretopological spaces {(E, ai), i ∈ I} is a
(social) network on E.

Different kinds of relations with different natures can be
represented: for instance, we can model a social net-
work containing work colleagues and geographic rela-
tions. We can build a pseudo-closure answering to a
modeling problem, having for example a person close

(E,a1)

(E,a2)

(E,a3)

Figure 5: Social network defined with pretopology and
composed of three different pseudo-closures.

to another if they are friends, working together, and liv-
ing close to each other (using a given distance threshold).
The following paragraphs give to the reader examples of
how we can build pseudo-closures depending on the data
or information we want to use for our modeling.

Example 1: Metric Space We represent the relations
between people with an euclidean distance (the people
are represented as nodes), considering for instance the
geographical location of each person.
Let E be endowed with a metric defined by a distance d.
Let r be a positive real. For each element x ofE,B(x, r)
is a ball with the center x and a radius r defined by :

B(x, r) = {y ∈ E/d(x, y) ≤ r}

A pseudo-closure a(.) can be builded with B(x, r):

∀A ∈ P(E), a(A) = {x ∈ E/B(x, r) ∩A 6= ∅}

The pseudo-closure a(A) is composed of all elements
of A and all elements y /∈ A such that y is within a dis-
tance of at most r from at least one element of A (Fig.
6).

A 

a(A) = { x E / B(x,r) A  } 

E

a(A) 

Figure 6: Pseudo-closure of A in a metric pretopological
space.
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Example 2: Binary Space In social networks, we are
confronted with non-metric relations, representing qual-
itative information (friendship relation, etc.). In such a
space, the elements of E are bound by n reflexive binary
relationsRi with i ∈ N∗. R is not necessarily symmetric.
We define ∀ i ∈ {1, ..., n}:

Ri(x) = {y ∈ E/xRiy}

R−1
i (x) = {y ∈ E/yRix}

As the relation R is reflexive, x belongs to R(x) and to
R−1(x). We can construct two pseudo-closures:

∀A ∈ P(E), a(A) = {x ∈ E/∀i ∈ {1, ..., n}, Ri(x)∩A 6= ∅}

∀A ∈ P(E), a(A) = {x ∈ E/∀i ∈ {1, ..., n}, R−1
i (x)∩A 6= ∅}

These pseudo-closures are not equivalent when R is not
symmetric. The pseudo-closure a(A) is composed of A
(R is reflexive) and of all elements y which have Rn (or
R−1

n ) relations with, at least, one element of A. An illus-
tration of this kind of space with two binary relations is
illustrated in Fig. 7. In this example, an element x of E
belongs to pseudo-closure of A if x is in relation with an
element of A according to relation R1 and R2.

A 

E 

a(A) = { x E / i {1,2} Ri(x) A  } 

R2 
R1 

R2 

R1 

R2 R1 

a(A) 

R2 

R1 

Figure 7: Pseudo-closure of A in a binary pretopological
space.

Example 3: Valued space In order to model certain
problems, binary relations are not sufficient. We there-
fore need to have a value (integer, real, function, ...) on
the links. In this kind of space, the elements of E are
bound by a valued relation. For instance, we can define
an integer value v on relations as :

• E × E → N

• (x, y)→ v(x, y)

We can build a pseudo-closure giving different results be-
tween singletons and sets (E − A and Ac are equivalent

notations corresponding to the complementary of A and
s is an integer):

∀A ∈ P(E), a(A) = {y ∈ E−A /
∑
x∈A

v(x, y) ≥ s}∪A

The pseudo-closure a(A) is composed of A and of all el-
ements y where the sum of valued edges between some
elements of A and y is greater than the threshold s. Fig-
ure 8 gives an illustration of this space with s = 4. This
kind of modeling can be used in social networks where
weighted relations are necessary, and illustrates the in-
terest of the pretopology modeling. Indeed, this example
shows that group behavior is different than the “sum” of
individuals composing it (V-type). In Fig. 8, the bottom
left person (red) is absorbed because he knows 2 persons
(value = 1) a little, and better another one (value = 2), so
he can be considered as a friend of the group A. If we
take each individual of A saying this external individual,
the bottom left person, is friend ofA if the value of a link
is superior to s = 4, he will not be taken in account.

A 

E 

a(A) = { y E-A /  v(x,y)  4 } A 
x A 

2 1 

2 
1 

1 
5 

3 4 
a(A) 

Figure 8: Pseudo-closure of A in a valued pretopological
space.

A Complex Group Interaction Model
We show how we can model social networks with com-
plex interactions. The following example is taken from
(Sampson, 1968) study, a “toy” dataset which represents
several relations between monks in a cloister, and has
been often used in sociology studies. It concerns the so-
cial interactions which have been collected as numerous
sociometric rankings. A lot of relations are coded, but
we focus on two of them: esteem and disesteem. Rela-
tions are non-symmetric and weighted with three integer
values, from 1 to 3 (3 indicates the highest or first choice
and 1 the last choice). We builded our model on the fol-
lowing assumptions, that a person y is close to another
person x if:

• there is an esteem relation from y to x according to
a chosen threshold.
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• there is no disesteem relation from x to y according
to a chosen threshold.

This proximity definition makes sense if we consider
group coalitions. We base our model on the following
hypothesis: if a person asks other people “who wants to
join my group ?”, people who have the greatest esteem
for him should join his group more than the others. But
this person won’t accept in his group people he doesn’t
esteem, even if these people have esteem for him. We
set two valued non symmetric relations with E the set
containing individuals :

• E × E → N

• (x, y)→ est(x, y)

• (x, y)→ disest(x, y)

with est the esteem relation and disest the disesteem
relation.

We build our pseudo-closure as:

∀A ∈ P(E), a(A) = {y ∈ E −A /
∑

x∈A

est(y, x) ≥ α

∧
∑

x∈A

disest(x, y) < β} ∪A with α, β ∈ N.

With α = 3 and β = 1, we put a strong restriction on
neighborhood: if we apply pseudo-closure on a set A,
people would be in a(A) if they have esteem with one or
several persons of A (according to α), and if no people
of A have disesteem for them (see Fig. 9.).

2

1
3 1

2

a(A)

2A

1

3

Figure 9: Pseudo-closure of A with α = 3, β = 1. Es-
teem relation is plain and disesteem relation is dashed.

A typical question (Everett and Borgatti, 1999) in social
networks is: who is the person who has the best ability
to gather a group around him ? Who is the most influ-
ent person ? In this model, finding the largest group fol-
lowing the rules of our neighborhood can be treated by
building Fe, the family of all elementary closed subsets
of E (see Def. 4.). When closure is applied to each sin-
gleton of E, it reveals that VICTOR_8 is the person who
can rally the biggest amount of people in the network
(Fig. 10.). Results of our mathematic model has been
simulated in JAVA using PretopoLib library which im-
plements all pretopological concepts (Levorato and Bui,
2008).

Figure 10: Simulation of our model in order to find most
influent person according to our neighborhood definition.

Conclusion
In this work, examples of social networks models based
on pretopology formalism have been presented. Build-
ing a pseudo-closure map depends on the network na-
ture and problem representation, and can need several
pseudo-closures to be combined to obtain specific re-
sults. Several previous works have investigated in mod-
eling complex systems with pretopology and have shown
some interesting results in: modeling the impact of geo-
graphic proximity on scientific collaborations (Largeron
and Bonnevay, 2002), structuring and clustering data (Le
et al., 2008), modeling pollution phenomena (BenAmor
et al., 2008), or analyzing communities of the Web (Lev-
orato and Bui, 2007). We presented ideas and concepts
which lead to the following contribution: we proposed
a general mathematical framework in order to model
groups in social networks. With definitions and exam-
ples, we have highlighted the interest to model complex
interactions using the pretopology formalism, generaliz-
ing graph theory. Furthermore, the introduction of vari-
ous pseudo-closures functions through examples should
be quite helpful in understanding our approach, and we
showed an example of how complex group interactions
can be modeled.
Future work can be axed on some interesting new meth-
ods using generalized measures to find groups which
maximize a given centrality (degree, betweeness, close-
ness), to optimize the “efficiency” of a group, or to iden-
tify emergent groups in a network. Moreover, centralities
measures could be generalized and based on the same
mathematical framework.
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ABSTRACT

The hydrogeological model of Latvia will be established 
during 2010-2012.  It  will be used for  management of 
drinking groundwater  resources  in order  to implement 
standards  of  European  Union  Water  Directives.  The 
model will be created in environment of the commercial 
program  Groundwater  Vistas.  It  includes  the  broadly 
used  software  tools.  The  area  to  be  modeled  is 
represented by 95160125 finite difference grid, which 
plane approximation step is 500 metres. Novel methods 
and software tools will be applied to create the highly 
complicated  model:  the  map  of  the  ground  surface 
elevations  will  serve  as  the  piezometric  boundary 
condition  for  obtaining distribution  of  infiltration;  for 
creating digital maps of the model initial data, original 
software tools of data interpolation will be used; in the 
initial  phase  of  the  model  establishment  the  actual 
geometry of a model may not be applied. 

INTRODUCTION

The countries of the world and of the European Union 
are developing hydrogeological models (HM) where, by 
means of computer modeling, the information necessary 
for  the groundwater  management planning is obtained 
(Motz and Gan. 2002, Farell et al. 2007, Snepvangers et 
al. 2007, Spalvins et al. 2010).
Even though Latvia is rich in surface water as well as in 
groundwater,  the planning of the state water resources 
management is obligatory, in order to match the aims of 
the  European  Union  Water  Directives.  HM of  Latvia 
will be established as the element of the Latvian shared 
environmental  information system. The model  will  be 
used for  the regional  drinkable groundwater  resources 
management  and  for  evaluation  of  their  recovery 
measures. To solve problems of a smaller scale, regional 
HM  will  serve  as  the  data  source  for  building  more 
detailed local models.
The  model  will  be  established  by  the  team  of  the 
Environment  modeling  centre  (EMC)  of  the  Riga 
Technical university. The EMC team has taken part in 
creating HM of regional scale in Latvia and abroad: HM 

REMO for  the  central  part  of  Latvia  (Spalvins  et  al. 
1996); HM of the Noginsk district, Russia (Spalvins et 
al. 2001); HM of the south-east of Lithuania (Spalvins et 
al. 2010).  In Figure 1, locations of Latvia HM and of 
REMO are shown.

Figure 1: Location of Latvia HM and REMO

An innovative methodology and software tools allowing 
reducing  uncertainty  of  results  given  by  HM  and 
simplifying  the  model  calibration  process  will  be 
applied.
If  the  traditional  methodology  is  used,  the  first 
groundwater  horizon  on  HM  needs  a  map  of 
atmospheric infiltration distribution and digital maps of 
surfaces  for  all  geological  layers  must  be  obtained 
(a very  complicated  task  in  the  case  of  Latvia). 
Unfortunately, modelers never have reliable data for the 
regional infiltration distribution. That is why this map is 
obtained  as  a  product  of  an  exhausting  calibration 
process.  However,  usually then results  of  HM have a 
significant uncertainty. 
If,  as  a  piezometric  boundary  condition,  a  map  of 
ground surface  relief  with incorporated  elements  of  a 
hydrographical network is used, the model itself forms a 
highly reliable infiltration map that can be corrected by 
changing filtration characteristics  of  the aeration  zone 
(Spalvins  et  al.  2001).  For  the  Lithuania  project 
(Spalvins et al. 2010), a method was successfully used 
that does not require geological layer surface maps (at 
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least,  at  the  beginning  of  the  model  construction).  A 
novel method will be applied, to account for the fact that 
effective thickness  of  a  layer  may be  smaller  than its 
geometrical  thickness,  due  to  presence  of  isotropic 
inclusions,  (Spalvins  et  al.  2009).  Original  software 
tools developed by the EMC team will be applied for 
obtaining digital maps of HM initial data (Spalvins et al. 
2004).  To  ensure  compatibility  with  models  of  other 
countries,  the  commerceial  program  “Groundwater 
Vistas”  (GV),  is  used  for  establishing  of  HM 
(Environmental Simulations, 2007). The GV program is 
regularly  updated.  It  includes  a  broad  range  of 
specialized  software  (MODFLOW,  MODPATH, 
MT3D, etc.) used throughout Europe and globally.
HM  of  Latvia  covers  the  475km300km  area.  HM 
contains 25  approximated geological  layers  (including 
the  relief  as  an  aquifer).  The  3D  finite  difference 
approximation  is  used.  Its  plane  step  h=500  metres. 
Therefore,  the  HM  grid  contains 
95160125=14288775 nodes. 
If  the  quasi  3D  approximation  is  used  (as  in  HM 
REMO) then the number of HM planes can be reduced 
from 25  to  13.  There  twelve  planes  of  aquitards  are 
replaced  by vertical  links.  However,  such HM cannot 
rightly  co-operate  with  the  MODPATH  and  MT3D 
software accounting for transportation processes. 
The project of creating HM of Latvia is co-financed by 
the European Fund of Regional Development.

BASIC MATHEMATICS OF HM AND NEW 
METHODS

To  describe  creating  of  HM,  the  mathematics  of  the 
3D-steady state model must be introduced. By applying 
the 3D finite difference approximation, the xyz-grid of 
HM is built using (hhm)-sized blocks (h is the block 
plane size,  m is  the variable  thickness  of  a  geological 
layer).  The  model  constitutes  a  rectangular  p-tiered 
xy-layer system where  p is the number of layers. Four 
vertical  sides  compose the shell  of  the HM grid.  The 
relief (ground surface) and the lower side of the model 
are  its  geometrical  top  and  bottom,  respectively.  The 
3D-space volume enveloped by the boundary surfaces 
constitutes the body of HM.
The vector  φ of the piezometric head is the numerical 
solution  of  the  boundary  field  problem  which  is 
approximated in nodes of the HM grid by the following 
algebraic expression:

            Aφ=-Gψ, A=Axy+Az                                            (1)

where  A  is  the  symmetric  sparse  matrix  of  the 
geological  environment  which  is  presented  by  the 
xy-layer  system  containing  horizontal 
(Axy - transmissivity) and vertical (Az – vertical hydraulic 
conductivity) elements of the HM grid; ψ -  the boundary 
head vector: ψrel,  ψbot,  ψsh - subvectors on the HM top, 
bottom and shell, accordingly;  G – the diagonal matrix 
(part  of  A)  assembled  by elements,  linking the  nodes 

where φ must be found with the ones were ψ is given;  
- the boundary flow vector.
The  elements  axy,  az of  Axy,  Az (or  gxy,  gz of  G)  are 
computed, as follows:

                        
m

khamka zxy
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where zi-1, zi are, elevations, accordingly, of the top and 
bottom  surfaces  of  the  i-th  geological  layer;  z0 

represents the ground surface elevation ψrel-map with the 
hydrographical network included; k, m are, accordingly, 
elements  of  digital  m,  k-maps  of  the  computed  layer 
thickness and permeability.
The set of z-maps describes the full geometry of HM. It 
is  built  incrementally:  z0z1,…, zp by  keeping  the 
thickness of the i-th layer mi > 0. If in some areas, mi=0 
then  the  i-th  layer  is  discontinuous.  To  prevent  the 
“division  by zero”,  in  the  az calculation  of  (2),  mi=0 
must replaced by ε > 0 (for HM, ε=0.02 metres). In GV, 
only the z-maps serve as the initial geometrical ones. 
Obtaining the right distribution for the infiltration flow 
inf on the HM top is a burdensome task. For reported 
HM,  this  task  is  considerably  eased  by  using  the 
ψrel-map as the boundary condition for heads. Then the 
flow inf=aer passes through the aeration zone:

               )( Qrelaeraer G                                (3)

where φQ is the computed head (subvector of φ) for the 
first aquifer  Q;  Gaer (diagonal submatrix of  G) contains 
the vertical ties gaer of the aeration zone connecting ψrel 

with  φQ.  The  expression  (3)  gives  the  usual  result  of 
HM, when a ψ-condition is applied. As a rule, even the 
first run of HM provides feasible results for inf.
The elements gaer of Gaer are computed, as follows:
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where  kaer,  maer are,  respectively,  the permeability and 
thickness  of  the  aeration  zone.  Initially,  kaer,  maer are 
unknown. As the first try, the following values of these 
parameters  may  be  applied:  maer=1.0 metre; 
kaer=103 [m/day].  The  lines  and  areas  of  the 
hydrographical  network are  implemented,  accordingly, 
as  rivers  and  lakes  of  the  GV  system.  Their  bed 
conductances (links with the HM grid nodes) must be 
calibrated.  Formerly,  the  bed  conductances  were 
elements  of  the  aeration  zone.  The  innovation  was 
implemented just recently (Spalvins et al. 2010). 
To  avoid  iterative  changes  of  the  HM  geometry, 
maer=1.0 may be kept constant, until the calibrated state 
of  HM is  achieved.  Only then,  the  real  maer must  be 
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introduced.  The  kaer-distribution  is  the  object  of  HM 
calibration.
For  geological  layers,  their  geometrical  thickness  is 
m ≥ mef. The effective thickness mef accounts for the fact 
that,  not  always,  the  layer  permeability  is  isotropic. 
Aquifers  and  aquitards  may  include  admixtures, 
accordingly, of low and high permeability. Because the 
HM geometry is created on the thickness m-maps, the 
original kxy, kz-maps must be corrected, as follows:

               0.1
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where (kxy)c, (kz)c are the corrected permeability values; 
C is the diagonal correction matrix which is obtained by 
interpolating borehole data on the xy-grid planes of HM; 
ci – the i-th initial element of C given by a borehole. The 
algorithm of (5) has been firstly used to create HM of a 
new well field (Spalvins et al. 2009).
If  no  transport  processes  (migration  of  contaminants, 
particle  tracking,  etc.)  are  tried  on  HM,  it  is  not 
necessary  to  apply  its  real  geometry  (Environmental 
Simulations 2007). If mc=1 is fixed for all layers of HM, 
then  instead  of  the  original  k-maps  requested  by 
formulas (2), the corrected ones of kc must be used: 

              kc=m k = axy ,    for aquifers
                kc= k / m         for aquitards                       (6)

where  m and  k represent  elements  of  the  original 
m, kmaps.  The  transformation  (6)  does  not  change 
values of axy and az provided by formulas (2). 
The above method was used by the EMC team, to start 
HM for  Lithuania  (Spalvins  et  al.  2010),  because  the 
zmaps were not ready from the very beginning of the 
project. However, rather good km-maps (transmissivity 
axy of (2) were available for aquifers. Locations of the 
m=0  areas  (windows)  of  aquitards  were  known.  Both 
facts  enabled  to  start  calibration of  HM by using the 
equal thicknesses  mc=1.0 for all HM layers. When the 
right  zmaps  were  available,  the  HM calibration  was 
already  completed.  Because  it  was  necessary  to 
introduce  the  real  geometry  of  HM,  the  following 
“inverse” transformation for kmaps was used:

              kxy= (km)c / m,     kz= (kz)c m                        (7)

where (km)c and (kz)c were calibrated values of the 
kcmaps. The above method, enabling to apply very 
simple HM geometry, will also be used for starting HM 
of Latvia.

INTERPOLATION OF DATA

For  the  z,  k   maps,  interpolation  surfaces  represent 
geometrical  images.  Initially,  for  creating these maps, 
the  EMC  team  managed  to  apply  the  wide  known 

interpolation  methods:  Criging,  Minimal  Curvature, 
Inverse Distance.  Unluckily,  these methods sometimes 
provided evidently wrong results (Spalvins and Slangens 
1994).  For  example,  if  an  m-distribution  was  highly 
irregular,  negative  thicknesses  appeared,  even  if  the 
initial ones were strictly positive. It was understood that 
this  unexpended  failure  was  due  to  the  following 
principal hindrances of these methods:

 interpolated results did not hold the maximum / 
minimum principle towards initial data applied;

 initial  data  were  often  overruled  by  practically 
uncontrollable  algorithms applied  for  smoothing 
of the interpolation result.

Because  conventional  methods  cannot  provide  strictly 
controllable interpolation results, the GDI program has 
been developed (Spalvins and Slangens 1994, Spalvins 
et al. 2007, Spalvins and Slangens 2007). It provides the 
interpolation surface , as the numerical solution of the 
following associated  2D   boundary  problem,  on  the 
ith plane of system (1): 

       div( grad  )=0,         (8)

V  =-G  ,      V=Vxy - G   (9)

where (9)  is the algebraic equation system, applied to 
approximate  the  problem  (8);  the  matrices  Vxy ,  G 

represent,  correspondingly,  the  horizontal  links Vxy of 
the  interpolation  grid  and  the  elements  g connecting 
nodes where   must be found with the ones where   

are known. The parametre (x,y) is used for controlling 
the shape of  (x,y).  Due to the changeable  (x,y),it is 
possible to modify the « strength » for each initial data 
source . 
The GDI program mostly applies various line data as the 
initial  ones,  because  they are  much more  informative 
than  few pointwise  data  the  lines  are  based  on.  For 
example, information carried by the long line profile of 
a river is far richer than the measured water levels of the 
river applied for obtaining the profile. 
In  GDI,  any line  can  also  be  used,  as  an  impervious 
border that dissects the xyarea, if necessary (masking 
of polygons, etc.). 
An original program CRP has been developed (see the 
next  section)  for  preparing  the  line  data  (isolines, 
geological  borderlines, data of hydrographical network 
and converting them into the initial data  of the GDI 
program (Slangens and Spalvins 2000).
The GDI program is  mainly applied  in  the sequential 
mode.  During  the  current  interpolation  step,  new 
information is used, but the results of the previous step 
serve,  as  the  base.  In  this  way,  much simpler  set  of 
initial data can be applied than if one tries to obtain the 
final result at once. To create very complex maps, even 
small sets of initial root data are sufficient. 
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Unlike  most  of  interpolation  methods,  the  surface 
created by GDI may include sharp edges that very often 
are a part of the zmaps (tectonic faults, etc.).  

PREPARING LINE DATA FOR THE GDI 
PROGRAM

Various types of data lines (isolines, geological borders 
and sections,  long line profiles of  rivers,  etc.)  can be 
applied for creating HM. The data line L has its carrier 
L and the profile . The line L is the broken one passing 
through the master points j = 1, 2, …, J. The set of J - 1  
directed straight line segments represents the following 
vectored form of L:

                       ,jcL         j=1,2, …,J;

                      ,
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and  {  cj }  =  {  xj, yj }  is  the  coordinate  set  on  the 
continuous xy-plane, of the master points where L turns; 
l1,  J and  lj,  j+1 are the lengths, accordingly, of  L and the 
elementary vector linking the adjacent points j and j + 1.
The physical nature of  may be different (elevation z of 
some  surface,  thickness  m,  or  permeability  k of  a 
geological  stratum, etc.).  The simplest graph of   is a 
horizontal  line  representing  an  isoline.  Generally,  the 
shape of   may be complex, such as elevation profiles 
of  an  eroded  ground  surface.  If  the  additional  points 
t=1,2, …,T  are  introduced  to  approximate  some 
curvilinear  graph of   then the data  line  L including 
J+T points  (located  on  L),  and  L is  specified,  as 
follows:

L={ci, i}, i=1,2,…,J+T, {ci=cjck}, {i=jk}. (11)

The  duo  sets  of  the  xy-coordinates  and  the  -values 
{ci, i },{  cj,  j },  and { ct, t} represent,  accordingly, 
the current i-th data points, the master wells j of L, and 
the additional points t dividing the elementary segments 
lj, j+1 of L into collinear pieces. 
A special CRP program has been developed (Slangens 
and Spalvins 2000), due to the following reasons:

- in practice, rarely any line L is available in the 
arranged form of (11); some data processing is 
necessary to obtain this form;

- special  calculations  must  be  performed,  to 
extract from (11) the particular duo set {cs, s} 
where cs and s are the xy-coordinates and the -
values,  accordingly,  at  the  intersections  of  L 

with  the  HM  grid;  this  set  represents  the 
"cdata"  applied  by  the  GDI  program  for 
incorporating the lines into HM; the set {cs, s} 
carries  the  line  Ls,  which  approximates  L; 
proximity  of  these  lines  depends  on  the  grid 
size, h (finer grid → closer Ls and L). 

The  CRP  program  serves  as  apreprocessor  that 
prepares raw line data of (10) to the ones used by the 
GDI program.
The  quality  of  the  GDI-produced  z-maps  can  be 
considerably improved if sections are applied massively, 
as  reliable  sources  for  the HM geometry.  The special 
cross-section (CRS) program was developed in order to 
liberate the modeller from the routine task of preparing 
the sections for  the GDI program (Lace  and Spalvins 
2000).
The  section is  composed  of  p+1 geological  elevation 
z-profiles  Lz, as crossings of the  zi-surfaces of (2) with 
the  vertical  plane  of  the  section.  In  the  xy-plane,  the 
section is specified by its carrier - the broken line L of 
(10) passing through the master wells.
An elevation  profile  Lz is  rarely drawn like  a  simple 
broken graph (in  the vertical  plane)  where the master 
wells of L are connected by straight lines. Usually, these 
connections  are  curved,  due  to  some  supplemental 
information  added  by  a  hydrogeologist,  and  the 
representation of (11) should be applied. 
The set { ci, zi } of (11) must account for the following 
main characteristic points of the z-profiles:

- master wells j of L;
- additional  points  for  approximation  of 

curvilinear z-profiles;
- cross-points with elements of the hydrographical 

network;
- cross-points with other sections applied;
- location  of  geological  boundaries  for 

discontinuous layers.
In practice, because of different reasons not considered 
there,  no  real  section  initially  matches  exactly  the 
various data lines and points listed above. Errors are to 
be detected and corrected, possible minor discrepancies 
eliminated and initial data harmonized before they are 
run by the GDI program. This task is accomplished with 
the help of the CRS program, which is used, as the pre-
processor  of  the  CRP program.  The  main features  of 
CRS are:  making necessary alterations of  the  section, 
and preparation of the duo set { ci, zi } for Lz  by using 
its electronic image.
To alter the section, the coordinates { cj } of (10) can be 
corrected  and  the  length for  each  li,i+1 of  (11)  can be 
modified by introducing its scale factor si, as follows:

                  L{ cj } → L{ ( cj )c },
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where (  cj  )c and (  li,  i+1 )c are altered coordinates of the 
master wells  j and the corrected lengths of elementary 
vectors of Lz, correspondingly; s1,N is the correcting scale 
factor for the full length of Lz. However, for the sake of 
simplicity, the original notations of (11) will be used in 
the further explanations, instead of the corrected ones of 
(12).
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A digitizer  program provides  the  duo  set  {  l1,  i,  zi } 
containing the lengths l1,i and the zi-values, at the current 
points i of Lz. The CRS program founds the coordinates 
ci, as follows:

 from the representation (10), the fragment lj, 

j+1 is found where the point i is located;
 the coordinates xi and yi are computed:

          xi=xj+δj, i(xj+1-xj),       yj=yj+δj, i(yj+1-yj),  
                δj, i=lj, i/lj, j+1,        1≥δj, i ≥ 0,                     (13)

where co linearity of lj, i and lj, j+1 (as vectors) are utilized.
To simplify the CRS program control, all profiles of the 
section apply the common set  of  wells and additional 
points. The CRP program will be applied to create the 
zmaps for HM of Latvia.

DIGITAL RELIEF MAP

Obtaining of the digital relief map ψrel of Latvia (scale 
1:200000)  is  a  rather  difficult  task,  because the maps 
prepared  by  the  Geospatial  Information  Agency  of 
Latvia  still  do  not  account  for  existence  of  the 
hydrographical network. Three versions of the maps are 
available:  a) and b) are digital elevation maps (DEM) 
with regular grid cell sizes 20m and 70m, accordingly; 
c)  vectored  1:50000  scale  topographical  maps  where 
surface elevation data are presented by isolines (IEM).
By using the b-DEM and IEM versions, the EMC team 
is going to obtain the digital ψrelmap, as follows: 

 from b-DEM, the “terrestrial” DEM version is 
found, on the HM xyplane (cell size 500m);

 elements  of  the  hydrographical  network  are 
constructed;

 by using the GDI program, the hydrographical 
network is incorporated into terrestrial DEM.

Unfortunately, no usable data needed for obtaining the 
hydrographical network are available and they must be 
extracted from the b-DEM and IEM versions:

 the set  of  rivers  and lakes,  to be included  in 
HM, must be formed;

 by manual  digitizing,  middle  line coordinates 
of rivers must be obtained from b-DEM where 
rivers are presented by chains of polygons; this 
kind of river  record  is not acceptable for  the 
GV system; codes of shorelines of lakes can be 
taken directly from b-DEM;

 by finding crosspoints of the river middle lines 
with  isolines  of  IEM  and  by  applying  the 
algorithm described in (Slangens et al. 2010), 
initial  data  can be  found for  constructing the 
long  profiles  of  rivers  by the  CRP program; 
lakes included in HM are rather large and their 
levels  are  known.  However  the  algorithm 
mentioned above, also can find unknown levels 
of small lakes.

The elements of hydrographical network are applied as 
line  and  area  data  carriers  that  complement  the 
terrestrial DEM version of HM.

CALIBRATION OF HM

Due to unavoidable limitations in the initial data,  HM 
has  no  unique  solution.  Calibration  of  HM  is  a 
controlled  iterative  process  involving  the  addition  of 
complimentary data, until as HM of a required quality is 
obtained.  The  quality  is  checked  and  maintained  by 
tracing  calibration  targets.  The  following  targets  are 
usually applied:

 original data should not be contradicted by data 
generated  by HM; for  example,  the  ψ and   
distributions  of  (1)  must  reproduce  observed 
head  values,  the  matrix  A  must  incorporate 
observed permeability and geometrical features 
of k, zmaps, etc.;

 within the HM body, groundwater flows should 
not reach unnaturally large values (infiltration 
flow, flows regarding the hydrological network, 
etc.);

 results  of  HM  must  confirm  the  real 
hydrogeological  situation,  because  formal 
agreement  between  computed  and  observed 
target data does not assure correct simulation; 
unfortunately,  automatic  calibration  tools  can 
sometimes provide almost worthless results.

The first and second targets are formal components of 
HM,  but  the  third  target  always  requires  subjective 
evaluation.
The calibration will never succeed if serious HM errors 
are  present.  Problems  can  include  faults  in  data 
coordinate  or  values,  mistakes  in  the  identify  of 
geological layers, mismatched reference data, unreliable 
boundary conditions or inadequate software.
Where  initial  data  have  not  been  previously used  for 
modeling (most of data, to be used for HM of Latvia, 
belong to this group), their role can be unclear and their 
validity  may  be  questionable  (especially,  the 
stratigraphical data of boreholes).
However, to create and calibrate HM, the EMC team is 
going to apply already tested sophisticated methods and 
software tools, in order to overcome possible problems 
regarding quality of initial data.

CONCLUSIONS

During two years (till 2012) the EMC team of the Riga 
Technical  university,  Latvia  should  establish  the 
regional  hydrogeological  model  of  Latvia.  The model 
will  be  applied  as  the  element  of  the  shared 
environmental information system. To create the model 
the EMC team is going to use innovative methodology 
and software tools. The following main innovations will 
be used:

 the  improved  method  of  creating  infiltration 
flow;

 the  method  for  accounting  for  the  effective 
thicknesses of geological layers;
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 the  method  that  enables  not  to  use  the  real 
geometry of HM (at least, in the beginning);

 improved  original  software  tools  for 
interpolation  of  geological  and  geometrical 
data;

 the method enabling to found data needed to 
create the hydrological network of HM.

This  publication  is  a  part  of  the  Project  untitled 
“Creating of hydrogeological model of Latvia to be used 
for  management  of  groundwater  resources  and  for 
evaluation  of  their  recovery  measures”  (agreement 
Nr.2010/0220/2DP/2.1.1.1.0/10/APIA/VIAA/011.  The 
Project  is being co-financed by the European Fund of 
Regional Development.
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ABSTRACT 

 
The associative property of artificial neural networks 

(ANNs) and their inherent ability to “learn” and 

“recognize” highly non-linear and complex 

relationships finds them ideally suited to a wide range 

of applications in chemical engineering. The present 

paper deals with the potential applications of ANNs in 

thermodynamics – particularly, the prediction/ 

estimation of vapour-liquid equilibrium (VLE) data. 

The prediction of VLE data by conventional 

thermodynamic methods is tedious and requires 

determination of “constants” which is arbitrary in 

many ways. Also, the use of conventional 

thermodynamics for predicting VLE data for highly 

polar substances introduces a large number of 

inaccuracies. The possibility of applying ANNs for 

VLE data prediction/ estimation has been explored 

using the back propagation algorithm Application of 

ANNs to the VLE predictions of NH3 – H2O and CH4 – 

C2H6 system is investigated. The results of neural 

equation of state (NEOS) are compared with popular 

thermodynamic approaches. The inputs to the net 

consist of Temperature and Pressure. Liquid and 

vapour phase compositions are obtained as outputs. 

These outputs are compared with the predictions 

obtained by using Peng Robinson equation of state and 

Wilson activity coefficients. For NH3 – H2O system 

vapour phase compositions are well predicted by all 

three approaches but thermodynamic approaches are 

unable to predict liquid phase compositions. ANNs or 

NEOS gives good results. For CH4 – C2H6 system, 

both Peng Robinson EOS and NEOS give good results.  

From the present work it is concluded that though for 

simple systems ANNs do not offer additional 

advantage, they are certainly superior when complex 

and polar systems are encountered. An heuristic 

approach to reduce the trial and error process for 

selecting the “optimum” net architecture is discussed. 

 

 I�TRODUCTIO�  
 

Man has been fascinated by the capabilities of human 

brain and has tried to make a computer mimic the way 

the human brain sorts through the information. 

‘Neurocomputing’ is such an attempt, to understand 

and simulate its functioning. It has been touted as the 

first known alternative to the programming paradigm 

that has dominated computing for the past fifty years. 

Artificial Neural Network (ANN) can thus be cited as 

‘algorithmic equivalent’ of the human learning process 

and information processing scheme at a modest scale. 

They are pattern recognition architecture which can 

identify patterns between complex sets of input and 

output data. These patterns are then used to predict 

outcomes for fresh inputs. They do not require the 

specification of correlations which govern process, but 

are trained on real life data. 

The chief advantage of ANNs lies in the fact that ANN 

uses a generic model which covers a wide class of 

problems. It does not require a fundamental 

understanding of the process or phenomena being 

studied and can handle complex and non linear models. 

Thus they are gaining a rapid interest within 

engineering, medical, financial and various other 

fields. They have thus made strong advances in area of 

continuous speech recognition, classification of noisy 

data, market forecasting, process modelling, fault 

detection and control. 

In present work, application of neurocomputing for 

estimating VLE data has been explored. Conventional 

thermodynamic techniques for VLE data estimation of 

mixtures are tedious and have a certain amount of 

empiricism by way of determining mixture “constants” 

using arbitrary mixing rules. ANNs, on the other hand, 

help such predictions and eliminate the need for 

determining these constants by finding the functional 

relationship all at once. ANNs also offer the potential 

to overcome the limitations of existing equations-of-

state (EOS) in determining VLE data for highly polar 

systems. The ammonia-water (NH3 - H2O) and the 

methane-ethane (CH4 - C2H6 ) systems were studied 

and the results are presented. The methodology used 

and the advantages and the limitations of this approach 

have also been discussed. Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD) 142



Various types of Nets are formed by combination of 

different algorithms and activation functions. The 

Multilayer Perceptron (MLP) model is capable of 

mapping data that are non linear and complex. Thus, 

an MLP model using Back Propagation Algorithm 

(BPA) based on sigmoidal activation function has been 

found to be most suited for chemical engineering 

applications and is used in present work. 

 

COMPARISO� OF A�� WITH 

EQUATIO� OF STATE (EOS) FOR VLE 

DATA PREDICTIO�  
 

Separation of a fluid mixture into pure components is 

an essential operation in chemical process industries. 

These mixtures are often separated by diffusional 

operations such as distillation, absorption and 

extraction. This requires a quantitative knowledge of 

the equilibrium composition of coexisting vapour and 

liquid phases at a given temperature and pressure. 

Such data are generally not available and in some cases 

only partial data are present. Thus it is necessary to 

reduce and correlate the limited data to the best 

possible interpolations and extrapolation. This is the 

incentive for the application of various correlations to 

the calculation of phase equilibrium relationships. 

The EOS fairly predicts the VLE data of hydrocarbon 

systems but is quite handicapped for systems 

containing polar compounds. Further, the EOSs are 

neither able to describe the critical region satisfactorily 

for mixtures nor estimate the liquid properties 

accurately. Activity coefficients are generally used for 

determining liquid properties and several estimation 

techniques exist in the literature ( Smith and van Ness, 

1995; Fredenslund et al., 1977). However, each has its 

limitations in its applicability to different systems; for 

instance, even though the UNIFAC method 

(Fredenslund et al., 1977) is applicable even to systems 

containing water, it has its limitations with regard to 

hydrocarbon mixtures. So, thermodynamics of 

mixtures are more complicated than for pure 

compounds and the difficulty in mixture analysis 

increases with the extent of non-ideality. 

ANNs being purely “numeric” in nature do not require 

thermodynamic modelling; and hence, are convenient 

for VLE data prediction. A limited database can be 

used to train a net properly for it to learn the possible 

pattern of the pressure (P) – temperature (T) – liquid 

mole fraction (x) – vapour mole fraction (y) surface for 

a system in a small range of P and T. 

 

CO�CEPT OF �EOS FOR A BI�ARY 

SYSTEM  
 

According to Gibbs phase rule, two intensive 

properties are required to completely describe a binary 

two phase system at equilibrium. Thus two intensive 

properties can be selected to describe all the properties 

of the system irrespective of the methodology used. 

Pressure and Temperature are two convenient intensive 

properties, since they can be easily measured and 

controlled. Therefore, the net developed NEOS uses P 

and T as the inputs and gives x and y as the outputs. 

Two widely different systems, the ammonia-water and 

the methane-ethane systems, were selected to explore 

the use of ANNs as an alternative to VLE data 

prediction. EOS fails to give accurate prediction for the 

NH3-H2O system due to presence of H2O which is a 

polar compound. CH4-C2H6 being a simple system can 

be described using relevant EOS. These two systems 

represent the “extremes” of thermodynamic behaviour 

to highlight the application of ANN to represent a 

wider range of systems than an EOS. The predictions 

of the ANN for the above two systems compare well 

with literature values, thereby demonstrating that the 

NEOS indeed has the potential to be at par with, if not 

better than, the existing EOSs. 

 

METHODOLOGY FOR DEVELOPI�G 

�EOS 
 

�H3 – H2O System 

ANN was trained for the NH3 – H2O system using 

values taken from the literature (Macriss et al., 1964). 

The training data used for each approach consisted of: 

• Data for only a small range of pressure (at 20-

50 psia), 

• Data points at extreme pressures only (at 25, 

50, 275 and 300 psia), 

• All the available data points. 

All the above data was within the temperature range of 

0-417.43˚F. The optimum net architecture – the 2-13-2 

net – for which the “best” results were obtained was 

arrived at by an heuristic approach discussed below. 

 

CH4 – C2H6 System  

Only limited VLE data is available for the CH4 – C2H6 

system so the net was trained for all the points (a total 

of 75 points in the pressure and temperature range of 

28-719 psia and 234.7-359.9˚F, respectively). The 

optimum net architecture was again determined to be 

2-13-2 by the heuristic approach described below. 

 

THE HEURISTICS  
 

A number of techniques have been given for network 

architecture selection (Kung and Hwang), however it 

still remains an iterative trial and error procedure. The 

following heuristic approach was adopted to overcome 

the trial and error process. One hidden layer with an 

appropriate number of hidden units is capable of 

mapping any input presentation (Sartori and Panos, 

1991); hence, the study is restricted to one layer only 

(training with two layers was also attempted without 

any gain in accuracy). For the purpose of determining 

the optimum number of hidden units, the learning rate 
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and the momentum term were assigned arbitrary but 

constant values the gain term was fixed at a value of 

unity.  

 

With all the parameters thus fixed, various net 

topologies exhibited the same trends relative to each 

other vis-à-vis the overall absolute error as a function 

of the number of iterations in the training mode 

(Dwivedi, 1992). Thus, it was found possible to 

determine the optimum net architecture within 50-100 

iterations without traversing the entire graph of the 

absolute error as a function of the number of iterations 

for each topology. The number of iterations was used 

as the criterion for determining the overall absolute 

error rather than the time-steps. The time-steps are 

generally used as the criterion whenever on-line 

predictions are to be made such as for chemical 

process control where computation time is of 

importance. 

Once the net parameters and the net architecture were 

fixed, the minimum number of training data sets 

required for adequate mapping was determined by a 

trial and error procedure. The net was then ready to 

learn the data presented using the BPA. 

 

RESULTS A�D DISCUSSIO�  
 

Software was developed to predict the VLE data using 

the Peng Robinson EOS. This software can be used for 

any binary system and requires the critical properties 

and Antoine’s coefficients of pure components. It takes 

ideal compositions as first guesses and then iterates till 

convergence. The performance of this software was 

evaluated by predicting the equilibrium data for CH4 – 

C2H6 system. This is a simple system which obeys the 

Peng Robinson EOS. 

NEOS approach to predict phase compositions (x and 

y) at a given P and T conditions was found to be 

satisfactory. As explained earlier, the NH3 – H2O and 

the CH4 – C2H6 systems were studied for this 

application. The data used in the present work 

consisted of pressure (psia) and temperature (˚F) as 

inputs to the net. Liquid and vapour weight fractions (x 

and y respectively) were predicted by the net. Several 

data sets were used for training and the net architecture 

of 2-13-2 was found suitable for all the cases 

presented. The performance of the net was evaluated 

on the basis of an overall absolute error specified by 

the difference in the desired and actual outputs as 

defined below: 

 

Overall absolute error = ∑ (actual output – desired 

output)/n, 

Where, n equals the number of data sets. 

�H3 – H2O System 

Training of 
et 

One of the approaches to train the net was to use only a 

small range of training data; that is data at pressures of 

15, 25, 30 and 50 psia, respectively and the 

corresponding temperatures (a total of 96 data points). 

The net was then used to predict VLE data at 40 psia 

(which was not included in the training data) and the 

results are presented in Fig. 1. A comparison of the 

predicted and the “actual” curves shows that the net 

was able to predict the VLE data with an overall 

absolute error of only 0.006 for a pressure that was not 

a part of the training set. 

 
 

Figures 1: VLE predictions for NH3/ H2O system at 40 

psia (not a training set). 

 

Comparison of 
EOS and EOS data  

In order to establish NEOS as a plausible alternative to 

the thermodynamic methods for VLE data prediction 

of a highly polar system (NH3 – H2O), the results 

obtained by NEOS were compared with those obtained 

using the best available activity coefficient approach 

(Gupta and Vashishtha, 1997). Wilson parameters were 

found to be best suited for this purpose (Reid et al., 

1977). Wilson’s parameters were estimated by 

reducing the VLE data for the system at 100˚F. The 

vapour phase fugacity coefficients were calculated 

using the Peng-Robinson EOS (1976). The results of 

such predictions are plotted along with the predictions 

of NEOS and actual values at 15 psia in Fig. 2. The 

vapour phase predictions of both the approaches 

appear to be good but liquid phase predictions of 

NEOS are far better than the “Wilson” predictions. 

 
 

Figures 2: VLE predictions for NH3/ H2O system at 15 

psia. 
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CH4 – C2H6 System 

The VLE curves for this system using NEOS show that 

the mapping of the P-T-y surface is better than that of 

the P-T-x surface. Typical results are presented in Figs. 

3 and 4. The figures also present the predicted values 

using the Peng-Robinson EOS. It is clearly visible that 

the NEOS predictions are as good as the EOS 

predictions for such a system even with a limited 

database. Although the results are not exhaustive for a 

general “NEOS” applicable to all systems, they seem 

to be conclusive, in principle, to the capability of an 

ANN in forming a general NEOS. 

 
Figures 3:  VLE data for CH4 /C2H6 system at 284.7 R. 

 

 
  Figures 4: VLE data for CH4/C2H6 system at 343.6 R. 

 

CO�CLUSIO�S  
 

The neural network approach used in this work for 

VLE data prediction gave favourable results for the 

NH3 – H2O and the CH4 – C2H6 systems to within an 

error of ±1%. The net gave better results when 

generating only one surface – the P-T-x surface or the 

P-T-y surface – as compared to the simultaneous 

prediction of both. An even spread of the data seemed 

to be essential for better predictions. This, in principle, 

neural networks hold promise as a strategy for solving 

the tedious VLE data generation problem and the 

development of a “general NEOS” widely applicable 

to different systems. The ANNs should particularly be 

useful for mapping highly polar systems which fall 

outside the range of applicability of the conventional 

thermodynamic methods. Applications of ANNs for 

predicting other thermodynamic properties may also be 

explored. An heuristic approach has also been 

developed which reduces the number of iterations 

required in the net architecture selection process. 

 

REFERE�CES 
• Dwivedi, A. (1992). Neural Networks – 

applications in prediction of VLE data. B.Tech. 

Senior Project Report, Department of Chemical 

Engineering, MREC, Jaipur, India. 

• Fredenslund, Aa, Gmehling, J., & Rasmussen, P. 

(1977). Vapor-liquid equilibria using UNIFAC. 

New York: Elsevier. 

• Gupta, N., & Vashishtha, M. (1997). Neural 

networks : Applications and performance 

evaluation in prediction of VLE data. B.Tech. 

Senior Project Report, Department of Chemical 

Engineering, MREC, Jaipur, India. 

• Kung, S. Y., & Hwang, J. N. Research supported 

by NSF and Informative Science and Technology 

Office of the Strategic Defence Initiative 

Organisation, Contact No. N00014-55-k-9469 and 

N0014-85-k-0599. 

• Macriss, R. A. et al. (1964). Research Buletin No. 

34, Institute of gas Technology, Chicago. 

• Rummelhart, D. E., & McClleland, J. L. (1986). 

Parallel distributed processing (Vol. 1), 

Cambridge, MA: MIT Press. 

• Reid, R. C., Prausnitz, J. M., & Sherwood, T. K. 

(1997). The properties of gases and liquids (3rd 

ed.). New York, McGraw-Hill. 

• Sartori, M. A., & Panos, J. A. (1991). IEEE Trans. 

Neural Networks, 2, 4. 

• Smith, J. M., & Van Ness, H. C. (1995). 

Thermodynamics for chemical engineers (5th ed.). 

New York: McGraw Hill. 

 

AUTHOR’S BIOGRAPHY 

Manish Vashishtha was born in Karauli 

(Rajasthan, India) and obtained his Bachelor of 

Engineering (with Honours) in Chemical Engineering, 

from Malaviya National Institute of Technology  

(MNIT), Jaipur (India) and Master of Technology 

(M.Tech.) and Doctor of Philosophy (Ph.D) degrees in 

Chemical Engineering, from Indian Institute of 

Technology (IIT), Delhi, New Delhi (India). He is 

working as Assistant Professor in Department of 

Chemical Engineering, at MNIT, Jaipur. His areas of 

research include Interfacial Engineering, Thin liquid 

films, Modelling and Simulation, Artificial Neural 

Networks, Particle Science and Thermodynamics. He 

has published around 25 research papers in various 

Journals and conferences including some in high 

impact factor journals like Physical review E, Physical 

Chemistry Chemical Physics, Journal of Physical 

Chemistry B, Particuology. He is life member of 

Indian society for Technical Education and Indian 

Institute of Chemical Engineers. His e-mail address is 

mvche.mnit@gmail.com 

145



A DOMAIN-SPECIFIC LANGUAGE FOR SIMULATION COMPOSITION

Steffen Schütte
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ABSTRACT
The SmartGrid, the power grid of the future, is com-
prised of a large number of distributed, partially con-
trollable energy consumers and producers that need to
be matched to ensure that generation and consumption
is balanced. Modelling & Simulation is a powerful
approach for analysing and testing such complex sys-
tems. In this paper a scenario specification based on a
domain-specific language (DSL) is presented which can
be used to formally describe simulations and scenarios
using these simulations. This formal description, in com-
bination with a simulation framework that is able to in-
terpret the description, allows the automatic composi-
tion of the simulations.The DSL has been tested with a
lightweight simulation framework developed for a cur-
rent project that analyses the impact of electric vehicles
on the distribution grid. Although this work focuses on
the domain of SmartGrids, the DSL-based approach can
of course also be applied to other domains.

INTRODUCTION
Modelling & Simulation is a powerful approach for
analysing and testing complex systems such as the
SmartGrid – the power grid of the future. In the Smart-
Grid a large amount of distributed energy resources
(DER), such as highly efficient heat and power plants,
wind turbines or photovoltaic modules as well as con-
trollable consumers need to be coordinated to ensure that
generation and consumption are balanced at any time.
This is a challenging task due to the number and restric-
tions of the involved components. Control strategies for
this complex and new task still need to be developed and
in particular evaluated and tested.
In literature different approaches for simulating such
SmartGrid scenarios comprised of markets, distributed
energy resources and controllable consumers are pre-
sented by (Karnouskos and De Holanda, 2009), (Wider-
gren et al., 2004) and others. Whichever approach one
chooses, the scenarios that are to be simulated need to be
defined in some formal way if the overall simulation shall
be composed and parametrised automatically from avail-
able components/models. In this paper a formal scenario

and simulation specification based on a domain-specific
language (DSL) is presented. This approach has been
developed in combination with a small, lightweight sim-
ulation framework that has been developed for the Grid-
Surfer project (BMWi, 2010). In this project, OFFIS de-
velops and evaluates control strategies for electric vehi-
cles (EVs) in combination with other DER, such as pho-
tovoltaic modules. Although this work focuses on the
domain of SmartGrids, the DSL-based approach can of
course also be applied to other domains.

RELATED WORK

Different approaches for simulations in the field of
SmartGrids already exist, e.g. (Widergren et al., 2004),
(Karnouskos and De Holanda, 2009). None of these,
however, describe in detail how to specify the scenarios
which are a major input for the simulation. Those who
do, give a brief description of some kind of XML con-
figuration. This paper wants to show a straight-forward,
alternative approach for a formal description of simula-
tion scenarios using a DSL that is easy to understand,
even to non IT experts.
The presented approach has been developed to meet
the simulation needs of the GridSurfer project and is
not directly based on a solution presented in literature.
The simulation of markets as described by (Widergren
et al., 2004) is not part of the GridSurfer project and
the agent-based approach described by (Karnouskos and
De Holanda, 2009) was considered unnecessarily com-
plex for the requirements of the project.
Besides the domain-specific approaches described above,
there are other approaches that can be found in literature
which are domain independent and could be used as well,
such as (Moradi, 2008) or (Benali and Ben Saoud, 2010).
Again, these were considered too complex as the focus of
these works is placed on how to match the simulation re-
quirements with a large number of components from a
component repository. In the GridSurfer project just a
hand full of simulation models needs to be used in dif-
ferent configurations and combinations so that referring
to concrete simulation models from within the scenario
specification is sufficient. Thus, the matching problem
does not occur. Nevertheless, an easy to understand and
consistent specification of the different scenarios should
be possible.
The approach presented in this paper has been inspired
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by the works of (Prasanna et al., 2005) that in turn are
based on the approach of Model-Integrated Computing
(MIC) by (Sztipanovits and Karsai, 1997) as described
later. As this approach is based on the creation of a
domain-specific modelling environment, the project do-
main is introduced first.

The Project Domain
The simulation environment that has been developed for
the GridSUrfer project had to provide enough flexibility
to simulate the different scenarios required for the project
evaluation. To meet these requirements the scope of the
environment and the scenario modelling approach pre-
sented in this paper have been limited to the domain of
SmartGrids and in particular to the domain elements that
were required for the GridSurfer simulation. There are
three major types of domain elements (in our case simu-
lation models) that were identified:

• Control algorithms (monitoring the state of the grid
and/or the resources and controlling the resources if
possible)

• Distributed energy resources (DER)

• The power grid (connecting the DER)

Figure 1 illustrates these elements and their relations
as they can occur in a real SmartGrid.

Controller

Resources

Power grid

Figure 1: Types of SmartGrid elements and considered
relations

The DER are represented by simulation models
developed for the GridSurfer project or reused from
earlier projects. The power grid is represented by a
simulation model which has been implemented using
the open-source power-flow analysis Pylon (Lincoln,
2009). The control algorithms and the integration to
the simulation framework are currently being developed
and not within the scope of this paper. While other
approaches for simulation composition try to achieve
arbitrary model couplings, a specific characteristic of the
project domain presented here is that the DER models
are only coupled via the power grid, as can be seen in
figure 1. However, this still allows the specification of a
large number of scenarios while keeping the complexity
low. In the future the DSL shall be extended to support
the specification of submodel relations (e.g. to use a

battery model as submodel for an electric vehicle model
or alone as stationary storage).
In the remainder of this paper, a simple scenario shall
serve as an example to illustrate the approach. This
scenario is shown in figure 2 and contains private homes
that are equipped with photovoltaic (PV) modules. The
homes and their PV modules are connected to different
points (A..D) in a small grid topology and the power
flow analysis shall be used to calculate the voltage and
load conditions at the different nodes of the network as
well as the overall load flow at the transformer.

Pylon

HomeSim

PVSim

3 2/8/2011

?

A                B                    C                 D

Figure 2: Example of a simulation scenario

THE APPROACH

Model-Integrated Computing

The presented approach follows the three step process
of Model-Integrated Computing (MIC) (Sztipanovits and
Karsai, 1997). First, in the metalevel process, soft-
ware engineers formally specify and configure a domain-
specific environment which is automatically generated.
In a second step, this environment is used by domain en-
gineers to specify domain models. Finally, model inter-
preters synthesize executable programs from the domain
models or generate data structures for tools. Figure 3
shows these steps. In our case the interpreter generates
input for the simulation framework. Compared to other
model based approaches, such as Model-Driven-Design
(MDD), MIC models do not only capture the architecture
of the software but also it’s environment. Information
that is often more comprehensive and likely to change
than the models of the software itself (Sztipanovits and
Karsai, 1997).

This approach has been adopted because the creation
of a domain-specific modelling layer also allows people
without in-depth knowledge of the simulation framework
to use it for modelling their scenarios of interest. This is
in particular beneficial for students and other researchers
who want to use it to evaluate their works, for example
SmartGrid management strategies.
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Metalevel process (Software engineers)

•Formal domain modeling

•Model interpreter specification

System development process (Domain engineers)

•Model specification

•Model validation

Usage of the final software 

Figure 3: Model-Integrated Computing method accord-
ing to (Sztipanovits and Karsai, 1997)

Xtext
For our project Xtext (Eclipse Foundation, 2010b) was
chosen as implementation for both, metalevel and system
development process. Xtext has an active community
and is quite easy to learn. It has various advantages over
XML based solutions as (Efftinge and Zarnekow, 2010)
demonstrate. Compared to proprietary MIC Environ-
ments such as GME, Xtext is much more lightweight and
common as it is a component of the Eclipse Modelling
Framework and integrates with the Eclipse platform. It
allows easy and straight forward creation of own domain-
specific languages based on a simple EBNF-style gram-
mar. The definition of a DSL corresponds to the MIC
metamodelling level.
For the system development process Xtext automatically
generates a DSL specific editor as Eclipse plugin, which
can be used to define models using the DSL. This ed-
itor includes “the parser, the type-safe abstract syntax
tree (AST), the serializer and code formatter, the scoping
framework and the linking, compiler checks and static
analysis aka validation and last but not least a code gen-
erator or interpreter.” (Behrend et al., 2010) Figure 4 de-
picts our approach based on the three steps of the MIC
approach. The puzzle parts represent the different tech-
nological choices that were made. These parts could also
be implemented using other technologies.

Each metamodel has one or more corresponding in-
stances (models) on the system development level. In
other words, the metamodels define a domain specific
class structure which is instantiated by the simulationist
on the system development level, using the domain spe-
cific language editor that Xtext has generated. For being
able to automatically simulate different scenarios such as
the example shown in figure 2, three different metamod-
els had to be implemented.
The simulation metamodel allows to create formal de-
scriptions of the available simulations. These include the
definition of the simulation’s step size, its inputs and out-
puts and the available configuration parameters. To sum
up, simulation implementations can be described on the
system development level using a domain specific lan-
guage defined on the metalevel. Next, a metamodel for

Figure 4: MIC-based approach for SmartGrid simulation

scenario description has been defined. It allows the simu-
lationist to specify the number and properties of the sim-
ulation models to use within the simulation and in case of
DER models, how these are connected to the power grid.
Therefore the scenario metamodel contains references to
the simulation metamodel. This way, it can be made sure
that in the scenario description only those simulations
and parameters are used that are available. Finally, for
being able to specify to which nodes of the grid the sim-
ulated DERs shall be connected, the scenario metamodel
needs to have references to the metamodel of the power
grid topology. Currently, the resulting topology model is
just a plain list of nodes contained in the topology and not
further elaborated in this paper. It can be generated from
a CIM/XML (IEC, 2008) compatible topology descrip-
tion using a small Python script. In the next chapter all
metamodels are presented in detail and it will be shown
how the definition of the DSL using Xtext looks like.
For generating the input to the simulation framework
Xpand (Eclipse Foundation, 2010a) is used, a template-
based language for generating arbitrary files from EMF-
models, such as the Xtext models. In our case RDF/XML
files are generated, containing all relevant information of
the models and the scenario. This information is inter-
preted by the simulation framework and the simulation
implementations are instantiated and executed accord-
ingly.

METALEVEL PROCESS
During the metalevel process, the domain-specific mod-
elling environment that is to be generated needs to be
modelled in a formal way. The different metamodels that
have been briefly introduced above are now described in
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more detail.

Simulation Metamodel
The simulation metamodel describes the simulations that
are to be composed and is shown in figure 5 as UML class
diagram. The metamodel used for the GridSurfer project
contains some more details that have been omitted here
as they are not required for understanding and presenting
the basic idea of the approach.

Listing 1: Definition of the simulation metamodel using
the Xtext-Grammar

enum Role:
DER| grid;

enum DataType:
int | string | float | boolean |

datetime;
enum Meaning:

PowerFlow;

Simulation:
’Simulation’ name=ID ’of ’role=Role
(isContinuous?=’is continous’|
(’has step size from ’minStepSize=INT

’to ’maxStepSize=INT ’minutes’))
(’has Parameters’
(simParameters+=SimParameter)*)?
’containing’ (models+=Model)*;

SimParameter:
name=ID’as ’type=DataType;

Model:
’Model’ name=ID ’with ’

multiplicity=(’one’|’1..*’) ’
instances’

’having’
(’Parameters’
(modelParameters+=Parameter)*)?
(’Inputs’

(inputs+=ModelData)*)?
(’Outputs’

(outputs+=ModelData)*)?;
ModelParameter:

name=ID’as ’type=DataType;
ModelData:

name=ID ’as ’type=DataType(’:’meaning=
Meaning)?;

The metamodel supports specification of continuous
simulations (such as the power flow calculation with Py-
lon) and event-discrete simulations as needed for cen-
tralised DER management approaches. In the latter case
the minimal and maximal step size can be specified. A
simulation can have a certain role according to the clas-
sification in figure 1. This is in particular useful for au-
tomatically determining the execution order of the simu-
lations as described below. Each simulation contains one
or more different models. Each model can have different
input and output data, e.g. the power drawn from the grid
or the battery state of an EV. Also, simulations and mod-

class ECMS2011_paper

ModelDataModel

- multiplicity:  int
- name

Role

 grid
 DER

Simulation

- step_min:  int
- step_max:  int
- name
- isContinuous:  bool

DataType

 int
 float
 string
 boolean
 datetime

SimulationParameter

- name:  string
- type:  DataType

Meaning

 PowerFlow

ModelParameter

- name:  string
- type:  DataType

+dataType

+dataType

has

0..*

has

output

0..*

has
0..*

input

0..*

1..*

+meaning 0..1

+dataType

Figure 5: Metamodel for simulation description

els can have configuration parameters. The datatypes are
to be specified for each of these elements. The in- and
output data can have an optional meaning, e.g. to let the
framework know which output of a DER model repre-
sents the generated power. For each model the possi-
ble multiplicity can be specified, e.g. how many models
(which represent real entities, such as an EV) can be sim-
ulated. In listing 1 the corresponding Xtext specification
for this metamodel is shown. The classes from the UML
diagram became Xtext entity definitions (e.g. ‘Simula-
tion:’). Aggregations are created by using the entity defi-
nitions and assigning them to a variable name. Enumera-
tions can explicitly be defined using the ‘enum’ keyword.
For mor information about the syntax see (Eclipse Foun-
dation, 2010b). Listing 2 shows how the PV simulation
of the example scenario is described using the domain-
specific language that Xtext has generated.

Listing 2: Excerpt of the PV-Simulation description in
the generated editor

Simulation PVSim of DER
has step size from 1 to 15 minutes
has Parameters
simulationStart as datetime
simulationEnd as datetime

containing Model Photovoltaic with 1..*
instances

having Parameters
PV_maxActivePower as float
PV_Angle as float
PV_IMPP as float
PV_UMPP as float

Outputs
generation as float:PowerFlow

Based on the meaning of the output data and the role
of the simulation model, the simulation framework can
create the dataflow. In our scenario (see figure 2), for
example, the DER simulations need to be stepped first to
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Figure 6: Parameter assignment

determine the power values at the four nodes. In a second
step, the data is sent to the power flow simulation that can
be stepped afterwards.

Listing 3: Simulation and model parameter specification

Scenario:
’Scenario’name=ID
(simulationParameterSets+=

SimulationParameterSet)+
(modelInstances+=ModelInstances)*
(modelGroups+=ModelGroup)*;

SimulationParameterSet:
’SimulationParameterSet’ name=ID ’for

simulation’ sim=[Simulation] ’with’
(parameterInstances+=ParameterInst)*
(modelParameterSets+=ModelParameterSet)+;

ParameterInst:
param=[SimParameter] ’= ’ value=STRING;

ModelParameterSet:
’ModelParameterSet’ name=ID ’for model’

model=[Model]
’with parameters’
(parameterValues+=ModelParameterInst)*;

ModelParameterInst:
param=[ModelParameter] ’= ’ value=STRING;

Scenario Specification Metamodel
Next, the scenario metamodel, which needs to reference
the simulation metamodel, can be defined. It shall be a
formal description of the scenario that is to be simulated
to allow an automatic composition of the required sim-
ulations. In our example (figure 2) the scenario needs
to contain information about the type of PV modules to

class ModelGroup

ModelGroup

- cardinality:  int

ModelInstances

- cardinality:  int

Model

- multiplicity:  int
- name

ModelParameterSet

- name

related to

with

defines

1..*

!"#$%&'"()*+,'&#(-,%
!.,)&/"(*+,'&#(-,%

Figure 7: Model instantiation and grouping

simulate (e.g. how the PV simulation is parametrised),
the number of houses and PV modules to simulate and
their connection to the grid.
A separation of the parameter specification from the rest
of the scenario definition is beneficial, as there can be
quite a number of parameters and in this way, a redundant
parameter specification can be avoided. Figure 6 shows
this modelling approach as UML class diagram. A Simu-
lationParameterSet references a simulation and contains
parameter instances, e.g. concrete values for the parame-
ters of the simulation, and one or more ModelParameter-
Sets which contain the parameter instances for a specific
model that the simulation referenced by the Simulation-
ParameterSet contains. The Listing 3 shows how this is
implemented using Xtext. References between the sce-
nario and simulation part of the metamodel are imple-
mented using square brackets.

In our scenario, the PV modules shall only be con-
nected to the same connection point as the simulated
home, as it is assumed that the PV modules are mounted
on top of the houses roof. Therefore model groups are in-
troduced to allow specification of models that physically
belong together. Figure 7 show the according extension
of the scenario metamodel. A ModelGroup allows the
specification of 1 or more model instances that are to
be grouped and a cardinality for the group. The class
ModelInstances specifies how many instances of a spe-
cific model (represented by the desired model parameter
set) are to be created. In our example we have 4 groups
with one home and PV simulation, each.

What is still missing is a possibility for specifying the
connection points of the simulated DERs, e.g. a node in
the electrical power grid to which the DER is electrically
connected (ResourceConnectionPoint, RCP). This con-
nection point is an Xtext reference to a node in the grid
topology metamodel already shown in figure 4. Most of
the DER have fixed connection points (e.g. wind tur-
bines, PV modules, etc...). EVs, however, require a way
to specify a variable connection point as they move be-
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tween different charging stations. This can be done by
binding the connection point to a certain property value
of the simulation model (e.g. when the output ‘location’
of the vehicle model has the value ‘home’, the EV is con-
nected to grid node ‘A’ and else to ‘B’). For a better un-
derstandability these extensions are not presented here
and only the parts of the metamodel required for mod-
elling the example scenario are shown. Listing 4 shows
the Xtext definition for the model group and connection
point extensions. In the example scenario only 4 connec-
tion points are to be specified. In larger scenarios, how-
ever, the specification of each connection point becomes
impractical. Therefore, a different connection strategy
called RandomRCP has been introduced. This strategy
connects all specified instances to randomly but repro-
ducibly chosen nodes of the power grid. This will be
used for the example scenario specification shown in the
next section. Currently, only nodes that have not been
connected are returned by the algorithm (no two house-
/PV groups are connected to the same node). However,
additional parameters for specifying the connection be-
haviour could be required. The Xtext metamodel can
be extended easily to incorporate such parameters and
the model editor is automatically updated by the Xtext
framework to support the new elements.

Listing 4: Grouping and grid connection metamodel

ModelGroup:
’Create’ cardinality=INT ’instances of

ModelGroup’ name=ID
’connected to grid ’connectionStrategy=

ConnectionStrategy
(modelInstances+=ModelInstances)+;

ModelInstances:
’Create’ cardinality=INT ’instances of

’ modelParameterSet=[
ModelParameterSet|QualifiedName]

(’connected to grid ’connectionStrategy
=ConnectionStrategy)?;

ConnectionStrategy:
FixedRCP|RandomRCP;

FixedRCP:
//Reference to grid-topology model
’at rcp:’rcp=[RCP];

RandomRCP:
’at random RCP’;

System Development Process

Based on the metamodel specified above, Xtext can gen-
erate an editor plugin for Eclipse which is capable of
syntax highlighting and auto completion. Although ad-
vanced XML editors also offer auto-completion, Xtext
allows to specify additional consistency checks and cus-
tom auto completion enhancements, thus offering sup-
port for the domain-modeller in specifying the scenario
so that it is valid for the simulation framework. Also, ref-

erences are type-safe, while using XML the references
just need to be IDs in a valid syntax, e.g. a check has to
be implemented manually as XML pre-processing step.
The scenario definition for our example is shown in list-
ing 5.

Listing 5: Model of the example scenario

Scenario Example1
SimulationParameterSet default for

simulation GridSim with
ModelParameterSet default for model

Pylon with parameters
csv_file = "<file_path>"

SimulationParameterSet pv_params for
simulation PVSim with

ModelParameterSet private_pv for model
Photovoltaic with parameters

PV_maxActivePower = "900"
PV_Angle = "30"
PV_IMPP = "7.55"
PV_UMPP = "23.8"

SimulationParameterSet homesim_params
for simulation HomeSim with

ModelParameterSet private_home for
model Home with parameters

load_profile = "vdew_h0"

Create 4 instances of ModelGroup Home_PV
connected to grid at random RCP
Create 1 instances of homesim_params.

private_home
Create 1 instances of pv_params.

private_pv

It defines one parameter set for each of the different
simulations (HomeSim, PVSim, GridSim/Pylon) and
defines a group Home PV that represents homes with
PV installation. 4 instances of this group are to be
instantiated during the simulation.

The scenario description and the description of the ref-
erenced simulations is interpreted by our simulation en-
gine during the composition phase and the required sim-
ulations are instantiated and parametrised. The definition
of how to interpret the scenario description based on the
metamodel is obviously as important as the metamodel
itself. However, the interpreter component is not within
the scope of this paper.

CONCLUSIONS & FUTURE WORK
The approach presented in this paper is currently being
used in the GridSurfer project. First scenarios could al-
ready be successfully defined and simulated. It could
be shown that the scenario definition based on the DSL
is easy to understand, even to non IT experts, and is
clearly arranged. Another advantage is the loose cou-
pling between the scenario specification and the simula-
tion framework. When a change in the interface or the
functionality of the simulation framework is made, the
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possibly large number of scenario specifications does not
need to be touched but rather only the Xpand generator
needs to be adapted. With all these advantages, the sce-
nario specification acts as a real specification artefact.
In the future more domain-specific extensions are
planned, such as the integration of more roles (besides
‘DER’ and ‘grid’) will be implemented to enable a wider
range of scenarios. Also the DSL shall be extended to
support the specification of submodel relations (e.g. to
use a battery model as submodel for an electric vehicle
model or alone as stationary storage). Currently the sim-
ulations are only coupled via the grid simulation. How-
ever, this is sufficient for the current project and still al-
lows the specification of a broad range of scenarios while
keeping the complexity at a minimum. Finally an elec-
tricity standard conform integration (CIM/IEC61850) of
control strategies is planned to allow reuse of the eval-
uated strategies for a broad range of simulation compo-
nents.
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ABSTRACT 

This paper presents the simulation and VLSI hardware 
implementation of a novel bio-inspired architecture with 
self-healing and artificial immune properties for high 
reliability industrial control applications. The basic idea 
is to imitate the biological organism’s cell-based 
structure, which involves nearly perfect self-
organization and fault-tolerance abilities in a well-
organized hierarchical mechanism. Exploiting the 
generous hardware facilities offered by the FPGAs, a 
main property of living organisms like self-replication 
is reproduced in digital structures. Particularly, the 
paper describes the artificial genes implementation and 
cells’ self-replication process upon FPGA-based 
embryonic network architecture (embryonic machine). 
The presented theoretical approaches were tested 
through real-time computer-aided simulations. 
 
INTRODUCTION 

As it is known, the immune system found in higher 
evolutional level biological organisms is a distributed 
and multilayered system that is robust and able to 
identify infectious pathogens, injury, diseases, or other 
harmful effects. Therefore, their properties and abilities 
- like self-replication or self-repair - would be more 
advantageous in many applications, where often are 
imposed robustness and also high security operation 
requirements. The basic goal of these research efforts is 
to take inspiration from biological organism’s immune 
system and embryonic processes, and to acquire these 
fault tolerant or self-repair properties in hardware 
circuits. In fact, the evolution of all living organisms is 
determined by the interpretation of a DNA string (or 
genome) contained in each of their cells. Parts of this 
huge string, named genes, are activated by cells, 
according to their functionality inside the organism. 
In biology, this property is known as the cellular 
differentiation behavior. If one cell dies, in the living 
organism automatically is replaced by the new one 
through the cicatrization process. In artificial organisms, 
this corresponds to the fault-tolerance property, 
generally achieved by hardware redundancy. 

At international stage, important research efforts and 
experimental projects are focused on bio-inspired 
hardware systems development and implementation 
(Mange et al. 2000), (Thoma et al. 2004), (Mange et al. 
2004), (Upequi et al. 2007). Several theoretical 
approaches and experimental validation can be 
considered here for discussion. One of these is regarded 
with the strategy of a homogenous cell array 
implementation inside of one single FPGA circuit, with 
final objective to develop a VLSI circuit capable of self-
repair and self-replication (Mange et al. 1998). 
Other research efforts are focused upon FPGA 
implementation of bio-inspired self-repairing system 
with fault-tolerant behaviors and capabilities (Caponetto 
et al. 2007). A general characteristic of the above 
mentioned important research efforts and highly notable 
experimental results is to implement embryonic 
structures inside of one silicon structure, using the 
remarkable hardware resources of FPGAs. The artificial 
cells, implemented with this strategy, are based on a 
single MUXTREE circuit (Mange et al. 1998) with just 
1 bit of memory capacity and a special (unsymmetrical) 
structure. With a network of these kinds of artificial 
cells, even complex logical functions are possible to be 
implemented, reproducing self-repair and self-
replicating properties too. But the processing capability 
of this artificial cell is limited, and biological 
organism’s abilities imitation requires complex 
algorithms implementation. Also the gene definition and 
implementation or the cells’ network communication 
looks quite complex, the embryonic structure 
initialization is possible only in given directions (in two 
directions out of four possible). Not at least, it’s the 
question of the entire embryonic structure reliability in 
case of accidentally power down of the entire 
FPGA circuit. Considering the above-mentioned 
observations, this paper presents a novel FPGA-based 
hardware structure, with a quite different theoretical 
approach regarding the embryonic systems design and 
its experimental implementation strategy. 
 
NOVEL EMBRYONIC ARCHITECTURE MODEL 

The paper proposes an FPGA circuits-based embryonic 
network structure, designed upon the following 
theoretical considerations: 
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- in order to increase the system reliability, the whole 
embryonic structure will be implemented not upon a 
single silicon chip, but on a chip-network structure; 
 

- to implement a simple network communication 
strategy the artificial cell’s hardware structure and its 
communication buses is chosen to be symmetrical in a 
bi-directional system (the four lattices as left, right, up, 
and down, are with identical configuration); 
 

- in order to imitate the complex processes in biological 
cells, the artificial cell is chosen with a powerful 
hardware structure, suitable for complex bio-inspired 
algorithms implementation. 
 
The basic structure of the embryonic system, which 
meets the above-mentioned theoretical approaches, is 
presented in figure 1 (one cluster means 9 cells). 
 

 
 

Figure 1: Embryonic network structure with matrix 
labeling (left), and decimal (right) 

 
In this network, each artificial cell is considered a 
standalone powerful FPGA circuit, with abilities of full 
communication with neighbor cells (left, right, up, and 
down). Each lattice of the artificial cell has the same 
number of input/output bits and configuration structure, 
with the same operation functions, as shown in figure 2 
(Szász and Chindriş, 2010). 
 

 
 

Figure 2: FPGA-based artificial cell hardware model 
 
For example, the upper-lattice of the artificial cell is 
designed with the following configuration: 

- UI (b0ui, b1ui, b2ui, b3ui) - the data bus (4 input 
bits) for receiving information from the upper 
neighbor cell; 
- CkuI - the input data bus synchronization clock; 
- UO (b0uo, b1uo, b2uo, b3uo) - the data bus (4 
output bits) to send information to the upper 
neighbor cell; 
- CkuO - the output data bus synchronization clock; 
- AuI - signal received from the upper cell (alive=1, 
dead=0)/data transaction enable signal; 
- AuO - the cell’s internal signal (alive=1, 
dead=0)/data receive enable signal. 

 
The other lattices of the artificial cell, left, right and 
down, use the same 12-bit configuration. This 
configuration is specially designed for the full-operation 
of each component in a bi-dimensional artificial 
cell network. 
 
ARTIFICIAL GENES IMPLEMENTATION 

The homogenous array of artificial cells, shown in 
figure 1, will gain the properties of an embryonic 
structure only after each cell gets to known its own bi-
dimensional coordinates in the network and express the 
gene which shows the cell’s unique function. 
 

 
 

Figure 3: Embryonic cluster genes implementation 
 

 
 

Figure 4: Steps of embryonic cluster initialization 
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The set of all implemented genes, upon the artificial 
organism, is called here the genome or artificial DNA. 
In the presented model, the operative genome is 
designed with 5 genes (A, B, C, D, and E), and at the 
same time just one gene is shown active (highlighted in 
the figure). The cells, which don’t show any operative 
gene, are considered spare cells (4 cells from the total of 
9 in a cluster indicated in figure 3). It is important to 
note, that the implemented genes are generically labeled 
in the model with A, B, C, D, and E, but they can 
represent a wide range of control algorithms and 
programs (industrial process control, electrical motors 
control, etc.), defined through the software initialization 
process. One instruction is transmitted toward the 
embryonic network, step by step, from the mother cell 
to its daughters. The External Device (implemented on a 
PIC microcontroller), connected to the left-upper side of 
the cluster, has the main role to generate the coordinates 

of the first cell (mother cell) to which is connected, and 
to send instructions toward the network. Figure 4 shows 
several different steps of the entire initialization 
process. As it can be observed, each cell contains the 
entire genome. Depending on its position in the 
embryonic array, each artificial cell interprets the 
genome (artificial DNA), and extracts the gene which 
configures it. Storing the whole genome in each cell, 
makes this cell universal: it can synthesize any gene of 
the operative genome, as function of given proper 
coordinates. Not at least, this cell network is considered 
homogenous too, with identical hardware structure and 
the same bus connections and operation functions. 
A time-diagram, with the most important signals in the 
above discussed initialization process, is given 
in figure 5. 
 

 
 

Figure 5: Steps of embryonic cluster initialization (genes implementation) 
 

Packet 8 Packet 7 Packet 6 Packet 5 Packet 4 Packet 3 Packet 2 Packet 1 
31 28 27 24 23 20 19 16 15 12 11 8 7 4 3 0 

Device 
command 

Source 
cell 

coordinate 

Destination 
cell 

coordinate 

Destination 
cluster 

Y coordinate 

Source cluster 
Y coordinate 

Destination 
cluster 

X coordinate 

Source 
cluster 

X coordinate 

Instruction 
code 

Table 1: Instruction format (when packet 1 is coded decimal 3, it means gene transmission) 

 
The artificial cells communicate to each other inside 
network through specially defined instructions. 
A general format of the instruction is given in table 1. 
As it can be observed, one instruction takes 8 clock 
cycles, and in each clock cycle, is transmitted a 4-bit 
information (or packet) like instruction code, X and Y 
source- and destination cell coordinates, etc. In order to 
better understand the communication rule between the 
artificial cells, several instruction steps are given bellow 
in tables, where the transmitted 4-bit information is 
coded decimal in the packet labeled P1-P8. 
 

P8 P7 P6 P5 P4 P3 P2 P1 

Dev 
Com 

Src 
cell 

Dest 
cell 

Dest 
Cluster 

Y 

Src 
Cluster 

Y 

Dest 
Cluster 

X 

Src 
Cluster 

X 

Instr 
code 

0 0 5 1 0 1 0 3 

Table.2. Instruction sent by ExtDev to Cell1_1 (Step 1) 

In these tables, the abbreviations Dest cell and Src cell 
mean destination- and source cell. 
 

P8 P7 P6 P5 P4 P3 P2 P1 

Dev 
Com 

Src 
cell 

Dest 
cell 

Dest 
Cluster 

Y 

Src 
Cluster 

Y 

Dest 
Cluster 

X 

Src 
Cluster 

X 

Instr 
code 

0 5 0 0 1 0 1 3 

Table.3. Instruction sent by Cell1_1 to Cell1_2 and 
Cell2_1 (Step 2) 

P8 P7 P6 P5 P4 P3 P2 P1 

Dev 
Com 

Src 
cell 

Dest 
cell 

Dest 
Cluster 

Y 

Src 
Cluster 

Y 

Dest 
Cluster 

X 

Src 
Cluster 

X 

Instr 
code 

0 6 0 0 1 0 1 3 

Table.4. Instruction sent by Cell1_2 to Cell1_3 and 
Cell2_2 (Step 3) 
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P8 P7 P6 P5 P4 P3 P2 P1 

Dev 
Com 

Src 
cell 

Dest 
cell 

Dest 
Cluster 

Y 

Src 
Cluster 

Y 

Dest 
Cluster 

X 

Src 
Cluster 

X 

Instr 
code 

0 9 9 9 1 0 1 3 

Table.5. Instruction sent by Cell2_1 to Cell2_2 and 
Cell3_1 (Step 3) 

Following the information given in tables 2-5, it is not 
very difficult to understand the communication strategy 
inside the cell network.  
 
It can be assumed also, that the presented methodology 
offers a highly efficient and far not complex 
communication possibility in the embryonic structure. 
 
EMBRYONIC SYSTEM SIMULATION 

The theoretical considerations, regarding the artificial 
genes implementation, were tested trough careful 
computer-aided real-time simulations. In figure 6, it is 
presented one of the outcomes of these research efforts. 
For starters, let’s consider all the signals plotted only 
from Cluster1_1 (one cluster mean 9 artificial cells). 
The External_Device is connected in arbitrary mode to 
the Cell1_1, from the left-upper corner of the cluster. 
With the first instruction (8 clock cycles through the 
External_Device.Clk_o signal), the cell receives the 
information relating to its position inside the cell 
network (in this example X=1, Y=1, active gene=A). 
From this moment, Cell1_1 is considered the mother 
cell in the whole embryonic structure, able to detect all 
its neighboring daughter cells. In this example, these are 
only two: the right neighbor Cell1_2, and the down 
neighbor Cell2_1. The mother cell forwards its own 
coordinates to the two mentioned neighbors, and these 
cells must be able to compute their coordinates from the 
received information and the lattice which receives this. 
 

 
 

Figure 6: The clock signals involved in the cells’ 
coordinate settings 

 
In the next step, Cell1_2 (trough the 
Cluster1_1_Cell1_2.CkRo and Cell1_2.CkDo signals) 
and Cell2_1 (trough the Cluster1_1_Cell2_1.CkRo and 
Cell2_1.CkDo signals) forward their own coordinates to 
Cell1_3, Cell2_2, and Cell3_1. This process is repeated 
until the last cells detect that they have no more other 

neighbors in the network (in this example the last cell 
is labeled Cell3_3). During this coordinates 
initialization process, the cells enable instantaneously 
also their corresponding functional genes (one in each 
cell from the 5 available). Through careful design, the 
genes are activated in the corners and the center of the 
cluster, assuring maximal direct communication 
possibility between active and spare cells in the cluster. 
Otherwise, the faulted cells detection becomes slowly 
and troublesome. 
The cells’ coordinates setting process is designed to be 
versatile, allowing the External_Device to be connected 
to every cell on the matrix’ border. For example, in 
figure 7, the external device is connected to Cell3_2, 
beginning the process of coordinates setting from this 
cell (this cell becomes the mother cell). 
 

 
 

Figure 7: External device connected to Cell3_2 
 
Based on the same operation principle, all the cells’ 
coordinates are set in the same way like in the previous 
example. Figure 8 show the clock signals setting the 
cells’ coordinates process, for a cluster that has the 
external device connected to Cell3_2. 
 

 
 

Figure 8: The clock signals involved in setting 
coordinates for an external device connected to Cell3_3 
 
The protocol allows also the coordinates setting of 
multiple clusters in the same manner. The following 
simulation from figure 9 presents an artificial organism 
made of two clusters (Cluster1_1 and Cluster2_1).
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Figure 9: The clock signals involved in setting coordinates for two clusters 
(external device connected to Cell3_3) 

 
 

 
 

Figure 10: Two clusters coordinates setting principle 
 
The simulated model corresponding to the waveforms 
presented in figure 9 is given in the real-time simulation 
model from figure 10. 
 
EXPERIMENTAL RESULTS 

The hardware system development strategy follows 
some special purpose requirements and implementation 
guidance. One of them is to avoid artificial cells 
hardware resources and memory utilization for 
initialization, configuration, or other auxiliary routines 
and algorithms implementation. The main idea is to 
maintain all their capability for complex software 
processing by algorithms that are able to imitate with 
high fidelity the biological organism’s sophisticated 
adaptation, robustness, and immunity properties. This is 
the basic reason of choosing one stand-alone FPGA for 
each artificial cell, with the above-mentioned powerful 

hardware and software resources built on an 
FPGA XC3S500E-type circuit (Xilinx Inc. 2009). The 
block diagram given in figure 11 shows this 
implementation strategy. 
 

 
 

Figure 11: The hardware system block diagram 
 
The basic strategy is to design and construct a versatile 
framework system. No other functions or tasks are 
executed by the embryonic machine, just the regarded 
network communication abilities and specially 
developed fault-tolerance algorithms, in order to 
reproduce artificial embryonic system behaviors. 
All auxiliary functions or drivers like interfacing, 
initialization, or data acquisition are processed by the 
supervisor digital control system, built on a personal 
computer and PIC18F4550-type microcontroller. 
A general view of the laboratory experimented test 
system is shown in figure 12. There are two basic 
hardware structures: in the lower side, it is depicted the 
developed embryonic machine with its array structure, 
and in the upper the supervisor digital control system. 
All the artificial cells are implemented on stand-alone 
Spartan-3E Starter Kit development boards built on the 
FPGA XC3S500E circuit (Digilent Co. 2008). 
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Figure 12: The FPGA circuits-based embryonic system 

 
The data transfer rate on the laboratory experimented 
embryonic machine was programmed during tests 
sufficiently low (3-5Hz) to ensure all network 
communication and data transmission operations visual 
observation. 
 
CONCLUSIONS 

The paper is focused on simulation and development of 
a novel embryonic system with self-healing and 
artificial immune properties for high reliability 
industrial control applications. The proposed model 
may become a helpful support for future developments 
in bio-inspired hardware systems, in order to founding 
the theoretical basis, design models or development 
methods of this relatively new science domain. The 
presented theoretical approaches were carefully tested 
and implemented on a new generation of FPGA-based 
development system with a generous hardware resource 
with high-level programming and upgrading 
possibilities. 
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ABSTRACT 

This contribution proposed an original modelling and 
algorithmic tools for integrated (re)-planning of supply 
chain business processes and disaster-tolerance 
information systems (DTIS). The following models are 
jointly used: the model of DTIS recovery 
(modernization) management; the model of DTIS o 
peration control; the model of business-processes 
management as applied to DTIS-aided activities. The 
combined algorithms of integrated planning of DTIS 
operation and recovery (modernization) use these 
models and apply modern results of the control theory 
and operation research. The essence and novelty of 
modelling and integrated planning of DTIS lies in the 
possibility to relate optimization of business-processes 
goals with executive data-handling procedures, 
information processing, and DTIS communication. 
This provides joint finding of optimal business-
processes for supply chains using DTIS and 
management programs for DTIS. The planning 
algorithms use the fundamental scientific results 
obtained within the modern control theory operating 
with complex dynamic objects with reconfigurable 
structure. The prototype computer program for 
modelling and integrated planning of supply chain 
processes and DTIS has been developed.  
 
INTRODUCTION 

Information technologies (IT) are one of the most 
important enablers of new agile and flexible supply 
chain management concepts. The firms that timely 
understood the role of IT in their own processes and 

the inter-organizational processes with their customers 
and suppliers benefits from the IT deployment.  
Supply Chain (SC) planning is composed of setting 
management goals and defining measures to their 
achievement (Kreipl and Pinedo 2004). On the basis of 
the goals of the superordinate level of a SC, plans of a 
current level are formed. E.g., strategic goals can be 
referred to service level and costs. The measures are in 
this case plans of customers’ orders realization that in 
turn are realized on the basis of scheduled operations.  
Traditionally, improvements for SC planning and 
scheduling have been algorithmic. However, in recent 
years, the works on SC management have been 
broadened to cover the whole SC dynamics. In the 
most tactical-operational problems that refer to SCs 
dynamic to be under control, the modelling supply 
chain dynamics is mandatory. Although the dynamic 
feedbacks have been extensively investigated in the 
systems dynamics, these models have been 
successfully applied only for strategic issues of 
network configuration and showed many limitations 
with regard to the tactical and operation control levels. 
With regard to these two levels, the recent literature 
indicates an increasing renewed interest to theoretical 
background of control theory (Disney et al., 2006; 
Ivanov et al., 2007; Ivanov et al., 2009; Ivanov, 
Sokolov 2010a., 2009van Houtum et al., 2008, Wang 
et al., 2008). 
An important practical issue in supply chain (re)-
planning is multi-structural design of supply chains. 
In supply chains, different structures (functional, 
organizational, informational, financial etc.) are 
(re)formed. These structures interrelate with each 
other and change in dynamics. Decisions on SC 
strategy, design, planning, and operations are 
interlinked and dispersed over different SC structures. 
The efficiency and applicability of the decisions 
decrease if decision-supporting models are considered 
in isolation for different SC managerial levels and 
structures (Ivanov et al., 2009a). Furthermore, the SC 
execution is accomplished by permanent changes of 
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internal network properties and external environment. 
In practice, structure dynamics is frequently en-
countered. Decisions in all the structures are 
interrelated. Changes in one structure affect the other 
structures. Furthermore, the structures and decisions 
on different stages of SC execution change in 
dynamics. Output results of one operation are 
interlinked with other operations (the output of one 
model is at the same time the input of another model). 
This necessitates structure dynamics considerations. In 
the case of disruptions, changes in one structure will 
cause changes in other relevant structures. Structure 
dynamics considerations may allow establishing 
feedback between SC design and operations. 
In this paper, we consider the business process and 
information systems structures as simultaneously. The 
paper elaborates an approach to integrate (re)-
planning of supply chain business processes and 
disaster tolerant information systems (DTIS).  
Also in this paper we consider issues related to 
the economic efficiency of IS, in particular the disaster 
tolerant information systems. Nowadays, under 
conditions of market economy and intense competition 
the each company tries to improve its position at the 
market increasing the quality of its services and 
products through using innovations and raising the 
efficiency of the business. One of the components to 
reach the goals above is the close integration between 
business and IT, including the application of DTIS. 
Now DTIS are very complex technical and 
technological systems. The DTIS lifecycle has many 
scenarios of evolution. At the all stages of DTIS 
existence the task of optimization of DTIS resources, 
especially financial resources, is very important. The 
problem is to estimate the contribution of DTIS to the 
principal company activity and the economic 
efficiency of DTIS, including the investment 
profitability. This problem can be solved using total 
cost ownership (TCO) and return on investment 
(ROI). 
The feature of TCO is the possibility to estimate the 
total IT costs with the following analysis which allows 
to control the company IT-infrastructure expenses. 
The TCO method allows to find out excess items of 
expenses and to estimate the return of DTIS 
investments. The costs are divided to direct and 
indirect. As direct costs are recognized the hardware 
and software purchase expenses; the user trainings; 
the third-party company services expenses; the IT-
department wage fund expenses; the company 
management wage fund expenses; the DTIS used 
electricity expenses; etc. As indirect costs are 
recognized the expenses for user self-support; the 
system idle time losses; etc. In general case the TCO 
index does not allow to see the direct economical 
effect from the DTIS application, ROI (return on 
investment) is used to solve this task. The most 
difficulty of this method is to mark out the direct 

benefits received by the company from the DTIS 
application. In the analysis the business directions and 
DTIS application goals are marked out, and the benefit 
received by the company after the goals achievement is 
calculated. It could be the raising of service quality or 
the possibility of development and producing of new 
products, giving the competitive advantages to the 
company at the market. In the ROI method the 
important part has the TCO index as it reflects the fact 
DTIS costs. 

)(

)(
)(

tTCO
tEftROI 

 
Ef(t) –  economic effect of the use DTIS. 
The DTIS costs are considered during all its life cycle, 
thus TCO and ROI indexes are considered in the time 
interval with the specified periodicity. 
Also in this paper we proposed method of multi-
criteria evaluation of technical and economic 
efficiency involves the following steps:  
1. Model calculation of the total cost of ownership.  
2. Creating a conceptual model of the relationship of 
business processes, IT services, IT functions, IT 
resources. 
3. Calculation of the total cost of ownership services 
based on the functional cost analysis.  
4. Calculation of the quality and effectiveness of IT-
based integrative management and valuation and 
original multi-model interpretation of the components 
of information service.  
5. The calculation of quality indicators using 
integrative management and the value of 
interpretation and original multi-model and service-
oriented description of the components of the 
information environment of the enterprise.  
The construction of the complex multi-model intended 
to describe the process of information services (IS), the 
concept of service-oriented approach. Under the IT 
services we mean services provided by IP business 
process (BP) (business unit), using appropriate IT. 
Adopted IT service characterized by the following 
parameters: content (functionality), that is, the 
composition of the task and set of tools for solving 
them; availability - the time period during which the 
MIS support this service; level - the time period 
during which a guaranteed fix the problem; 
performance - the volume of activity in a particular 
category of unit time cost of service for the business 
units. Later in the construction of specific models of 
IT will try to accommodate these parameters. The 
main advantage of a service-oriented approach is that 
IT services allows on the one hand, to link financial 
results achieved in the implementation of BP with the 
volume of services provided by these services, but on 
the other hand, using the services, you can spend on a 
constructive level estimation the flows of spending 
caused by the development, implementation, 
maintenance and exploitation of information resources 
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(IR), is the material basis of services. Thus, a specific 
service (external and / or domestic) is a kind of 
mediator between the cost of R & D and output 
(services) at the level of specific BP, allowing for 
financial calculations inoperable attitude "many to 
many" (at the BP-IR) to break two completely 
resectable relationship "one to many" (at the BP 
service (function), service (function)-IR). 
 
STATE OF THE ART 

In modern markets ensuring the continuity of business 
processes and improving catastrophe resistance of 
relevant business systems is a critical strategic 
direction of an organization. After a long-lasting 
research into optimal SCM, the research community 
begins to shift to a paradigm that the efficiency of 
supply chains is to consider with regard to adaptable, 
stable, and crisis-resistant processes to compete in real 
perturbed execution environment. Achievement of 
planned (potential) SC goals can be inhabited by 
perturbation impacts and crises in a real execution 
environment. The real SC efficiency is based on a 
maintaining planed execution and a quick cost-
efficient recovering once being disturbed.  
In recent literature, a wealth of frameworks for 
handling disruptions in supply chain business 
processes has been developed.  
However, the developed frameworks and models are 
concentrated on business-process structure and do not 
assume that not only the business processes but also 
information systems may be subject to disruptions. As 
noted by Lummus and Vokurka (1999) and 
Childerhouse and Towill (2000), much of the benefit 
attributed towards adopting supply chain management 
(SCM) systems, center around the ability of 
information systems to speed up decision-making; 
increase visibility of value chain enablers; manage 
customer expectations better; reduce process cost; and 
increase the level of control available to management.  
Most research on IT value has examined relationships 
between IT investments and organizational outcomes.  
Recent research in the business value of IT has raised 
several questions that must be addressed. Kohli and 
Grover (2008) articulated the co-creation of IT value 
as a theme for future research. They proposed that we 
need to understand how IT-based value is co-created 
and shared among multiple partners in multi-company 
relationships (Sharaf et al. 2007).  
There are many interesting result in the area of IS 
economic efficiency estimation (Chernak 2003, HP 
Utility Data Center 2001, HP Virtualization 2003, 
Skripkin 2002). 
However, no explicit frameworks and formal models 
of integrated consideration of disaster-tolerant 
information systems and stable business processes 
have been identified so far. The paper (Ivanov et al. 
2009a) introduced a new conceptual framework for 

multi-structural planning and operations of adaptive 
supply chain with structure dynamics considerations. 
In this study, we will investigate the interrelation of 
business-processes and information systems structures 
in terms of disaster-tolerance in details.  
 

MATHEMATICAL MODEL 

Basic principles 
Supply chain business process and information 
systems structures change in dynamics caused by 
planned and unplanned events. The changes in one 
structure influence the other structure. The goal of the 
presented model is to investigate the issue of how to 
(re)-plan supply chain business processes and 
information systems as an integrated system to relate 
optimization of business-processes goals with 
executive data-handling procedures, information 
processing, and DTIS communication. This should 
provide joint finding of optimal business-processes for 
supply chains using DTIS and management programs 
for DTIS.  
The proposed approach is based on fundamental 
scientific results of the modern control theory in 
combination with optimization methods of the 
operations research.  This mathematical model reflects 
the conceptual cybernetic framework of supply chain 
planning and control presented for different SCM 
domains in (Ivanov et al. 2007; Ivanov et al. 2009a,b). 
In the model, a multi-steps procedure for solving 
multiple criteria task of adaptive planning and 
scheduling is implemented. In doing so, at each 
instant of time while calculating solutions in the 
dynamic model with the help of the maximum 
principle, the linear programming problems to allocate 
jobs to resources and integer programming problems 
for (re)distributing material and time resources are 
under solution (Kalinin and Sokolov 1985; Okhtilev et 
al.2006, Ivanov and Sokolov 2010, 2010a). At each re-
planning stage, the constructing information system 
recovery program is subject to supply chain goals 
extermination. 
The modeling procedure is based on an essential 
reduction of a problem dimensionality that is under 
solution at each instant of time due to connectivity 
decreases. In this case, the problem dimensionality is 
determined by the number of independent paths in a 
network diagram of supply chain operations and by 
current economical, technical, and technological 
constraints. In its turn, the degree algorithmic 
connectivity depends on a dimensionality of the main 
and the conjugate state vectors at a point the solving 
process is being interrupted at. If the vectors are 
known then the schedule calculation may be resumed 
after removal of appropriate constraints. As such, the 
problem under solution can be presented with a 
polynomial complexity rather then with the 
exponential one. In contrast, traditional exact 
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scheduling techniques work almost with the complete 
list of all the operations and constrains in supply 
chains. For the computations, the Lagrange relaxation 
is used that has been already applied for the SCM 
domain. However, in contrast to these conventional 
mathematical programming approaches, we use the 
dynamic interpretation of Lagrange multiplications. 
Mathematical model of software management of 
DTIS in Bj node 
Mathematical model of the process: 
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Restrictions on control actions: 
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In formulas (1) - (17) variables are interpreted as 
follows: 

 ),( jix  - variable characterizing the status of 

),( jiD  operation (i.e., the current volume of processed 

information during the execution of  ),( jiD  

operation); 

 ),( jia  - preset amount of information that is 

processed during the execution of ),( jiD  operation, 

that is a part of ),( jiA  technology of data processing to 

ensure the execution of ),( joA  BP; 

 ),( ji
rx  - variable, the current value of which is 

numerically equal to the total duration of use of  ),( ji
rB  

resource information system, belonging jB  of node 

DTIS; 

 ),( ji
ru  - the intensity of processing on ),( ji

rB  

information resource, required for execution of ),( joD  

operation, belonging to ),( joA  BP; 

 ),( ji
rw  - control action, belonging to the class 

of piecewise continuous functions taking value in the 
interval [0; 1]. In the papers (Okhtilev et al.2006, 
Ivanov and Sokolov 2010b) it was shown that the 
proposed models for program control, these functions 
take values of either 0, 1. In this case, the 
interpretation of these values of the variable of the 
following: taking a value of 1 if the resource is in the 

),( ji
rB  resource of IS in jB  node is dedicated for 

execution of ),( jiD  operation, in the opposite case 

0)(),( tw ji
r ;  

 )()()(  , , j
r

j
r

j
r ФVe  - preset values, 

characterizing the maximum possible intensity of the 

execution of ),( jiD operation in the resource ),( ji
rB , 

maximum possible amount of available RAM of IS in 

node jB and maximum possible performance of ),( ji
rB  

resource before its modernization; )()()(  , , , j
r

j
r

j
r ФVe  

- these values have similar interpretation, but after the 
modernization; 

  )()2,( tv p
r  - auxiliary control action, taking a 

value of 1 in time moment t, if a transition from old 

( )()()(  , , j
r

j
r

j
r ФVe ) to new ( )()()(  , , , j

r
j

r
j

r ФVe ) 
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information resources in jB  node was completed (see 

comments on the control actions ),( ji
rw );  

 )( jV  - amount of RAM allocated for 

execution of ),( jiD  operation of data processing. 

Restrictions of type (4), (5) and (6) define the 
possibilities for processing information in an 

information resource ),( ji
rB . 

Restrictions of type (7) define the priorities in the 

operations ),( jiD , ),(
)1(

jiD  , related to the processing of 

information and required to perform operations 
),( joD , ),(

)1(
joD   belonging ),( joA  и ),(

1
joA   BP. 

Restrictions of type (8) mean that at the current 

time ),( jiD  operation can run only on a single 

information resource ),( ji
rB  (r=1,…, jR ). 

Equations (10) – (13) set the boundary conditions 

(restrictions on the variable values ),( jix , ),( ji
rx  in the 

starting and ending times )(
0

jt  and )( j
ft ). 

Indicator of type (14) is intended to assess the 

degree of uniformity of the use of resources ),( jiB , 

),(
1

jiB  ( 1,  =1,…, jR ). 

Indicator of type (16) is introduced in the event 
that it is necessary to evaluate the accuracy of 
implementation types of boundary conditions (12), or 
minimize the losses caused by the failure of the 

operation ),( jiD . 

 Indicator of type (15) allows to evaluate the total 

quality of the entire operations ),( jiD  with a fixed 

program of their execution )(),( tV ji
r . 

Related models 
Analogous to the model of software management of 
DTIS in Bj node, model of DTIS recovery 
(modernization) management; the model of business-
processes management as applied to DTIS-aided 
activities are elaborated. To avoid the excessiveness, 
we will not consider their formal description here. The 
techniques of such models construction are presented 
in monographs (Okhtilev et al.2006, Ivanov and 
Sokolov 2010a). Besides, the model of coordination 
(harmonization) of the three process models has been 
developed based on concepts and approaches 
developed by the authors of theory of structural 
dynamics management (SDM) for complex technical 
systems (Okhtilev et al. 2006). This coordination 
model may be applied both in the case of information 
system disruption and the following business process 
adaptation and in the reverse case. The procedures will 

be analogous. The prototype computer programs for 
modelling and integrated planning of supply chain 
processes and DTIS has also been developed. 
 

PROTOTYPE 

The models presented above are implemented in 
software prototype. The software has three modes of 
operation. The first mode includes interactive 
preparation of data and data input subject to (1)-(17). 
The second mode lies in evaluation of heuristic and 
optimal supply chain schedules. The third mode 
provides interactive selection and visualization of 
supply chain structure dynamics control programs and 
report generation. An end user can select modes of 
program run, set and display data via a hierarchical 
menu. In Figure 1, an example interface is presented. 
In Figure 1, results of simultaneous re-planning of 
supply chain information system once being disrupted 
and business processes in supply chain is presented. 
As a tool of decision support for solving the problems 
of calculation, analysis and management of technical 
and economic efficiency of information resources 
implemented software prototype based on the software 
platform 1C Enterprise 8. Software prototype can be 
integrated in a typical configuration of 1C Accounting 
8, and may use data from the accounting company as a 
source of data for the relevant calculations. Figure 2 
shows the ratio of business processes, services, 
functions and IT resources. 
 
CONCLUSIONS 

In this study, we extended the planning and control 
frameworks for supply chains by taking into account 
the integrated consideration of supply chain business 
processes and information systems. The following 
models are jointly used: the model of DTIS recovery 
(modernization) management; the model of DTIS 
operation control; the model of business-processes 
management as applied to DTIS-aided activities. The 
combined algorithms of integrated planning of DTIS 
operation and recovery (modernization) use these 
models and apply modern results of the control theory 
and operation research. The essence and novelty of 
modelling and integrated planning of DTIS lies in the 
possibility to relate optimization of business-processes 
goals with executive data-handling procedures, 
information processing, and DTIS communication. 
This provides joint finding of optimal business-
processes for supply chains using DTIS and 
management programs for DTIS. The planning 
algorithms use the fundamental scientific results 
obtained within the modern control theory operating 
with complex dynamic objects with reconfigurable 
structure.  
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Figure 1: Interface of planning results. 

 

 
Figure 2: Interface for input data of IT infrastructure. 
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Fig. 3. two-argument function minimization algorithm’s 

flowchart using interval excluding method. 
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EXAMPLE OF CALCULATION  

 1001  1202  1403 

fI AI f 41  AI f 72 

AI f 103 

AIa 56,6 VU 100

1cos  0

AI f 87,41  VU 100 VU 4,101

1081  0 1,1
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ABSTRACT 

The paper reports design and FEM simulation 
comments on a fractional power three-phase induction 
motor with severe constraints as regards frame size and 
supply electric parameters. The simulation stage 
consists in magnetodynamic and transient analyses both 
in 2D and multilayer approach. The study takes into 
consideration different topologies (straight or skewed 
rotor slots, open or closed rotor slots) and two types of 
laminated silicon steels (with regular and premium 
magnetization curve) and put in view advantages and 
drawbacks upon motor performance. 
 
INTRODUCTION 

Nowadays, the electric drives have a wide range of 
solutions as regards the electric motor. The most 
popular refers to ac machines (induction or PM 
synchronous motors) or electronically commutated 
motors (brushless dc and switched reluctance). To 
choose the most profitable solution represents a 
challenge by itself. The constraints imposed and 
appreciated by the users refers not necessarily always to 
performance but often to purchase or maintenance or 
usage costs, which sometimes are connected to 
performance. Practically it is impossible to proclaim a 
certain type of machine as the right solution for an 
electric drive. As consequence, studies concerning the 
advantages and drawbacks that come out of using one or 
other solution are worth and much more are mandatory 
in evaluation of a final answer. The new concept that 
asks motors to be matched to their specific applications 
moves this responsibility back to the design and 
simulation stages. The design process needs to be 
changed and often, the regular constraints must be 
infringed to give place to the other ones imposed by the 
application. It is the case of the analysis presented in 
this paper. Starting with particular and unusual design 
data, a few comments upon the design decisions and a 
highly complete FEM-based simulation is presented. 

The results should convince the customer of the 
opportunity of the demanded solution.  
 
DESIGN TASKS 

The discussion about the electric machine must start 
with the nature of application. The electric motor is a 
part of a rather complicated installation and it has to 
operate submerged in an oil-tank. It acts as a pump (a 
fan wheel is placed on one extremity of the shaft) and 
the oil flows through the electric motor. The first and 
mandatory request imposed by the user refers to the 
motor type – a three-phase induction one. The supply 
system consists in a 6 V battery followed by a three-
phase inverter, which requires a limitation of the line 
current to a 32 A value. There are also restrictions as 
regards frame size and the mechanical parameters 
(torque and speed). Table 1 presents synthetically the 
initial requests of the customer. 
 

Table 1: Initial Design Data 
 

Motor type 3 phase ind. motor 
Frame size-Dout x L [mm] 70 x 80 
Max. line current [A] 32 
Rated torque [N∙m] 0.19 
Breakdown torque [N∙m] 0.41 
Speed [r/min] 5000 
Output power [W] 90 
Input voltage [V] 4.6 

It has to be noticed that the ac supply voltage becomes 
4.6 V and the torque-speed product gives an output 
power of 90 W. 
From the very beginning some remarks has to be made. 
First of all, it is a fractional power three-phase induction 
motor which operates at high speed. Any specialist in 
electrical machines knows that a rotating machine with 
such a small power has reduced values of efficiency and 
power factor. This is a true challenge if we combine it 
with the frame size and the supply electric parameters. 
At a first glance, the possibility of obtaining the 
required torque is questionable. Any design process of 
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an electric motor has as primary objectives the 
establishing of length, L and inner stator/outer rotor 
diameter, D. As a matter of fact, the electromagnetic 
power is proportional to the product D2·L. In our case, 
the two geometrical dimensions are imposed by the 
application restrictions. As consequence, the major free 
design parameters remain the specific current load, A 
[A/m] and the air-gap flux density, Bδ [T]. Both of them 
determine the load degree of the active materials and an 
overloading is to be expected. To summarize the design 
features, which are not the main topic of the paper, 
some of the adopted solutions are presented as follows. 
1. Stator winding and number of poles.  The major 
challenge is to match the high output torque with the 
rotor speed. It is known that a higher number of poles 
lead to an intensification of the developed torque. On 
the other hand, the 5000 r/min rotor speed is far away to 
the natural synchronous speed values. Consequently, the 
supply frequency has to be increased. In conclusion, 
taking into account the stator diameter, a maximum of 6 
poles is expected to be achieved. In this case, a 
frequency of 250 Hz is necessary to get the rotor speed 
close to requested value. The number of stator slots, Zs, 
could be minimum 18 slots (more than 18 is not a 
solution from the point of view of the teeth width). It 
has to be accepted that this solution is of poor quality 
since the three-phase winding has just one slot per pole 
and per phase. Parasitic torques are to be expected and 
consequently, an alternating solution to reduce them is 
necessary.  
2. Rotor slot number. Of great importance in operation 
quality of an induction motor is the correlation between 
the number of stator and rotor slots. The specific 
literature (Boldea and Nasar 2002; Pyrhonen et al. 
2008) indicates the right combination in accordance 
with the number of poles. Unfortunately, for the 
fractional power machines, there is a lack of 
information. Obviously, the general expressions give the 
avoidable combinations:  
 

Zs - Zr  ≠ ±1; ±2; ±p; ±(p+1); ±(p+2)           (1) 
 

In our case, the small rotor diameter is a supplementary 
impediment. Finally, as a compromise solution, the 
number of rotor slots is Zr=14.  
3. Cage winding and rotor slots shape.   
a) Cage material. The rotor winding is usually made of 
Aluminum or Copper in extruded or die-cast 
technology. The Aluminum is cheaper, lighter and 
easier to be processed. But, its most important drawback 
is its higher resistivity. On the contrary, the Copper is 
pricey and more difficult to be used as extruded bars 
(brazing to end-rings is complicate) or die-cast form 
(expensive technology due to high melting point). 
Moreover, they say that under certain power values – 
250 Hp according to (Malinowski et al. 2004) – the 
Copper cages are not profitable. However, the Copper 
brings a higher efficiency with 1.5-3 % and maybe more 
for small motors (Manoharan et al. 2009; Peters et al. 
2005); a lower rated slip, a higher breakdown torque 

and reduced stray-load losses. Since our major fight is 
against a low efficiency, the Copper cage appears as the 
mandatory solution. 
b) Rotor slots shape. Due to the constructional 
restrictions applied on stator winding, a skewed rotor 
winding is mandatory. Besides an improvement of the 
air-gap flux density high order harmonics, a decrease of 
the stator iron losses and a reduction of the current 
ripple in rotor bars are obtained (Kawase et al. 2009). 
The skew degree is also important and has a 
determinable effect mainly on current ripple. Usually, 
the skew angle of the rotor corresponds to a slot pitch of 
the stator but a range of (2/3÷4/3) is also acceptable. 
More important in this configuration is the necessity of 
insulating the rotor bars against magnetic circuit. In this 
way, the interbar currents are canceled. Otherwise, the 
skew technique could become even more 
disadvantageous than straight bar configuration. 
A special attention must be paid to the shape of the rotor 
slots. The use of the Copper and the operation at 5000 
r/min require round slots (Caprio et al. 2005; Rodrigues 
et al. 2008). The problem in question is whether open or 
closed slots should be used. The subsequent FEM-based 
analysis is responsible for the right solution. 
4. Active magnetic material. It is desirable the use of a 
magnetic material with superior qualities, Vacoflux 50 
for example. But for economical reasons, a regular 
material, Vacoflux 17 for example, is acceptable (Gieras 
2008). Table 2 and Figure 1 present the main data of the 
resulted motor while Figure 2 gives a general 3D view 
of the stator and rotor magnetic circuit. 
 

Table 2: Final Design Data  
 

Output power [W] 90 
Line voltage [V] 4.6 
Supply frequency [Hz] 250 
Line current [A] 30 
Number of poles 6 
Outer stator diameter [mm] 68 
Axial length [mm] 70 
Number of slots Zs/Zr 18/14 
Air-gap width [mm] 0.2 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Cross Section View 
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Figure 2: 3D Views 

FEM SIMULATION 

During the last two decades, the FEM-based simulation 
became a very useful tool in design and optimization of 
the new industrial products. In the electrical machines 
domain, this numerical method allowed to put in view 
intimate electromagnetic phenomena, which shortened 
and improved the design process. Depending on 
expected results, the simulation implies different 
approaches. In this paper, steady-state and transient 
analyses on 2D and multilayer structures are presented. 
For this purpose, the commercial packages of the 
FLUX2D software  are used 
A. 2D Steady-State Simulation. This approach is a 
circuit-coupled analysis, which usually is performed in a 
repetitional way for different rotor speeds. The main 
results are presented in Figures 3,4 and 5 and 
correspond to straight rotor bars, open rotor slots and 
Vacoflux 50 laminated silicon steels.  
 

  
Figure 3: Flux Density Color Map-Vacoflux50 
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Figure 4: T = f(s) Characteristic 
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Figure 5: Flux Density Air-gap and Harmonics 

The flux density color map shows the absence of any 
saturation region in the magnetic circuit at rated 
operation. Of great importance is the air-gap flux 
density and its content in high order harmonics. The 
fundamental value is of 0.32 T, which is rather low but 
expectable for a fractional power motor. There are also 
significant high order harmonics and the 5th has 
unacceptable amplitude. This is the consequence of the 
number of slots adopted for the rotor. Finally, the T=f(s) 
curve gives information on the motor output 
capabilities. The rated torque corresponds to a slip value 
of s=0.028 (4860 r/min) and the breakdown torque has 
the value Tmax=0.41 N∙m for smax=0.12. From this point 
of view, the target values are achieved. 
Interesting results give the analysis that replaces the 
superior Vacoflux 50 with Vacoflux 17, Figures 6, 7, 8, 
9 and 10.  

 

  

Figure 6: Flux Density Color Map-Vacoflux 17 

slip 
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Figure 7: Magnetization Curves 

 
Figure 8: Stator Current versus Slip Variation 

 

Figure 9: Rotor Current versus Slip Variation 

The differences are significantly mainly on start-up, but 
has to be mentioned the higher stator current due to its 
magnetizing component. It produces supplementary 
winding losses and a rise in temperature. On the other 
side, the flux density color map shows superior values, 
which determine higher iron losses. Consequently, it is 
justified the use of a premium magnetic material. 
The influence of the closed rotor slots is presented in 
Figures 11, 12 and 13. In this topology, two factors have 
a bad influence upon the machine performance. 

 
Figure 10: Torque Characteristic 

 
Figure 11: Stator Current versus Slip Variation 

 
Figure 12: Torque Characteristic 

The presence of the ferromagnetic bridge between rotor 
slots and outer rotor diameter gives free way to 
magnetic field lines, which  prefer a smaller path 
through rotor circuit. The phenomenon is amplified by 
the supply frequency, which is five times greater than 
industrial value. As consequence, the rotor is poorly 
penetrated by the magnetic flux and the developed 
torque is lower.  
The significant differences in T=f(s) characteristic 
eliminate the closed slots option. 
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Figure 13: Flux Lines Distribution – Closed Slots 

B. Multilayer Steady-State Simulation. This is a special 
approach destined for the analysis of axially skewed 
topologies. The machine is divided into pieces along the 
axial length and the FEM analysis operates only on the 
chosen sectional areas. Usually, the software is than 
capable to calculate the resultant. For our analysis, the 
motor has been divided in 5 slices. Figure 14 shows the 
electromagnetic load of the circuit by means of the flux 
density. There is a distortion (swinging) of the magnetic 
field due to the skew of the rotor bars. No saturation is 
present, as well.  

Figure 14: Flux Density Color Map - Multilayer 

 
Figure 15: T = f(s) Characteristic 

 
Figure 16: Statator Current versus Slip Variation 

 
Figure 17: Rotor Current versus Slip Variation 

 
Figure 18: Air-gap Flux Density  

 

Figure 19: Fourier Analysis of the Air-gap Flux 
Density 
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The performance characteristics are presented together 
with the results corresponding to straight rotor slots 
structure in Figures 15, 16, 17 and 18. 
As we expected, the torque characteristic is more 
favorable regarding rated slip and breakdown torque. 
There is, however, an increase in rotor and stator current 
values. Table 3 presents a comparison of the main 
parameters for straight and skewed rotor bars. 

 
Table 3: Comparative Results 

 
Straight bars Skewed bars 

Tstart=0.127 N∙m Tstart=0.121 N∙m 
Tmax=0.41 N∙m Tmax=0.44 N∙m 

smax=0.12 smax=0.1 
srated=0.028 – 4860 r/min srated=0.02 – 4900 r/min 
Irated=18 A – phase curr. Irated=18.2 A– phase curr. 
Istart=52 A– phase curr. Istart=55 A– phase curr. 

C. Transient Simulation. This is a time-stepping 
analysis that takes into consideration the movement 
equation. In this paper, it has been simulated a start-up 
process when the motor is loaded with 0.09 N∙m 
(approx. 50 % of rated load). The results are presented 
in Figures 20, 21, 22 and 23. 

 
Figure 20: Speed Variation at Start-up – Straight Slots 

 

 

 

 

 

 

 

 

 

 

Figure 21: Speed Variation at Start-up – Skewed Slots 

 

Figure 22: Torque Variation at Start-up – Straight 
Slots 

 

Figure 23: Torque Variation at Start-up – Skewed 
Slots 

The motor with skewed rotor slots needs 0.3 seconds to 
finish the acceleration process while the machine with 
straight slots needs 0.37 seconds. Both speed and torque 
variations prove the superiority of the skewed machine.  
 
CONCLUSIONS 

The paper presents design considerations and FEM-
based simulations of a fractional power three-phase 
induction motor. The severe constraints imposed by the 
customer requested multiple solution analyses in order 
to find an acceptable compromise. It has been 
investigated the influence of the rotor slots as regards 
their shape and inclination and the benefits of a superior 
magnetic material upon motor performance. The 
conclusions confirm the advantages but the drawbacks, 
as well, brought by the solutions that involve Copper 
rotor bars, skewed slots or closed/open slots in 
combination with high supply frequency. This study is 
useful in establishing some design directions for the 
fractional power motors. 
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ABSTRACT 

   The present paper approaches a three-phase 
Permanent Magnet Synchronous Motor (PMSM) 
analytical design, modeling and simulation for an 
electromechanical brake system in automotive 
applications. Analytical design of the electrical machine 
is validated by static simulation using JMAG-Studio, (a 
Finite element method based software). The Magnetic 
Equivalent Circuit (MEC) method is an accurate yet 
simple method for predicting the flux density 
distribution for iterative design procedures. The MEC 
technique gives fast (minutes) and acceptably accurate 
results. It provides a trade off between conventional, 
empirical methods, having fast simulation times, limited 
accuracy and flexibility, and the Finite Element Method 
(FEM), which requires long simulation times (hours), 
but offers high accuracy and flexibility.  
 
INTRODUCTION 

Electromechanical Brake (EMB) 

   Electric actuation is one of the actual trends in the 
automotive industry, due to its high reliability, energy 
efficiency and controllability. The need for faster brake 
responding, better fuel economy, simplified system 
assembly, easy maintenance, more environmentally 
friendly and improved safety design has resulted in new 
Electro-Mechanical Braking System (EMB). EMB 
system has already begun replacing the hydraulic one. 
This not only reduces the weight of vehicles, but also 
has the potential for a large number of new features.  
 
   In the EMB case (Fig.1), the idea presented is to 
replace completely the hydraulic system in order to 
transmit the commands through the wire. For that, the 
braking force is generated directly at each wheel by 
high-performance electric motors controlled by an 
Electronic Control Unit (ECU), and executed by signals 
from an electronic pedal module, which includes 4 
intelligent braking actuators [10]. 
 

Electrical motor proposed for EMB actuation 

   As a major issue in automotives is represented by the 
need for improved fuel efficiency and much more 
flexibility concerning latest technologies used in X-By-
Wire’s, the current 14 V bus has become insufficient. 
Therefore, car manufactures has come to the conclusion 
that the solution is to increase the voltage and 
implement a new 42 V bus in the system. Some aspects 
have to be considered during the design of the brake by 
wire drive systems: reliability, performance, thermal 
and acoustic behavior, energy efficiency and cost.  
 

 
 
Figure 1: System layout of an electromechanical brake 

 
   These applications require high performance motors 
with high torque/volume ratio, low inertia, high 
dynamic, low torque pulsations and low radial forces. In 
this paper a surface-mounted PMSM has been 
considered as a driving motor for brake-by-wire 
application because it offers the advantage of low rotor 
inertia (provide high torque at lower rotational speed), 
high efficiency, convenient heat dissipation structure 
and reduction of the motor size [2], [4], [9]. 
 
DESIGN OF THE PROPOSED PMSM 

Analytical Design  

   The analytical design of a PMSM is a complex 
process, which includes literature studying for adopting 
optimal design methods for different targets as 
obtaining a lighter prototype, a minimum cogging 
torque variation, a higher torque and low losses. 
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   A basic configuration of an EMB system was 
analyzed in order to establish the specification data and 
the demanded torque-speed curve for the PMSM. These 
requirements are given in Table 1 and Fig.2 presents the 
torque-speed characteristic of an electrical motor for 
EMB [6]. 
 

Table 1: General requirements for a PMSM used in 
EMB application in Automotives 

 
Parameter 

 
Units Value 

Peak stall torque Nm 3.0 
Base speed 1/min 1000 

Maximal speed 1/min 3000 
DC-bus voltage V 42 

Duty cycle - S3-5% 
Environment 
temperature 

C 
degree 

-
40…125 

      

 
 

Figure 2: Torque vs. speed curve of an electrical 
machine for EMB 

 
   In addition to these requirements, several constraints 
must be met. These constraints address limited size, 
lower weight, low torque ripple content, fault tolerance. 
A three-phase, four-pole surface mounted PMSM was 
chosen with the topology presented in Figure 3. 
 
   The design starts with the set of initial data that 
includes the input parameters presented in Table 2, the 
material data of the magnet, iron and conductors. The 
main dimensions of the stator lamination and rotor core 
were computed via an analytical design procedure, 
following the input data [1], [5], [8]. First step in sizing 
the motor implies the estimation of the stator inner 
diameter using: 

3

1

60

sm

n

nC
SD

⋅⋅
⋅

=
λ

                              (1) 

where: Sn - rated power; C1 - machine constant; λm - the 
geometric form factor; ns - rated speed.  

 
 

Figure 3: Cross-section of the proposed PMSM 
 

Table 2: Inputs parameter of the proposed PMSM 
 

DC voltage [V] 42 
Rated power [VA] 460 
Pole pair number 2 
Rated speed [rpm] 1000 

Torque [Nm] 3 
 

   The necessary permanent magnet volume results 
from: 

nm
mCrlm

ad Sk
HBkf

kk
V ⋅⋅

⋅⋅⋅⋅
+⋅⋅

⋅=
η

ε
π

φ )(12
    (2)  

kФ - shape coefficient of the permanent magnetic field; 
kad - shape coefficient of the magnetic field on d-axis; ε 
- motor excitation rate; f – frequency; klm - shape 
coefficient of the magnetic field; BBr – remanence of the 
permanent magnet; Hc – coercivity of the permanent 
magnet; ηn-  efficiency; cosΦ - power factor; km - motor 
overloading factor; P - rated active power. 
 
   The permanent magnet material used for this 
application is a NdFeB with Br = 1.2T and Hc = 868000 
A/m. The chosen geometry of the permanent magnet 
influences the magnetic flux distribution in the machine 
[12]. For this reason, it is presented in Figure 4. 
 

 
 

Figure 4: Permanent magnet geometry 
 
   Two geometrical dimensions were imposed, with the 
third dimension calculated considering the total magnet 
volume obtained in the previous step, divided to 4. The 
final dimensions of the magnets are the result of several 
iterations, following the minimization of the cogging 
torque criteria. 
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   Third step of the design procedure approaches the 
computation of the air gap magnetic flux density (3) and 
dimensioning of the stator tooth geometry. The air gap 
magnetic flux density results from: 
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⋅⋅⋅
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δ

μ
σ

δ 21

0

 (3) 

with Sp- pole surface; Sm- permanent magnet surface ; δ- 
air gap length ; kc - Carter factor ; ks - magnetic circuit 
saturation ratio. 
    
   The analytical design procedure ends with the 
analytical calculus of the magnetic flux values in 
different parts of the core. The formulas for the 
magnetic flux density in the rotor yoke and in the stator 
yoke are defined by the general formula below: 

 
Fe

x kh
BB
⋅⋅
⋅

=
2

τδ   (4) 

 - polar pitch and h - rotor/stator/tooth height. ד
 

Table 3: Obtained values PMSM 
 

STATOR : Stator Core 
Number of Slots 12 

Tooth Width 6 
Slot Opening Width 1.7 
Outside Diameter 80 

Coil Inside Diameter 41.4 
Inside Diameter 40 

Coil outside Diameter 59 
ROTOR : SPM Rotor 

Number of Poles 4 
Magnet Interval 6.86 
Rotor Diameter  33.3 

Outside Diameter 39.3 
 

Stack length 100 
MATERIALS 

Category NiponSteel Stator Core 
Type 50H600.hb 

Category TDK-Nd-
FeB 

Type NEOREC41 

Rotor Magnet 

Magnetization Parallel 
Category NipponSteel Rotor Core 

Type 50H600 
CIRCUIT 

Phase Current Amplitude [A] 17.6 
Phase [deg] 0 

Phase resistance [ohm] 0.334 
Electromotive force [V] 23.57 

 
   Carrying out the analytical design calculations, the 
dimensions obtained for the studied machine are 
gathered and presented in Table 3 and the distribution 
of the turns in the stator slots, according to the 4 poles 
topology is presented in Figure 5.  

 

 
 

Figure 5: Stator winding distribution 
 
   To prove the analytical design procedure accuracy, 
EMC and FEM model analysis will be also applied and 
the results obtained will be compared and discussed. 
 
Magnetic Equivalent Circuit Analysis  (MEC) 

   Regarding the permanent magnet as a flux source, the 
stray magnetic field from the motor can be included in 
the magnetic circuit of the motor, as it can be seen in 
Figure 6.  

 

 
     

Figure 6: Magnetic flux line distribution 
 
   Also, the equivalent magnetic circuit for one pole is 
presented in Figure 7, where:  
 
Rmp - the permanent magnet reluctance 
Rδ -  the air gap reluctance   
Rσδ – the air gap leakage reluctance 
Rds – the stator tooth reluctance 
Rjs – the stator yoke reluctance 
Rjr – the rotor yoke reluctance 
Rσmp – the permanent magnet leakage reluctance 
Rσc – the slot leakage reluctance  
Φmp – the permanent magnet flux 
Φσmp – the permanent magnet leakage flux 
Φδ – the air gap flux 
Φjs – the stator yoke flux 
Φjr –the rotor yoke flux 
Fmp – the magneto-motive-force 
 
   The magnetic “voltage drop” across the magnet can 
be expressed as in equation (5), based on the analytical 
expression of the demagnetization curve presented in 
equation (6). 
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 where lmp represents the length of the considered one 
pole surface magnet. 

 
    
            Figure 7: The magnetic equivalent circuit 
 
   As it can be seen from the above expression, the 
demagnetization curve of the magnet was considered 
linear, which comes as a particular property for rare-
earth NdFeB magnet. The flux density values in 
different parts of the magnetic circuit of the machine 
result by solving the equation system based on EMC. 
These final values, obtained with an iterative process,   
represent the first validation method of the analytical 
design procedure. 
 
FEM modeling   

   Numerical techniques often give straight forward 
answers to problems that are difficult or impossible to 
solve with analytic methods. Thus, a model of the 
optimized PMSM was implemented in JMAG in order 
to both verify the analytical procedure accuracy and to 
obtain basic characteristics of the motor. 
 
   JMAG-Studio is an electromagnetic field modeling 
and simulating software package developed by JRI 
Solutions, which supports the design and development 
of motors, actuators, and other electric products. Highly 
accurate modeling is essential to correctly examine the 
phenomena occurring inside of an electromechanical 
design [11]. For this purpose, FEM was applied to the 
proposed topology, following the algorithm presented in 
Fig.8. 

 

 

Post-processor-Displaying result (plots) 

Designing (and optimization) 

FEM solver - Calculating 

Pre-processor  Creating Mesh 

Creating shape (JMAG) 

Setting conditions 

Preparing the results (Matlab) 

Study of analysis content 

Studying the analysis results 

Conclusions and perspectives 

 
Figure 8: JMAG Basic steps in FEM modeling 

 
   When conducting analysis of rotating machine, it is 
recommended to generate the mesh suitable for the 
application. The basic role of mesh is to calculate in 
different points of the motor, the values for magnetic 
flux density. Since the torque is proportional to the 
square of magnetic flux density, it is greatly influenced 
by the number of mesh division of the air gap in the 
circumferential direction. Therefore, the number of the 
divisions should be made as large as possible in 
particular parts of the motor.  
 

 
 
 

Figure 9: Mesh network in the machine 
 
   A magnetic field analysis was carried on for no-load 
regime in JMAG. The magnetic Flux Density 
distribution is shown in Fig 10. 
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Figure 10: Mesh lines and Magnetic Flux Density 
distribution 

 
   The cogging torque for the rated speed (1000 rpm) is 
depicted in Figure 11. By applying Fourier Transform, 
the harmonic content of the cogging torque can be 
analyzed. Thus, the cogging torque can be expressed as 
a Fourier series: 

  (7) (∑
∞

=

=
1k

mkcog mkTT θsin )

where m is the least common multiple of the number of 
stator slots (Ns) and the number of poles (Np), k is an 
integer, and Tmk is a Fourier coefficient. It is seen that the 
cogging torque has m periods per mechanical revolution 
of the rotor and has a direct relationship to the number 
of slots and poles. For the proposed PMSM, m=12. 
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Figure 11: Cogging torque at 1000 rpm 
 

   As it can be noted from Figure 12, the main 
harmonics of the cogging torque are for 200Hz, 400Hz, 
600Hz and 800Hz. 
 
   In order to get optimal torque quality, the shapes of 
the induced Electromotive force (EMF) and the feeding 
currents should be similar. As the no-load induced EMF 
shape (Figure 13) is closer to a sinusoidal waveform, 
sinusoidal feeding currents will be supplied for static 
analysis of the proposed PMSM for rated load regime. 
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Figure 12: Harmonic content of the cogging torque 
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Figure 13: Electromotive force at no-load regime 
 
   The magnetic flux density distribution across the 
cross-section of the machine, for the same rotor position 
as in Figure 10 is depicted in Figure 14.  
 

       
 

Figure 14: Magnetic Flux Density distribution 
 

   The developed electromagnetic torque is presented in 
Figure 15, for a 360° mechanical rotation. The 
periodicity of the torque ripple is given by the number 
of stator slots.  
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For the proposed PMSM, the torque ripple represents 
50%, with 12 peaks for a complete mechanical rotation. 
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Figure 15: Electromagnetic torque for 1000 rpm 
 

   Applying (8) to the developed electromagnetic torque 
a Tav= 3.13 Nm average torque results, corresponding to 
the required by the EMB actuation at the rated speed. 
The air gap magnetic flux density is also presented in 
Figure 17. 
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Figure 16: Harmonic content of the electromagnetic 
torque at the rated speed 
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Figure 17: Air gap magnetic flux density 
 

CONCLUSIONS AND FURTHER WORK 

   In this paper a PMSM design procedure is presented 
in order to serve for the EMB actuation in automotive 
applications. Basic principles used in a developed 
analytical sizing procedure are presented. The final 
results of this process are both the machine’s 
dimensions and the flux density values for different 
regions, based on the geometry aspect. Also, the torque 
and the EMF analysis were performed. 
 
   Further on, a MEC and FEM analysis applied to the 
proposed PMSM are presented and the results are 
compared in order to validate the previous analytical 
technique. The differences are due to the fact that the 
mathematical model is a linear conditioned model, 
while the FEM model is based on both linear and 
nonlinear conditions. The magnetic flux densities values 
obtained via three methods (analytical, MEC and FEM) 
are presented in Table 5. 
 
   Further work will be oriented on the analysis and 
development of Matlab-Simulink model for the 
dynamic simulation of the machine and for testing 
different control strategies according to the specificity 
of the applications.  A PMSM prototype will be built 
and tested on a test-bench using the Hardware-in-loop 
approach, implemented by using LabAmesim software. 
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Table 5: Flux density values and Electro-motive-force 
from the three determination models 

 
Magnetic 

FluxDensity [T] 
Analytical 

Design MEC FEM 

Air gap 0.63 0.7419 0.7374 
Rotor yoke 1.0122 0.9605 0.8374 
Stator tooth 1.7371 1.9365 1.89 
Stator yoke 0.9926 1.1065 0.92 

 
EMF [V] 23.57 23.55 22.30 
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ABSTRACT 

The controlled switching can be applied to any type of 
commutations. Now there are dedicated controllers 
which are used more often for the switching of the 
transport and distribution lines, of the small inductive 
loads, of the capacitors batteries, or the energizing the 
no load power transformers. The paper presents a 
microcontroller (8051 family) based system used to 
controlled switching of various loads. This system has 
two main parts: the acquiring and transfer module and 
the user interface, developed using the facilities specific 
to Graphic User Interface of Matlab®. 
The rate of decreasing of the dielectric stress and the 
mechanical dispersion of the switching on/off times 
qualifies the breakers to be able or not for controlled 
switching. The compensation of the waiting time is 
essential in order to obtain good performances, even for 
daily used breakers. 
 
THE HARDWARE ARCHITECTURE SYSTEM 

The experimental systems implies two main parts: 
hardware (sensors, transducers, A/DC, serial 
transmission) and software (field module programming, 
transmission protocols, user interface) (Ivanov and 
Ivanov 2005). 
 
Microprocessor 

The hardware part of the system is centred on the Dallas 
micro-controller DS87C550. This type of micro-
controller is code fully compatible with the 8051 family 
micro-controllers, being equipped with many integrated 
peripherals that make it suitable for embedded 
applications. More than that, being equipped with the 
high speed core specific to the Dallas micro-controllers, 
the performances achieved by the hardware subsystem 
based on this module make it very suitable for the on-
line monitoring of the high speed electrical equipments. 
The acquiring and transfer module consists of the 
blocks: Sources, Controller, Local console, Inputs, 
Outputs and Serial communication interface. By the way 
of three precise voltage regulators, the Sources block 

supplies the regulated voltages to the micro system. The 
Controller block is the core of the module and consists 
of the controller itself, the full duplex RS485 serial 
interface, connector to the 7 digits display, digital open 
collector output which can be used for commanding a 
power element (relay), non-volatile serial EEPROM. 
The Figure 1 depicts the bloc diagram of the acquiring 
and transfer module. 
 

Figure 1: Main Structure of the Hardware Subsystem 
 
Measurements 

In order to integrate the mentioned component in the 
hardware subsystem of the monitoring structure, specific 
to the electrical equipments, special transducers must be 
used. 
The system was designed to acquire all the three phase 
currents and voltages. As current sensors, LEM 
transducers LTS15-NP are used, special adapted to the 
integration with the micro-controller.   
The voltages are measured by using three precise 
voltage dividers, built with 1% resistors. These dividers 
were designed in such manner to obtain, at the rated 
voltage, a trip by ±0.5 V. The 1% tolerance is quite 
enough, but more important is the thermal stability. For 
this reason, for building these dividers were used 
resistors with identical thermal factor. 
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The compensation of the possible offset both of the 
current transducers and of the resistive dividers is 
performed a single time, at the system setting, by using 
the calibration routine. This task is achieved only in 
local-mode control, by proper configuring the micro 
switches. The obtained values are stored in the non 
volatile serial EEPROM RAM. At each start of the 
system, the values of the offsets are read from the serial 
non volatile RAM and further used for the correction of 
the acquired samples. 
The same non volatile serial EEPROM RAM is used to 
store the number of the commutations performed by the 
installation, available at the user’s demand. Due to the 
importance of the stored values, at start, a short routine 
checks that the data are not corrupted. 
The domain of the possible input signals reaches 830V 
for the voltages, 8.2A for the current respectively. We 
mention that in what concern the current domain, it 
corresponds to the 5A connection of the transducers and 
can be easily extended to 12.3A or 24.6A with different 
connections. In order to extend the measure domains, it 
is also possible to have external voltage and/or current 
transformers. 
Figure 2 depicts the hardware structure of the 
experimental acquiring and transfer module. 
 

Figure 2: The Hardware Subsystem 
 
USER INTEFACE 

As medium for the development of the user interface, 
the Graphic User Interface (GUI) of Matlab® was 
chosen. 
It allows the bi-directional communication with the 
hardware subsystem. Thus, on one hand, based on the 
channels chosen within the interface, it sends the proper 
command to the hardware subsystem which configures 
the proper sampling period. On the other hand, the user 
interface receives the sampled data and reconstitutes the 
signals on each sampled channel. 
The interface was designed in a user-friendly manner, 
avoiding the programming mistakes. 
As the number of acquired signals could be only one 
(one phase current or voltage), two (the phase current 
and voltage on the same phase), three (all thee phase 
currents or voltages), or six (all the phase currents and 

voltages), the interface assures the interlocking for a 
correct selection of the channels (Fig. 3, highlight 1). 
 

Figure 3: Interlocking of the Selected Channels 
 
The interface allows the programming of two types of 
acquisitions: continuous, when the selected structure of 
channels is displayed continuously, or packet by packet, 
when each acquisition must be confirmed by the user 
(Fig. 3, highlight 2). 
 
PRINCIPLE OF CONTROLLED SWITCHING 

There are several important circuit breaker applications 
where random closing or opening instants may lead to 
severe voltage and current switching transients. These 
transients occur in the main circuits, but may also induce 
transients in control and auxiliary circuits, as well as in 
adjacent low voltage systems. 
The switching transients are associated with a variety of 
dielectric and mechanical stresses on the high-voltage 
equipment, and may cause gradual or immediate damage 
to the system or the equipment. Induced transients may 
lead to a variety of disturbances, e.g. in substation 
control and protection systems, computers and 
processors, or telecommunications. 
Normal energizing of shunt capacitors, shunt reactors 
and power transformers may cause severe transients - 
high over-voltages, under-voltages, or high inrush 
currents. Upon de-energizing of shunt reactors, re-
ignitions will occur, resulting in steep voltage surges. 
The magnitude of the transients depends on the point-
on-wave where closing or opening of the circuit breaker 
contacts occur. In a situation without controlled 
switching, sooner or later the switching instant will 
occur at the worst possible phase angle. 
Controlled switching is a method for eliminating 
harmful transients via time controlled switching 
operations. Closing or opening commands to the circuit 
breaker are delayed in such a way that making or contact 
separation will occur at the optimum time instant related 
to the phase angle (Figure 4). 
 

1

2

196



Figure 4: The Principle of the Controlled Switching 
 
The following example illustrates the general operating 
principle of a controlled switching, for energizing of a 
capacitor bank. In order to avoid switching transients, 
the making instant in this case shall be at voltage zero 
(Catalogue publication 1HSM 2006). 
For simplicity, only a single phase is considered (Figure 
5), where: 
TF = Time to detect final reference voltage zero; 
TV = Waiting time; 
TM = Expected make time of circuit breaker. 
 

Figure 5: Principle of a Controlled Switching for 
Energizing a Capacitor Bank 

 
TESTING PROCEDURES AND CONDITIONS 
FOR SINGLE COMPONENTS AND 
INTEGRATED SYSTEMS 

The basic conditions imposed to independent poles 
breakers refer to (CIGRE WG13.07 2001): 
1. The negative slope (rate of decreasing) of the 
dielectric stress (RDDS); 
2. The mechanical dispersion of the switching on / off 
times, depending on various conditions; 
3. The dependence between the pause time and 
operation time. 
The rate of decreasing of the dielectric rigidity and the 
mechanical dispersion of the switching on/off times 
qualifies the breakers to be able or not for controlled 
switching and give an optimum for different switching 

applications. The compensation of the waiting time is 
essential in order to obtain good performances, even for 
daily used breakers.
The controller must be able to implement the folowing 
functions (Avent 2002): 
1. compensation of the waiting time face to the 
increasing of the closing time due to the pause time; 
2. conditional compensation of the turning on / off times 
depending on various conditions (ambient temperature, 
command voltage, hydraulic pressure); 
3. adaptive compensation of the changes of the turning 
on / off times due to the long term ageing. 
The influence of the pause time on the driving 
mechanism is one of the mainsprings of the command 
errors. Till recent, the most controllers did not 
compensate the pause time. 
Figure 6 shows the dependence of the closing time 
versus the pause time for the spring mechanism specific 
to 145kV-362kV systems. Figure 7 plots the same 
dependency for hydraulic mechanisms specific to 300kV 
systems (Ito 2002). 
 

Figure 6: Closing Time for Spring Mechanisms  
 

Figure 7: Closing Time for Hydraulic Mechanisms 
 
These characteristics were evaluated for cycles C-O-C-
O after pause times of 2, 4, 8, 16, 64, 128, 256, 720 
hours. The spring mechanism was greased on the 
moving parts. It has a very low dependency of the 
closing time by the pause time, up to 1000 hours. The 
experiments with a classic hydraulic mechanism show 
the increasing of operation (closing) time can be noticed 
for pause time of few hours. For pause time greater than 
70 h, the closing time increases by 2 ms. The pause time 
must be continuously compensated for pause times up to 
100h. 
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The most controllers have conditional compensations 
which are able to adjust the waiting time following the 
changes of the opening/closing times due to the ambient 
temperature, command voltage or hydraulic pressure. 
The variations of the turning on / off times of a 145kV 
independent poles gas breaker (spring mechanism) by 
the control voltage and ambient temperature were 
studied. The dependency of the closing / opening time 
on the control voltage and temperature were measured 
for 40 manoeuvres. Figure 8 plots the deviations of the 
closing / opening time by the average values for 
different ambient temperatures (Tsudata 2002). 
 

Figure 8: Closing / Opening Time for Different 
Temperatures 

 
The figures show that, by using the controlled switching, 
the error on the desired opening / closing time can be 
reduced below 1 ms. The differences by the typical 
switching time can be represented as a surface. This 
surface can be stored in the controller’s memory as a 
common characteristic of a specific breaker type. This is 
possible because the average opening / closing time 
have low variations due to the manufacturing 
dispersions. 
The gas breakers generally imply, during opening / 
closing operations, sliding parts (contacts, gaskets). 
Consequently, the operation characteristics are strongly 
influenced by the changes of the friction forces due to 
the ageing and fraying. As the changes are slow, the 
adaptive control can effectively compensate the 

deviations of the operation times due to multiple 
manoeuvres. The effects of the adaptive control depend 
on the number of manoeuvres previous supervised and 
by the weight factors. These parameters are determined 
following a deep research of mechanical endurance 
tests. 
Figure 9 shows the typical deviations of the closing 
time, measured without and with adaptive control, for 
1500 manoeuvres of a 145kV gas breaker (spring 
mechanism) (Ito 2002). The variation of the closing time 
is given as the difference between the estimated closing 
time and the effective one. Even the closing time is 
greater when the number of manoeuvres increases, this 
influence can be effectively be compensated quite 
precisely by the mean of the adaptive control. If the 
controller is able to detect the closing instant by 
measurement of the current in the principal circuit, the 
rate of decreasing of the dielectric stress can be also be 
compensated  by adaptive control. 
 

Figure 9: Closing Time with and without Adaptive 
Control 

 

CONCLUSIONS 

In order to reduce the stress of the switching equipment, 
the controlled commutation can successfully be applied, 
for the most applications.  
The controlled switching systems request a precise 
understanding of the switching phenomenon. The paper 
highlights the importance of the compensations of the 
operation times. Some errors may be generated by the 
deviation of the operation time due to an insufficient 
compensation, especially du to the pause time. Other 
factors which influence the closing / opening times and 
which must be compensated are the ambient 
temperature, command voltage or hydraulic pressure. 
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The microcontroller system described in the paper can 
compensate the closing / opening times and eliminates 
the control errors, for different types of loads, depending 
on the specific characteristics of the breaker’s circuit 
and on the commutations conditions. 
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ABSTRACT 

In the classical DTC of the induction motor, the 
switching period of the inverter is equal with the 
sampling period of the system. Due to this intrinsic 
characteristic, the real time control can be achieved only 
by using high performance control systems. Otherwise, 
the results are quite unsatisfactory. The paper presents 
two continuous variants of the DTC, obtained by 
replacing the hysterezis controllers by PI ones which 
control the amplitude and the phase of the stator voltage. 
The simulations performed with different fixed step 
sizes (equivalent to different sampling periods in the 
case of real time control) show a very good behaviour 
which does not depend essentially by the value of the 
step. The results are encouraging for the implementation 
on a usual real time control system. 
 
INTRODUCTION 

The direct torque control (DTC) of the induction motor 
is much lighter, as mathematical support, than the vector 
control, regardless the type of field considered for 
orientation. One of the main characteristic is the fact that 
the minimum PWM width of the inverter which supplies 
the motor is exactly the sampling period of the control 
system. This characteristic rises serious problems for the 
practical implementation if moderate performances 
control systems are used. Hereby, without using high 
performance command systems, the results can be far 
for the expectances. The paper deals with the simulation 
of such regulation system and highlights the importance 
of the sampling period on the performances. 
Experimental results obtained with a DS1102 system 
from dSPACE confirm the behaviour described by the 
simulations. There are proposed two simplified 
continuous variants of DTC, where the two hysterezis 
controllers specific to the classical DTC plus a possible 
speed controller are replaced by only two or three PI 
ones. Thus, the switching frequency of the inverter is 
decoupled by the sampling period of the control system. 
Consequently, the dependency of the performances by 
the sampling period is less tight. 
 

SIMULATION AND EXPERIMENTS ON THE 
CLASSICAL DTC 

 
Simulation 

Basically, the DTC of the induction motor controls the 
torque by the mean of the speed of the estimated stator 
flux. In the same time, the amplitude of the stator flux 
must be maintained as close as constant. These two 
magnitudes (the speed and the amplitude of the stator 
flux) are determined by the mean of the stator voltage 
applied to the motor by a voltage source inverter. The 
principle and some practical aspects are well reported in 
more publications (Takahashi and Noguchi 1986, Vas 
1998, Ivanov et al 2008). 
The importance of the fixed step simulation size on the 
behaviour of the system was reported in previous works 
(Ivanov 2009). Figure 1 plots only the locus of the top 
of the flux space vector for two values of the fixed step 
simulation size: 100 µs and 500 µs. 
The two values were chosen having in mind that for the 
real time control, the fixed step simulation size will be 
the sampling period of the control system, which is right 
the minimum value of every pulse width of the voltage 
supplied to the motor. 
For 100 µs fixed step size one can observe the 
successive commutations which lead to discrete 
displacement of the top of the stator flux space vector, 
following one of the six distinct directions of the stator 
voltage space vector, determined by the different 
topologies (states of the switches). 
However, this step is too small for the possibilities of 
the control board DS1102 that will be used to 
experimentally test the control. This why, the simulation 
step size was increased to 500 µs, as has been estimated 
that could be a feasible value for the real time control. It 
could be easily noticed the quite disturbed shape of the 
locus, due to the reduction to about 2 kHz of the 
switching frequency of the inverter. Consequently, high 
disturbed currents and torque ripple are expected. 
 
Experiments 

The testing rig is centred on a DSP based control all-in-
one board from dSPACE GmbH, DS1102. The main 
hardware facilities of this board are quite enough for the 
development of a simple testing stand.  
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Figure 1: The Locus of the Top of the Flux Space 
Vector for Fixed Step Simulation Size: 100 µs (a) and 

500 µs (b) 
 
Additionally, thanks to the advantages of the friendly 
interface between the DS1102 DSP board and the 
Matlab-Simulink® environment, it is possible the quick 
implementation of the control algorithms and the 
interfacing of the sensors. 
Using this friendly interface supplied by dSPACE, 
making only slight changes in the simulation diagrams, 
the experimentation of different control schemes 
requires less effort than any other experimentation 
platform (Ivanov and Sente 2003). Basically, the 
structure of the Simulink control diagram rests as in 
simulations, only the blocks specific to the interfacing 
with the power system must be added. These blocks 
substitute the models of the inverter and of the motor, as 
can be seen in Figure 2. 
 

Figure 2: The Simulink Diagram for Real Time Control 

The experimental results obtained with the control board 
DS1102 (Ivanov 2009), confirmed the behaviour 
anticipated by the simulations. 
 
CONTINUOUS DTC 

In accordance with the principle of the classical DTC, 
the switching frequency of the inverter’s devices is 
given by the sampling frequency of the whole control 
system. The minimum pulse width is exactly the 
sampling period. This why, when large sampling periods 
are used, due to the limitations of the real time control 
system, the results are not satisfactory. 
The continuous DTC that we propose breaks the 
dependency between the sampling period of the control 
system and the minimum pulse width of the inverter. 
For achieving this, the discrete controllers specific to the 
classical DTC (bi-positional for flux and three-
positional for torque), will be replaced with continuous 
ones of PI type. 
As the amplitude of the flux is determined essentially by 
the voltage amplitude, one PI controller will compare 
the reference value of the stator flux amplitude with the 
actual one, obtained, as in the classical control, from the 
flux model. The output of this controller will have the 
significance of voltage amplitude sU .
A second PI controller will compare the preset value of 
the torque with the actual one. As in the classical DTC, 
the torque is controlled by the way of the speed of the 
stator flux which at its turn is controlled by the stator 
voltage, the output of this controller will have the 
significance of the slip between the stator flux and the 
rotor. The output of this controller will be added to the 
actual mechanical speed of the rotor (multiplied by the 
number of pairs of poles of the motor). The result will 
be the necessary stator flux speed. This speed will be 
integrated in order to obtain the position of the 
anticipated stator voltage sρ . Following, this position 
will be used, together with the output of the first PI 
controller to obtain the αβ components of the necessary 
stator voltage. 
 

cos ,

sin .
s s s

s s s

u U

u U
α

β

= ρ

= ρ
(1) 

 
It is true, the way how the further position of the stator 
voltage is obtained, needs the measurement of the actual 
mechanical speed which is one of the drawbacks 
avoided by the classical DTC. But, if is considered a 
speed loop, the measured rotor speed is used also as 
reaction for the speed controller. This is the case we 
have considered and the complete Simulink model of the 
system is depicted in Figure 3. 
Alternately, the reference value of the torque could be 
directly applied as reference value to the torque 
controller. This is the case of the systems used in the 
electric traction applications. 
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Figure 3: Simulink Model of the Continuous DTC. 
 
As can be seen, the reference value of the torque is the 
result of the PI speed controller which is compared with 
the actual value given by the flux model. 
In the simulation diagram from Figure 3 it is not 
considered any model for the inverter. This is because 
the reference voltages supplied by the αβ-abc 
transformation block (T2_3) will be applied to the 
inverter whose switching frequency is totally 
independent by the sampling period of the control 
system. Otherwise, the inverter is considered as an ideal 
amplifier, independent by the control system. 
The simulation of the system was performed by using a 
500 µs fixed step. The main results are plotted in Figure 
4. 
 

Figure 4: Results of the Simulation of the Complete 
Continuous DTC with 500 µs Fixed Simulation Step. 

 
In Figure 4.a are plotted the phase currents. As the 
inverter is considered as ideal amplifier, the phase 
currents are quasi sinusoidal. Consequently, the 
electromagnetic torque has no ripple (Figure 4.b). The 
dynamic response of the system is quite satisfactory, the 
reference speed of 70 rad/s being achieved in about 
0.55s after the step application (Figure 4.c). 
The good behaviour of the control system is confirmed 
also by the plot of the locus of the top of the stator flux 
space vector, Figure 5. This one is almost a perfect 
circle and it must be compared with the distorted shape 
depicted in Figure 1.b, being obtained with the same 500 
µs fixed simulation step. 
 

Figure 5: The Locus of the Top of the Stator Flux Space 
Vector for Continuous DTC. 

 
The control diagram can be simplified, by avoiding one 
PI controller, the torque one respectively. Indeed, by a 
proper tuning of the speed controller, its output can have 
now not the significance of reference torque, but directly 
of slip. 
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In this case, the resulted control diagram will have only 
two continuous controllers of PI type, one for the 

voltage amplitude and the other for the speed and 
consequently slip, as can be seen in Figure 6. 

 

Figure 6: Simulink Model of the Simplified Continuous DTC 
 

Elimination of the torque controller makes unnecessary 
the torque reaction computed by the flux model. This 
leads to an additional simplification and reduction of the 
calculus effort of the real time control system. 
The results of the simulation are plotted in Figure 7. 
 

Figure 7: Results of the Simulation of the Simplified 
Continuous DTC with 500 µs Fixed Simulation Step. 

 
The results must be compared with the ones obtained 
with the complete simplified DTC (Figure 4). It is to 
notice the high similarity between the two sets of 
waveforms. This confirms the good behaviour of the 
simplified control system. This control will be used to 
be implemented on the testing rig. 
For completing the comparison with the complete DTC, 
Figure 8 plots the locus, during the whole dynamic 
regime, of the stator flux space vector top. 

As was expected, the shape continues to be an almost 
perfect circle which gives the guarantee that the torque 
ripple will be negligible. 
 

Figure 8: The Locus of the Top of the Stator Flux Space 
Vector for Simplified Continuous DTC 

 

CONCLUSIONS 

The paper presented two variants of the continuous 
direct torque control (DTC) technique for the induction 
motor. The classical DTC has great advantages, but also 
one disadvantage: it lies the switching frequency of the 
inverter by the sampling period of the control system. 
This implies the necessity of a high quality real time 
control system. Otherwise, the results are quite 
unsatisfactory. 
The proposed strategies break the link between the 
switching frequency of the inverter and the sampling 
period of the control system, being able to obtain good 
results, even with large sampling periods. 
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ABSTRACT 

 

Due to the wide spread of power electronics equipment 

in modern electrical systems, the increase of the 

harmonics disturbance in the ac mains currents has 

became a major concern due to the  adverse effects on 

all equipment. This paper presents the analysis and 

simulation using Matlab Simulink of a three-phase four 

wire neutral clamped active power filter (APF) 

compensating the harmonics and reactive power 

created by nonlinear balanced and unbalanced low 

power loads in steady state and in transients. The 

usefulness of the simulation approach to APF is 

demonstrated so APF designers have a better insight 

using Matlab Simulink in order to develop new APFs. 

 

INTRODUCTION 
 

Modern electrical systems, due to wide spread of 

power conversion units and power electronics 

equipments, causes an increasing harmonics 

disturbance in the ac mains currents. These harmonics 

currents causes  adverse effects in power systems such 

as overheating, perturbation of sensitive control and 

communication equipment, capacitor blowing, motor 

vibration, excessive neutral currents, resonances with 

the grid and low power factor (Maswood and Haque 

2002). As a result, effective harmonic reduction from 

the system has become important both to the utilities 

and to the users. 

The total harmonic distortion is the ratio between the 

RMS value of the sum of all harmonic components and 

the RMS value of the fundamental component, for both 

current and voltage, as in equation (1): 

 

                      𝑇𝐻𝐷[%] = 100 ∙    
𝐼ℎ
𝐼1
 

2∞

ℎ=2

                 (1) 

 

where h is the order of the harmonic. 

Traditionally, the simplest method to eliminate current 

harmonics is the usage of passive LC filters, but they 

have many drawbacks such as large size, tuning 

problems, resonance and fixed compensation 

characteristics. The solution over passive filters for 

compensating the harmonic distortion and unbalance is 

the shunt active power filter (APF). In order to 

compensate the distorted currents the APF injects 

currents equal but opposite with the harmonic 

components, thus only the fundamental components 

flows in the point of common coupling (PCC) as in 

equation (2): 

 

                                  𝑖𝑓 =  𝑖𝑙ℎ

∞

ℎ=2

                                   (2) 

 

where  h is the order of the harmonic 

il is the load current. 

 

The APF, connected in parallel to the disturbing loads, 

unbalanced and non-linear, as seen in figure 1, causes 

the supply currents to be near sinusoidal and balanced. 

 

 
 

Figure 1 : Active filter principle 

 

For the design of active power filters, simulation has 

been proved a very useful tool, using different 

programs, like Matlab (Zamora et al. 2003; Singh et al., 

1999), RT-LAB (Balan et al.) or PSCAD (Iyer et al, 

2005). The usage of computer in the design phase has a 

great impact in understanding the APF behavior, 

selection of components, tuning controllers and 

optimizing. 
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The studied APF in this paper by using the Matlab 

Simulink environment is a three-phase four wire 

neutral clamped APF compensating harmonics, 

unbalance and reactive power created first by a 

nonlinear balanced load and then by a nonlinear 

unbalanced load based on the Instantaneous Reactive 

Power Theory (IRPT). 

 

REACTIVE POWER CONTROL 

 

This theory was proposed by (Akagi et al. 1983) for 

three-phase systems with or without neutral wire, and it 

is valid for both steady state and transients. It consists 

in the algebraic transformation of the current and 

voltage of the system from the abc system to αβ0 

system using the Clarke transformation as in equation 

(3) and (4). 
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    (4) 

 

where iLa, iLb, iLc are the load currents and vLa, vLb and 

vLc are the load voltages. 

According to the p-q theory, the active, reactive and 

zero-sequence powers are defined as in equations (5a 

and 5b) and (6): 

 

                                  𝑝 = 𝑣𝛼 𝑖𝛼 + 𝑣𝛽 𝑖𝛽                            (5𝑎) 

                                  𝑞 = 𝑣𝛼 𝑖𝛽 − 𝑣𝛽 𝑖𝛼                            (5𝑏) 

                                  𝑝0 = 𝑣0𝑖0                                       (6) 

 

The currents, voltages and powers in the α-β system 

can be decomposed in mean and alternating values, 

corresponding to the fundamental and harmonic 

components, as in equation (7). 

 

                                  𝑥 = 𝑥 + 𝑥                                           (7) 
 

where x can be currents, voltages or powers. 

The power components have the following physical 

meaning (Afonso J.L. et al., 2003):  

p0 zero sequence power. It only exists in three-phase 

systems with neutral wire. Since it is an undesired 

power component because it only exchanges energy 

with the load, it must be compensated. From 

equation (6) it can be seen that p0=v0i0, but 

i0*=p0/v0=i0, so there is no need for computing p0. 

𝑝  mean value of the instantaneous real power. It is the 

only desired power component to be supplied by 

the source because it corresponds to the energy 

transferred from the source to the load. 

𝑝  alternating value of instantaneous real power. Since 

it does not involve any energy transfer from the 

source to the load, it must be compensated. 

𝑞  mean value of imaginary power. It corresponds to 

the power exchanged between the phases of the 

load and is responsable for the existence of 

undesired current. It must be compensated. 

𝑞  alternating value of imaginary power. It 

corresponds to the conventional reactive power. It 

can be compensated by the APF, depending on the 

requirements of the system. 

Since in the p-q theory the voltages are assumed 

sinusoidal, the power components must be computed 

using sinusoidal voltages. In the α-β voltage system, 

the AC components of the voltage are eliminated in 

order to the IRPT to provide good performance. 

Conventionally, in IRPT control, are used High Pass 

(HP) and Low Pass (LP) Filters, but this method has a 

high error in the phase and magnitude of the harmonics 

and also is sensitive to high-frequency noise. Even 

worse, there is a need of five HP or LP filters – for α-β 

voltage components, and for p,q and p0 power 

components. 

This paper presents a control scheme based on the 

usage of only two self-tuning filters. 

The powers required to be compensated by the APF are 

calculated as in equation (8): 

 

                  
𝑝 
𝑞
 =  

𝑣𝛼   𝑣𝛽   

0 0
  

𝑖𝛼 
𝑖𝛽 

 +  
0 0

−𝑣𝛽      𝑣𝛼   
  

𝑖𝛼
𝑖𝛽

       (8) 

 

After adding the active power required to regulate the 

DC bus voltage, ploss to the alternative value of 

instantaneous real power, the reference currents iαβ* are 

calculated by equation (9): 

 

                  
𝑖𝛼
∗

𝑖𝛽
∗  =

1

Δ
𝑇  

0
𝑞 
 +

1

Δ
𝑇  
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𝑞 
                   (9) 

 

where: 

Δ = 𝑣𝛼   
2 + 𝑣𝛽   

2 

𝑇 =  
𝑣𝛼   −𝑣𝛽   

𝑣𝛽   𝑣𝛼   
  

 

From equation (8) it can be seen that the APF 

computes 𝑝  using the harmonic components of the 

currents while 𝑞 = 𝑞 + 𝑞  are computed using the load 

current, including AC and DC components, according 

to figure 2. 

The load currents are transformed from three-phase abc 

to αβ0 components using Clarke transformation, as in 

equation (10): 
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The compensation strategy based on the p-q theory of 

all undesired power components (p , p0 and q) can be 

accomplished with the use of the shunt active power 

filter. 

 

 

 
 

Figure 2: Proposed power control strategy 

 

SIMULINK MODEL OF THE APF 

 

The overall system model containing the power source, 

the APF and the nonlinear loads – balanced and 

unbalanced – is shown in figure 3. 

 

 
 

Figure 3 : System Simulink Model 

 

The main components of the system are the following 

ones: 

- the power source, which was designed as a three 

single-phase  220V/50Hz voltage sources connected 

together in a Y balanced configuration with neutral  

and a series RL circuit (R=0.01 Ω, L=10 μH). 

- the loads, which are simulated as two nonlinear sets 

of loads. First one is balanced, containing one three-

phase uncontrolled diode rectifier supplying a RL 

load. The second load is unbalanced, containing three 

uncontrolled diode rectifiers for each phase, 

supplying an RC load for phase A, a RL load for 

phase B and R load for phase C. 

The loads are nonlinear. The first balanced load is 

connected from the start of the simulation, while the 

second unbalanced is connected from 0.6s using one 

three-phase breaker. The parameters of the nonlinear 

loads chosen for the simulation are listed in Table 1. 

 

Table 1 : Load Parameters 

 

Nonlinear Balanced Load 

R load 30 Ω 

L load 30 mH 

Nonlinear Unbalanced Load 

Ra 50 Ω 

Ca 1000 μF 

Rb 50 Ω 

Lb 20 mH 

Rc 50 Ω 

 

- the VSI inverter, which contains a three-leg VSI 

inverter with neutral clamped DC capacitors, an 

inductance and the control scheme, as shown in 

figure 4. 

Despite the fact that the loads currents are distorted and 

unbalanced from 0.6s, the source currents are balanced 

sinusoids and in phase with their respective voltages, 

due to the role of the APF. When the second load is 

connected, the load current will have a zero sequence 

component and the APF will be required to supply it. 

The current fundamental extraction method used in this 

paper is the Self Tuning Filter proposed in (Abdusalam 

et al. 2009).  

As there is a path from the neutral of the load and the 

midpoint of the DC capacitors, the zero sequence 

components will be compensated properly. By using a 

PI controller the sum of the voltages of the DC 

capacitors VDC  is maintained approximately constant 

to the reference value VDC* and then added to the 

alternative power as ploss. 

The parameters of the APF are presented in table 2. 

 
 

Figure 4 : Simulink Model of the Filter 

vabc vαβ 
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+ 

    - 

+ 

    + 

   + 

- 
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Table 2 : APF Parameters 

 

Parameter Value of the parameter 

Inverter DC voltage VDC* = 650 V 

Inverter side inductance Lf = 2 mH 

CDC capacitors Cf1 = Cf2 = 1100 μF 

 

SIMULATION RESULTS 

 

The overall model of the APF is presented in figure 1 

and figure 4 and the results were obtained using 

Matlab-Simulink SymPowerSystems Toolbox software 

for a three-phase four-wire neutral clamped APF 

compensating harmonics, unbalance and reactive 

power produced by balanced and unbalance nonlinear 

loads. 

Figure 5 shows the simulation results obtained in the 

harmonic distortion analysis of the load current, with 

nonlinear balanced loads. The total harmonic distortion 

(THD) is 26.86%. The highest harmonics are the 5
th

 

and the 7
th

, representing 20.83% and 12.12% of the 

fundamental. 

 

 
 

Figure 5 : Load Current Under Balanced Nonlinear 

Load 

 

In figure 6 is presented the simulation results of the 

source current obtained using the APF to compensate 

harmonics created by nonlinear balanced load. 

 

 
 

Figure 6 : Source Current Under Nonlinear Balanced 

Load 

 

By using APF, the THD of the source current is 

reduced from 26.86% to 2.24%, thus meeting the limit 

of the harmonic standard of (IEEE STD. 519-1992). 

The highest harmonics are still the 5
th

 and the 7
th

, but 

now they represent only 0.17% and 0.29% of the 

fundamental, which meets the harmonic standard of 

(IEEE STD. 519-1992).  

Figure 7 shows the simulation results obtained in the 

harmonic distortion analysis of the load currents, for 

each phase, with nonlinear and unbalanced load. 

 

 
 

 
 

 
 

Figure 7 : Load Current in Phase A,B and C Under 

Nonlinear Unbalanced Load 

 

The THD in phase A is 41.75% with high 3
rd

 and 7
th

 

harmonics, which have over 20% of the fundamental 

value. In phase B the THD is 19.63% with a high 5
th

 

harmonic – 15.41% of the fundamental value.  Phase C 

has a THD of 20.10%, with a high 5
th

 harmonic. 

The source currents after the compensation can be seen 

in figure 8.  
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Figure 8 : Source Current in Phase A,B and C Under 

Nonlinear Unbalanced Load 

 

In phase A the THD is now 2.66%, and the magnitude 

of the 3
rd

 harmonic is now only 1.79% of the 

fundamental. In phase B the THD is 2.11% and in 

phase C the THD is 2.28%, thus meeting the harmonic 

standard of (IEEE STD. 519-1992). 

In order to be effective, APF must also eliminate the 

neutral current from three-phase unbalanced loads. 

Figure 9 shows that even when connecting at 0.6s the 

unbalanced load the neutral current is close to 0A. 

 

 
 

Figure 9 : Neutral Current Elimination 

 

The following figure shows the simulation results of 

the APF under transient state. Since the start of the 

simulation the balanced load is connected. Since 0.3s, 

the APF is connected and since 0.6s the unbalanced 

load.  Figure 10 shows the source current in phase A 

under transients. 

 

 
 

Figure 10 : Overall Source Current in Phase A 

 

It can be seen that when connecting the filter it takes 

only 0.025s for the APF to compensate. When the 

second load is connected, it takes only 0.025s for the 

APF to follow the change of the load current. 

The THD levels and harmonic magnitudes of the 

source currents with and without APF are shown in 

table 3 and table 4. 

 

 

Table 3 : THD Levels of Source Currents 

 

 THD level 

without APF [%] 

THD level with 

APF [%] 

Balanced load 

 26.86 2.24 

Unbalanced load 

phase A 41.75 2.66 

phase B 19.63 2.11 

phase C 20.10 2.28 

 

It can be seen from table 4 and figure 11 that under 

only unbalanced load without the APF, the 

fundamental has 3 different values. Using the APF the 

new fundamental on each phase has close to the same 

value of 19A, which prove that the APF also make the 

source currents symmetrical. 

 

Table 4 : 1,3 and 5 Harmonic Magnitudes 

 

 1
st

 [A]
 
 3

rd 
[A] 5

th 
[A] 

 - + - + - + 

Balanced load 

 13.23 13.27 0 0.18 20.83 0.17 

Unbalanced load 

A 21.56 18.98 32.75 1.81 10.92 0.7 

B 17.53 18.88 0.45 0.87 15.41 0.54 

C 17.66 19.26 0.46 1.27 15.88 0.63 

 

where :  “-“ means without APF 

 “+” means with APF 

 

 
 

Figure 11 : Source Current Without and With APF 

Under Unbalanced Load 

 

Figure 12 shows that when connecting the APF at 0.3s 

the reactive power decreases close to zero, even when 

the unbalanced load is connected at 0.6s, proven that 

the APF is a very effective tool to compensate reactive 

power. 

 

C    A   B 
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Figure 12 : Reactive Power Compensation 

 

CONCLUSIONS 

 

APF simulation using Matlab Simulink is proven to be 

very useful for studying the detailed behavior of the 

system for harmonic and unbalance compensation, 

under steady state and transients. The THD of the 

source current is reduced below the 5% limit imposed 

by (IEEE STD. 519-1992) standard both for balanced 

and unbalanced load using the APF. In addition, the 

reactive power decreases down to zero. More, the APF 

under unbalanced load helps making the source 

currents symmetrical and minimizes the neutral 

current. 

Because in this paper only the current harmonics, 

unbalance and reactive power compensation is 

discussed, further research may be extended to the 

simulation of APF for voltage harmonics compensation 

using Universal Power Quality Conditioner. 
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ABSTRACT  

Evaluation of system maintenance and improvements of 
turbogenerators allow to obtain and to evaluate a 
complete picture of each plant and the results obtained 
to build a program of action and develop priority 
actions, implementation of which will in turn raise the 
level of operating turbogenerators and increase their 
reliability. Each local area will allow a more concrete 
form to make control of the state and operating 
conditions. 
 
INTRODUCTION 

One of the main characteristics of modern power 
engineering is a big number of turbogenerators with 
exceeded life span which are still in service. However, 
our and foreign practice shows, that actual life span of 
turbogenerators often considerably exceeds life span 
defined by manufacturer. In such circumstances one of 
the main goals of diagnostics, formally not defined by 
normative documents, became evaluation of remanent 
physical resource of turbogenerators. This isn’t a simple 
task and it couldn’t be solved by implementing typical 
tests. 
 
REVEALING THE PROBLEM 
One of the main goals power engineers are facing is the 
increase of reliability of the power equipment and 
optimization of the costs for its maintenance. This goal 
can be achieved by creating a system of service 
maintenance and wide using of modern methods of 
equipments technical condition control. Effective 
control means decrease of repair actions and extension 
of a life span of power equipment. Technical condition 
and life resource of turbogenerators straightly depends 
from the level of repair and maintenance activities. 
Revelation and timely taken measures to fix generator 
damages at its initial stage (damages of a frame, rotor, 
active iron, winding isolation, gas-oil system, brush 
contacts) can be most effectively achieved by using 

methods of continuous control (monitoring) with 
stationary systems of control on a working equipment 
and with special inspections during repair procedures. 
 
MAIN PRINCIPLES OF DETERMINING OF 
CONDITION OF TURBOGENERATORS 

Resource of a turbogenerator at the moment of 
inspection can be defined with the unit that has lowest 
remaining resource. Because estimation of remaining 
resource has probable nature so for obtaining of more 
precise estimation estimated defects must be confirmed 
using different methods. 
For taking substantiated decisions about withdrawal of 
equipment or about amount of repair or about doing 
nothing and using it as ever besides determination of a 
unit with the lowest remaining resource information 
about remaining resource of all other units and parts 
must be determined. 
Main symptom of complexity is maximal (from what 
available) coverage of properties and characteristics of 
the object under control and use of tools and methods 
which completes each other. [1] 
Available methods of diagnostics and technologies 
allow conduct inspections of a whole turbogenerator 
and its separate parts on a generator under load and on a 
nonassembled machine. Obtained results supplement 
each other. 
These works can be fulfilled on a different type of 
turbogenerators: 
 control of a turbogenerator using measuring 
equipment which is placed in air gap (density of stators 
winding fixation, quality of core separate steel packets 
compression, condition of core interplate isolation), 
inspection of difficult-to-access surfaces of a generator 
parts with endoscope which has big resolution and 
which can be placed in all parts of the machine; 
 control of stators extreme steel packets using 
ultrasound; 
 microspectral analysis of mechanical admixtures in 
cooling hydrogen or oil; 
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 determination of local overheating places in 
turbogenerators from products of isolation pyrolysis in 
cooling gas; 
 analysis of vibration characteristics on a working 
turbogenerator using multichannel spectral analyser; 
 measurement of level of partial discharges while 
conducting tests with heightened voltage; 
 use of electrooptical defectoscopes for determination 
of a level of corona while conducting high voltage tests 
of stator winding isolation; 
 use of thermovision for control of heating of steel 
during tests with circular magnetization method; 
 evaluation of a condition of turbogenerators with oil 
cooling type TBM with method of chromotographical 
analysis of gases dissolved in oil; 
 automatical system of chemical control of a distillate 
in cooling circuits of generator; 
 control of brush contact condition using method of 
radio interferences measuring; 
 ultrasound control of metal of bandage rings of 
turbogenerators rotor without taking them off from 
rotors shaft [2]; 
Monitoring and evaluation of the condition of stator 
using the vibration method with vibrodiagnostical 
equipment (such as СД-12М system) is possible both 
during the repair works and on a working 
turbogenerator. Vibration method allows identify signs 
of deterioration of the condition at an early stage of their 
appearance. 
Years of experience and ease of use of this method is 
based on the identification and analysis of stable trends 
of controlled vibration parameters for a relatively long 
period of regular observations. Criteria to evaluate 
certain aspects of the technical condition are thresholds 
of individual vibration components as well as the 
tendency of their changes identified during vibration 
tests. The technology of vibration measurements, 
rationale for the choice of controlled vibration 
parameters and a number of aspects of the analysis of 
vibration signals were repeatedly reported at 
conferences of various ranks and media coverage. 
As an example results of inspection of stator of 
turbogenerator ТГВ200 (year of production 1962) can 
be given. Its rewinding was planed for 1993, but 
because of a complex of diagnostic procedures where 
specialists and experts were involved it was said that it 
is not reasonably to change stator winding in 1993 and 
recommendations about resource and functionality 
maintenance were given. Remaining resource was 
evaluated as not less than 6 years. Planed rewinding was 
canceled. After inspection stator worked without 
accidents for 11 years, but prepared for rewinding new 

winding kit was used for other stator rewinding, which 
needed rewinding for sure. 
The task of extension of a life span and ensuring of 
turbogenerators reliability can be solved by timely 
determination and elimination of defects and not 
allowing them became significant when turbogenerator 
can crash or accidentally shut down. As well as 
elimination of founded defects its slowdown or stopping 
is known as a method of saving of working resource. 
Turbogenerator is item that can be restored. Most parts 
of turbogenerator can be restored or changed. By that 
working resource of turbogenerator restores fully (in 
rare cases) or partly (in most cases). There is only one 
part which change equals to the change of a whole 
turbogenerato. This part is stator core. 
Normative methods of a control of a stator core 
condition are mostly orientated at a control of a quality 
of interplate isolation and specific loses in core. 
Main mechanical characteristic of a stator core which 
defines its functionality is resilient pressure condition 
given to it during production. It is a necessary condition 
for long-term preservation of the quality of interplate 
isolation and preventing of the chipping of active steel 
sheets due to their vibration. The inevitable with the 
passage of time and under the influence of operational 
load reduction efforts, compressing of the core, is a 
potential cause of dangerous accidents and damages to 
the stator, therefore, the main factor limiting the life of 
the turbogenerator. Proper evaluation of technical state 
of the core becomes particularly relevant in cases where 
it is necessary to decide whether to replace the stator 
windings. Expensive replacement of windings may be 
warranted if the stator core has already lost a large 
extent the mechanical properties [3]. 
ТВФ1102 and ТВФ1202 types of dependences of 
controlled vibration parameters А1 and А2-10 (average 
square values of vibroacceleration at frequencies 100Hz 
and 200-1000Hz respectively) from time of operation 
(Figure 1, 2). On each figure respectively for parameters 
A1 and A2-10 three dependences are shown: separately 
from the side of the exciter (SE), from the side of the 
turbine (ST) and averaged (for stator as whole). All 
dependences represented as dotted line intervals with 
95% confidence that experimental values will match 
these intervals [4]. 
Predominantly growing tendency (except for high-
frequency component, the A2-10 with ST) of vibration 
of the stator, which is evidence of the natural weakening 
over time of the stiffness properties of the mechanical 
system of the stator (Figure 1).  
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Figure 1: Examples of the change with the trend growth rate of 
vibration on the stators housing with the passage of time (A1-
vibroacc. at 100Hz, A2-10-vibroacc. at 200-1000Hz). 
 
Case where the level of vibration on the housing 
component of the stator at 100Hz decreases with time, 
which may indicate a weakening of mechanical 
connection of the stator core with the stator (Figure 2).  
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Figure 2: Examples of the change with the trend growth rate of 
vibration on the stators housing with the passage of time (A1-
vibroacc. at 100Hz, A2-10-vibroacc. at 200-1000Hz). 

 
The results of the measurements of decrements of core 
oscillations with an obviously weakened pressing 
(Figure 3). 
 

 
Figure 3. Distribution decrement in length (L) turbogenerator stator 
core type ТГВ300. 

 
This stator core of turbogenerator ТГВ300 at the period 
of measurement had restored (after the break of the ends 
of 9 tie prisms from the exciter side) system of 
mounting and chronic progressive weakening of 
tightening of the screws on the ends of the tie prisms on 
both sides of the stator. Measurements of the 
decrements of oscillations on this stator were performed 
twice, the second measurement approximately three 

years after the first. Both inspections showed high 
values of the decrements of oscillations in end zones of 
the core. The second inspection showed a trend growth 
of decrement of oscillations of the exciter. For 
comparison, the distributions of the decrements of 
oscillations in the core of the new stator, which 
eventually replaced former stator because of the limit 
condition of the core [5]. 
 
CONCLUSION 

An integrated approach to inspection of turbogenerators 
allows with sufficient certainty identify the unit with the 
smallest resource efficiency. 
To improve the reliability of evaluations of 
turbogenerator unit condition existing control methods 
must be improved and regular search, developing and 
enforcing must be done. 
Vibration control methods of turbogenerator stator 
condition allow to track and to evaluate the change in 
stator mechanical system condition which working 
recourse defines the life span of a turbogenerator. 
For more effective use of the control of the stator 
condition with the vibration method stator cores must be 
equipped with stationary fixed vibration sensors. 
5.  Analysis of the given example of the inspection of 
turbogenerators stators shows practical and economical 
effectiveness of the diagnostical works. 
6.  Graphical visualization of the vibrocharacteristics of 
the stator allows to visualize the changes in the 
condition of stator and provide an opportunity to predict 
the situation in the future. 
 
REFERENCES 
Алексеев Б.А. 2001. “Определение состояний 

(диагностика) крупных турбогенераторов”. М.: ЭНАС. 
ЕЭС РОССИИ. 1998. “Объемы и нормы испытаний 

электрооборудования” РД34.4551.300.97.М: ЭНАС.  
А.В. Григорьев, В.Н. Осотов, Д.А. Ямпольский. 2000. 

”Патент 2155429 РФ. Способ контроля прессовки 
сердечника статора электрической машины.” 
Открытия. Изобретения. № 24. 

 Григорьев А.В., Осотов В.Н., Ямпольский Д.А. 1998. ”О 
вибрационном контроле технического состояния 
статоров турбогенераторов ТГВ-300. ”  Электрические 
станции. № 8. С.27-35.  

Семёнов Д.Ю., Григорьев А.В., Осотов В.Н. 2002. 
”Разработка и реализация методов вибродиагности-ки 
статоров турбогенераторов в ОАО Свердловэнерго.” 
Электрические станции. № 8. С.49-53. 

 
 

214



AUTHOR BIOGRAPHIES 
 

VJACESLAVS MALISEVS, born in 1983 
in Liepaya, Latvia. In 2009 at the age of 26 
graduated the Riga Technical University, 
the Faculty of Electrical and Power 
Engineering, obtaining the M.Sc.ing. 
degree.  E-mail: slavi4@inbox.lv 

 
 

MIHAILS KRILOVS is born in 1984 in 
Latvia. In 2009, he graduated the Riga 
Technical University, obtaining the 
M.Sc.ing. degree.  
E-mail: mike.k@inbox.lv 

 
 
 
 
 
 
 
 
 

 
 

 
 
 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

215



 

 

USEFUL SOFTWARE TOOL FOR SIMULATING 
SWITCHED RELUCTANCE MOTORS 

 
Virgil Chindriş1, Rareş Terec1, Mircea Ruba1, Loránd Szabó1, Pavol Rafajdus2 

1 Department of Electrical Machines, Technical University of Cluj 
RO-400114 Cluj, Memorandumului 28, Romania 

E-mail: virgil.chindris@mae.utcluj.ro 
2 Faculty of Electrical Engineering, University of Zilina 

SK-01021 Žilina, Univerzitná 1, Slovak Republic 
 
 

KEYWORDS 
Switched reluctance motor, simulation tools, on-line 
simulations, graphical user interface. 
 

ABSTRACT 

Simulations are widely used in the study of both 
electrical machines and drives. In the literature, several 
simulation approaches can be found which can be also 
applied in the study of the switched reluctance motors 
(SRMs). The on-line SRM simulation tool developed by 
the authors and presented in this paper proved to be 
very useful both in checking the design of the motor, 
but also in setting up and verifying the proper control 
strategy of the motor. The simulation program can be 
very practical in teaching electrical machines and 
drives, and it can be extended to be used also in remote 
laboratories. 

INTRODUCTION 

The on-line (real-time) simulations are the one of the 
most advanced techniques used in studying both the 
electrical machines and drives (Asghari 2009, 
Bauer 2005).  
The on-line simulation of electrical machines and drives 
is an efficient and cost-effective approach to evaluate 
the behavior of both newly designed machines and 
controllers before applying them in a real system. Using 
such software tools new electrical machines and their 
controllers can be rapidly and easily tested 
(Mohan 1995, Ong 1998).  
Therefore on-line simulation techniques can be very 
helpful also where interactive changing of parameters 
immediately affects a change of the corresponding 
results (Perl 2000). 
The switched reluctance motors (SRM) look like being 
one of the most significant new developments in the 
field of electrical machines for variable speed drives. 
They have several attractive features, such as high 
output power, high starting torque, wide speed range, 
rugged and robust construction and low manufacturing 
costs (Miller 2001). 
Therefore the on-line simulation tool for studying the 
SRM's performances presented in this paper could be of 
real interest for all the specialists working in these 
fields. 

In the paper, the simulation program will be detailed, 
both with its algorithm and easy-to-use graphical 
interface. Its usefulness will be highlighted by the 
results of simulations carried out on a typical structure 
of SRM. 

THE SWITCHED RELUCTANCE MOTOR 

The SRM is a double salient electrical machine with a 
passive rotor (Henneberger 2001). In the SRM the 
torque is produced by the tendency of its rotor to get to 
a position where the inductance and the flux produced 
by the energized stator winding are maximized (variable 
reluctance principle).  
The SRM's rotor and stator both have salient poles, as it 
is shown in Fig. 1. 

The stator is formed from punched laminations that 
have been bonded into a stack. The rotor is made of 
conventional laminations without any kind of winding, 
excitation, squirrel-cage or permanent magnet 
(Krishnan 2001). 
The stator winding consists of coils placed on the stator 
poles. Typically, a phase is created by two series or 
parallel connected coils placed on diametrically 
opposed poles of the machine. Each phase is 
independent and the machine's excitation is a sequence 
of current pulses applied to each phase in turn. The 
commutation of the SRM's phase currents must be 
synchronized precisely with the rotor position 
(Miller 2001). The SRM cannot be separated from the 
electronic supply device and its control 
(Henneberger 2001). 

 

Figure 1: The switched reluctance machine 
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The various advantages of the SRM make it an 
attractive alternative to the existing dc and ac motors in 
adjustable speed drives. The SRM drives can also 
deliver servo-drive performance equivalent to dc 
brushed motors. The rotor position sensing 
requirements, the need for an electronic converter and 
the higher torque ripple and noise, compared to other 
machines, are the main disadvantages of the SRM 
drives. 
In the literature several classical simulation approaches 
for the SRM can be found (Radun 2000, Soares 2001, 
Bauer 2008, Strete 2010). All of them have the 
drawback of obtaining the results only after finishing 
running the simulation programs and the user cannot 
modify neither the parameters of the simulation and 
control, nor of the machine. 

THE SIMULATION PROGRAM 

The program is written by the authors in Borland Turbo 
Delphi 2006 (Cantu 2005, Borland 2006). It is 
structured in 7 libraries, 3 for window forms, 3 for 
configurations and the last, for motor controllers, in 
total over 3000 lines of code (over 100 subprograms).  
To make the simulation in real-time, in addition to the 
main thread, used for graphics, the program uses two 
additional threads, one for the motor simulation and the 
other for the built-in motor controller (Szász 2009).  

If the user wants to connect the program to an external 
motor controller, through TCP/IP connection the 
integrated server module generates one more thread 
(Chindriş 2010). 
When the motor is simulated in real-time, the system 
needs a huge processing power. The program makes 
available the possibility to simulate the controller using 
an external simulator (see Fig 3).  

 

Figure 3: Connection to the external simulator 
The two simulators use a TCP/IP connection, where the 
SRM simulator is the server and the controller simulator 
is the client, running on different computers 
(Kozierok 2005).  
The block scheme of the simulation program is shown 
in Fig. 2, where the logical way as the program is built 
up can be followed.  
The easy use of the simulation program is assured by 
the user-friendly graphical user interface (GUI) given in 
Fig. 4 (Miller 2009).  

 

Figure 2: The block scheme of the simulation program 

217



 

 

The GUI has three main parts. In the upper left corner 
the outline of the studied machine's cross section can be 
seen. In the right side, several pop-up panels can be 
opened for setting the parameters of both the machine 
and the simulation itself. In the lower part of the GUI, 
the results of the simulations can be plotted. 
The parameters of the SRM in study can be set in three 
of the pop-down panels of the GUI: 

i.) in the Operational parameters panel, the phase 
voltage and the phase resistance can be set 
(Fig. 5a). During the simulations, several data 
regarding each pole of the SRM (the angle 
between stator and rotor poles, phase voltage, 
inductance, current magnetic flux, 
electromagnetic torque generated) are 
visualized. 

ii.) the main geometrical data of the machine can 
be set in the Design Parameters panel: the 
number of stator and rotor poles, the air-gap 
and the machine's main geometrical (Fig. 5b) 

iii.) the mechanical parameters (the friction torque, 
the load torque, the moment of inertia of both 
the motor and of the load, etc.) can be 
introduced in the text fields of the Mechanical 
parameters panel (Fig. 5c).  

As it can be seen, all the variables of the simulation 
program can be set up very easily in the GUI, given in 
Fig. 4. By this, a high flexibility is assured for the 

 

Figure 4: The main GUI of the simulation program 

 
a) the Operational parameters panel 

 
b) the Design Parameters panel 

 
c) the Mechanical parameters panel 

Figure 5: The pop-down panels of the GUI 
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program. By a few changes, practically any SRM 
structure can be easily simulated. 
The main parameters of the SRM's controller can be 
adjusted by very simple sliders in the Controller panel 
of the main GUI, as shown in Fig. 6. 

The main results of the simulation can be plotted versus 
time, this being the best way to understand and verify 
the working regimes of the SRM in study. 
The plotting of the results can be coordinated from the 
Plot settings pop-down panel (see Fig. 7). 

The program is able to plot on-line the following results 
of the simulations: 

i.) the phase voltages 
ii.) the phase currents 
iii.) the phase inductances 
iv.) the speed 
v.) the torque 

For all the plots, their amplitude and offset can be set in 
order to obtain the best view of the results in the 
plotting panel of the GUI. 

RESULTS OF SIMULATION 

To emphasize the usefulness of the above presented 
program, results of simulations, performed for a sample 
motor, will be given. 
The main data of the sample SRM motor are: 

i.) stator poles number 8 
ii.) rotor poles number 6 
iii.) rated current 5 A 
iv.) rated speed 300 r/min 
v.) rated torque 5 N·m 

The simulations were performed for a 1 s long time 
starting and steady state run when a ramp-type speed 
profile was imposed. 
The results of the simulation were saved in text files and 
exported to MATLAB for advanced graphical 
processing. 
The most important results obtained via the simulation 
(the torque and the speed of the SRM versus time are 
given in Fig.8. In this case, the currents are not plotted 
because due to the high frequency of the phase current's 
commutation the current pulses could not be 
distinguished at this time scale. 
As it can be seen in Fig.8 the controlled SRM follows 
very strictly the imposed speed profile. 
To be able to distinguish the phase current pulses, the 
waveforms were also plotted in Fig 9, only for a short 
simulation time (150 ms). 
To more emphasize the details of the obtained phase 
current waveforms, zooms of the plotted quantities are 
given in the right side of the figures. 
Upon the results given in Fig 9 it can be stated that the 
simulated phase current's waveforms are quite in 
accordance with the theoretically expected ones 
(Hennebergeer 2001). Also the inherent torque ripples 
of the motor can be clearly observed. 
Using this advanced simulation tool, any SRM 
configuration, using any control strategy, can be 
effectively simulated on-line. 

 

Figure 6: The Controller panel of the GUI 

 

Figure 7: The Plot settings panel 
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Figure 8: The results of a simulation 
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CONCLUSIONS 

In the paper an advanced simulation program, 
developed by the authors, of the SRM and its control 
system has been presented. It can be useful to show to 
the users how the SRM behaves in real time. Several 
simulations performed using this program proved its 
high credibility simulation qualities.  
The main advantage of the proposed software tool is its 
capability to perform on-line simulations, offering the 
user the possibility to make real time changes even 
during the machine's simulation. By this, the influence 
of any parameter modification can be easily observed 
and studied. 
The program can be successfully used both in research 
(for testing diverse SRM configurations and control 
strategies) and in higher education. 
By minor extensions the SRM's the simulation program 
can be also used in remote (virtual) laboratories 
(Aldrich 2009). 
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ABSTRACT 

Axial Flux Permanent Magnet Machines benefit from 
manufacturing advantages and reduction in end winding 
length through the use of  tooth-concentrated fractional 
windings but display increased space harmonic content, 
leading to higher eddy current losses in the rotor iron 
and permanent magnets. The choice of a double layer 
tooth-concentrated fractional winding for the modeling 
and design of a 24 Slots/20 poles Axial Flux Permanent 
Magnet Generator is justified by a comparison between 
the single and double layer winding.  
 
INTRODUCTION  

Axial Flux Permanent Magnet Generators (AFPMG) 
have become an interesting choice for use as low speed 
generators because of their compact design, high power 
density, and possibility to add a high number of poles, 
without the need of a mechanical gearbox. By using 
tooth-concentrated windings the manufacturing of the 
AFPMG can be simplified and copper losses can be 
reduced, due to the short end windings (Jussila 2009). 
The disadvantage of the tooth-concentrated fractional 
windings is represented by a high current linkage space 
harmonic content, because of their low number of slots 
per pole and phase (Salminen 2004; Cistelecan 2010), 
which induce additional eddy current losses in the rotor 
iron and in the permanent magnets (PM).  
The theory of the tooth-concentrated windings and 
methods to reduce the eddy current losses in the rotor 
iron have been studied over the last years. It has been 
determined that to reduce the cogging torque, to obtain 
a higher value of the fundamental winding factor and to 
generate a sinusoidal back-emf, the right combination of 
number of stator slots Qs and number of rotor poles 2p 
has to be chosen  (Bianchi et al. 2006; Bianchi et al. 
2007). Another approach lies in the use of 
nonconductive materials, such as fiberglass, for the 
rotor iron and in the segmentation of the permanent 
magnets (Jussila 2009) 
The influence of the number of winding layers in tooth-

concentrated winding machines has also been taken into 
consideration in (El-Rafaie and Jahns 2006) , and it has 
been shown that by using a higher number of winding 
layers and using unequal number of turns for each coil, 
the current linkage harmonics can be completely 
reduced, with a small influence on the winding factor 
(Cistelecan 2010). 

 
ANALYTICAL DESIGN OF THE AFPMG 

The topology of the studied AFPMG is a two stator one 
internal rotor with 24 stator slots and 20 rotor poles. 
The PMs are glued inside the rotor and define the rotor 
thickness. The two stators are connected in series.  
 

 
 

Figure 1: Topology of the Studied AFPMG  
 

 
 

Figure 2: Rotor of the Studied AFPMG 
 
 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

222



 

 

The most important parameters used for the design of 
the AFPMG are the outer diameter eD  and the inner 

diameter iD . The dimensions of external and internal 
diameters are very important because the length of the 
stator stack is obtained from the difference of the two :  
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Another factor that contributes to the performance of 
the machine as well as to its manufacturability is the 
inner-to-outer diameter ratio, which can be defined as:  
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In (Parviainen 2005) it is advised to obtain 

3/1=dk to benefit from the highest possible torque, 
however this can lead to manufacturing difficulties 
when using lap windings, especially in small machines. 
The problem lies in the limited space between the rotor 
shaft and stator, which makes it very difficult to arrange 
the end windings.  
By using tooth-concentrated windings, the length of the 
end windings can be reduced and more space can be 
freed up between the stator and the rotor shaft.  
Table 1 contains the main parameters of the studied 
AFPMG that have been obtained from the analytical 
design, which have been further used for the modeling. 

 
Table 1: Main Parameters of the Studied AFPMG 

 
Number of stator slots Qs 24 
Number of pole pairs P 10 
Number of slots per pole 
and phase  

0.4 

Aparent power Sn 50 [VA] 
Rated speed ns 300 [rpm] 
Line-to-line voltage in star 
connection U 

230 [V] 

Rated current In 0.157 [A] 
Nominal frequency f 50 [Hz] 
Airgap flux density Bg 1 [T] 
Winding turns in series per 
stator winding  N1 

1568 

Lenght of airgap g  0.001 [m] 
Stator outer diameter De 0.11 [m] 
Stator inner diameter Di 0.07 [m] 

 
 
 
 
 

HARMONICS OF TOOTH-CONCENTRATED 
FRACTIONAL WINDINGS 

 
In comparison to integral slot winding machines, which 
operate at the fundamental component of the flux 
density, the machines having tooth-concentrated 
fractional windings operate with some of the flux 
density harmonics ( Jussila 2009). 
The winding arrangement of the 24 slots 20 poles 
AFPMG is the same as in the case of a 12 slots-10 poles 
base machine equipped with tooth-concentrated 
fractional windings, but repeated two times.  Both of the 
machines have the same number of slots per pole and 
phase 4.0=q and operate with the same harmonic. 
Thus the problem of determining the main harmonic of 
the AFPMG can be reduced to the study of the winding 
arrangement for just one half of the generator.  
The harmonics of a three phase (m=3)  12 slot-10 poles 
machine can be determined by use of the following 
equation:  
 

Nkkm ∈±= ;21ν    (3) 
 
The resulting harmonics are: 
 

...]19,17,13,11,7,5,1[ +−+−+−=ν  (4) 
 
for the ordinals of the current linkage. The machine 
operates at the fifth harmonic 5−=ν which also has 
the highest winding factor. The fundamental 1+=ν  
has a high amplitude compared to the fundamental and 
rotates five times the speed of the fifth harmonic and in 
the opposite direction, resulting in high  losses through 
eddy currents in the rotor iron.  
 
Advantages of double layer windings over single 
layer windings 

To determine the right number of winding layers a 
comparison between the harmonic spectra of both 
winding arrangements, presented in Figure 3, has been 
carried out. 

 

 
 

Figure 3: Winding Arrangement for the 12 Slot-10 
Poles Machine with Single Layer and Double-Layer 

Tooth-Concentrated Fractional Winding 
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Starting from the definition of the current linkage (5) 
the winding function for each phase has been defined. 
 

iN s ⋅=Θ            (5) 

sN  number of turns in a slot 
i  current passing through the conductor 

 

 
 
Figure 4: Single and Double Layer Winding Function of 

Phase U for 12 Slots and 10 Poles 
 

 
 

Figure 5: Single and Double Layer Winding Function of 
Phase V for 12 Slots and 10 Poles 

 

 
 
Figure 6: Single and Double Layer Winding Function of 

Phase W for 12 Slots and 10 Poles 

The winding functions presented in Figures 4, 5, 6 have 
been drawn for the single layer and double layer tooth-
concentrated fractional winding. The number of turns 
for each slot has been kept 1=sN .  As it can be seen, 
by doubling the number of layers, the number of turns 
in a slot for each phase is halved.   
To obtain the variation of the current linkage, the 
winding functions are further multiplied with the values 
of the phase currents for one chosen moment. In this 
case the values taken into consideration have been :  
 

2/1;2/1;1 −=−== wvu iii   (6) 
 
After the multiplication the resultant of the current 
linkage is obtained by summing up the current linkages 
for each phase. 

 

 
 

Figure 7: Resultant Current Linkage for Single and 
Double Layer Winding 

 
The harmonics of the resultant current linkages for one 
and two layers are obtained through the use of the FFT 
algorithm implemented in Matlab and are presented in 
Figure 8.  
 

 
 

Figure 8:  Current Linkage Harmonic Content for 
Single and Double Layer Winding 
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To verify the results obtained through the analytical 
method, two radial flux machine models of the AFPMG 
have been implemented and simulated in Cedrat Flux 
2D. To determine the current linkage generated by the 
three phased windings, the PM material has been 
replaced with air. The motor has been used at the 
synchronous speed namely 300 rpm. 
 

 
 

Figure 9: 2D Finite Element Analysis (FEA) Current 
Linkage obtained at the Airgap Circumference for 

Single Layer and Double Layer Winding 
 
The variation of the current linkage for the simulated 
machines has been drawn in Figure 9. When compared 
to the analytical method, the simulations takes also the 
slot openings into account, which have an impact on 
graphical representation of the current linkage. 

 

 
 

Figure 10: Current Linkage Harmonic Content for the 
2D FEA for Single Layer and Double Layer Winding 

 
The harmonics of the three phase current linkage have 
been determined by means of the FFT algorithm 
implemented in Matlab and are displayed in Figure 10.  
When comparing the results from the analytical and 2D 
FEA Method in table 2, we can observe that there is a 
big difference between them for both single and double 
layer windings. The relative amplitude of the other 
harmonics to the working harmonic is different for each 
of those methods, the most accurate results being for the 

1st harmonic. Another factor that influences the 
harmonic content are the slot openings. The 2D FEA 
method takes into consideration the slot openings, 
whereas the analytical method does not. This can 
considerably hinder the correct determination of the 
harmonic content of the current linkage. As can be seen 
from the two harmonic spectra the 2D FEA method 
determines correctly the harmonics of the tooth 
concentrated winding compared to the analytical 
method which identifies also other harmonics.  
 

Table 2: Comparison between the main harmonics for 
the  analytical and 2D FEA method 

 
Harmonic % of the 

fundamental 
MATLAB 

% of the 
fundamental 

2D FEA 
 Single 

layer 
winding 

Double 
layer 

winding 

Single 
layer 

winding 

Double 
layer 
winding 

1 124 36.2 118 31.5 
5 100 100 100 100 
7 55.8 50.1 79.1 80.1 
11 11.7 5.96 27.3 8.2 
13 11.4 9.9 5.1 2.2 
17 30 30.5 15 14.1 
19 14.8 7.2 14.7 15.4 

 
MODELING OF THE AFPMG USING TOOTH-
CONCENTRATED FRACTIONAL WINDINGS  

 
Axial Flux Machines come in a variety of topologies 
sharing one common feature namely the flux is flowing 
in the axial direction instead of the radial one. The 
direction in which the flux is flowing has an impact on 
the FEA of the AFPMG, because the model of the 
machine should be made in 3D. 
However the research has shown that the FEA of Axial 
Flux Machines can be simplified to a 2D model, namely 
the machine is modeled as a liniar (Gieras 2004; 
Parvianen 2005) or as a radial flux machine (Jussila 
2009).  The plane at which the analysis is carried out is 
either at the arithmetic (Gieras 2004;  Jussila 2009) or at 
the geometric mean radius (Valtonen 2007). 
 
 

 
Figure 11:   AFPMG Modeling Options  

 

AFPMG 

3D Axial Flux Machine Model 

2D Liniar Machine Model 

2D Radial Flux Machine Model 

Quasi-3D Modelling 
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In (Jussila 2009 ) it is mentionend that if the arithmetic 
or geometric mean radius is used, the magnet width-to-
pole-pitch ratio should be constant at different radii and 
the stator should not be skewed. The 2D FEA of an 
Axial Flux Machine is accurate enough for power, 
voltage and cogging torque calculation, but for 
determining the iron losses, 3D FEA should be 
employed. 
Another method to determine the iron losses without 
using the 3D FEA has been presented in (Parviainen 
2005) and it’s called the quasi-3D method. The 
principle of this method lies in cutting the stator stack in 
many planes of interest and determine the parameters 
for each plane. The average diameter Davg of a specific 
computation plane i starting from the outer diameter is 
expressed as follows: 
 

N

l
jDD s

eiavg ⋅−=,    (7) 

 
Where N represents the number of computation planes 
and 12 −= ij .  All the other parameters are 
determined for each individual computation plane, 
summed up and divided by the number of computation 
planes N , to get an accurate picture regarding the iron 
losses, induced voltage, flux density or other parameters 
of interest. 
 
Modeling of the Studied AFPMG 
 
The topology of the AFPMG presented in this article 
has been modeled as a radial flux Permanent Magnet 
Synchronous Machine (PMSM) by means of 2D FEA at 
the arithmetic and geometric mean radius. For the 
modeling of the AFPMG only the use the double layer 
tooth-concentrated fractional winding has been 
considered. 
The arithmetic mean  radius, which is usually used as a 
design plane (Gieras 2004; Jussila 2009), can be 
calculated as follows: 
 

      
2

ie
arith

RR
R

+
=       (8) 

 
The definition of the geometric mean radius is given by 
(9): 
 

iegeom RRR ⋅=   (9) 
 
Where eR is the outer radius and iR is the inner radius 
of the Axial Flux Machine. 
The steps by which the geometry of an AFPMG has 
been converted into a 2D model of a radial flux 
machine, at the arithmetic or geometric mean radius  
can be observed in the Figure 12. 

The obtained dimensions for the two radial flux 
machines are shown in Table 3. As can be seen from the 
table the most important changes lie in the dimensions 
of the teeth and in the inner and outer stator and magnet 
radii.   
The other dimensions like the length of the stator stack, 
the  height of the tooth, the opening of the slot and the 
magnet width and height are kept the same.  
 

 
 
Figure 12: Steps to model the Axial Flux Machine as a 

Radial Flux Machine 
 

Table 4: Dimensions of the AFPMG  
 

Modeled   
Machine 

 
 
 
Dimension 

AFPMG Radial 
Flux 

Machine 
(Arithmetic 

Mean 
Radius) 

Radial Flux 
Machine 

(Geometric 
Mean 

Radius) 

Inner stator 
radius 

35 [mm] 43.92 [mm] 42 [mm] 

Outer stator 
radius 

55 [mm] 66.42 [mm] 64.5 [mm] 

Inner 
magnet 
radius 

35 [mm] 40.42 [mm] 38.5 [mm] 

Outer 
magnet 
radius 

70 [mm] 42.92 [mm] 41 [mm] 

Length of 
the stator 
stack 

20 [mm] 20 [mm] 20 [mm] 

Tooth 
width 

4 – 9 
[mm] 

6.5 [mm] 6 [mm] 

Tooth 
height 

8 [mm] 
 

8 [mm] 8 [mm] 

Slot 
opening 

5 [mm] 5 [mm] 5 [mm] 

Magnet 
width 

10 [mm] 10 [mm] 10 [mm] 

Magnet 
height 

2.5 
[mm] 

2.5 [mm] 2.5 [mm] 

 

Determine the arithmetic or 
geometric mean radius of the 

AFPMG

Determine the tooth and slot width 
for the respective radius 

Determine the inner stator 
circumference of the radial flux 

machine by summing up the widths 
of the teeth and those of the slots 

Determine the inner stator 
radius of the radial flux 

machine from the 
circumference 

Determine the outer stator 
radius of the radial flux 

machine  

Build the whole geometry of the 
radial flux machine by also using 
the dimensions from the AFPMG 

design
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The induced phase voltages which has been obtained 
for the arithmetic and geometric mean radii can be 
observed in Figure 13. 

 
Figure 13:  Induced Voltages for the Arithmetic and 

Geometric Mean Radius 
 
The values of the induced phase voltages are half of the 
values obtained through the analytical design because 
just one stator and only half of the rotor have been 
simulated. Because the stators are connected in series 
the actual value of the induced voltage is double of that 
obtained in the simulations.  
The amplitude of the induced phase voltage for the 
model that uses the geometric mean radius is smaller 
than in the case of the model that uses the arithmetic 
mean radius. By use of the geometric mean radius to 
model the AFPMG as a radial flux machine the width of 
the stator tooth as well as of the inner and outer stator 
radii are reduced, as can be seen from Table 4.  
 
Table 5: Reduction in Induced Voltages in Function of 

the Reduction in Machine Dimensions 
 

   Modeled   
Machine  
 
 
 
 
Dimension 

Radial 
Flux 

Machine 
(Arithmetic 

Mean 
radius) 

Radial 
Flux 

Machine 
(geometric 

mean 
radius) 

Reduction 

Inner 
stator 
radius 

43.92 [mm] 42 [mm] -4.4% 

Outer 
stator 
radius 

66.42 [mm] 64.5 [mm] -2.9% 

Inner 
magnet 
radius 

40.42 [mm] 38.5 [mm] -4.8% 

Outer 
magnet 
radius 

42.92 [mm] 41 [mm] -4.5% 

Tooth 
width 

6.5 [mm] 6 [mm] -7.7% 
 

Induced 
voltage 

67.15 [V] 63.4 [V] -5.6% 

 

 
 

Figure 14:  Airgap Flux Density for the Arithmetic and 
Geometric  Mean Radii taken for 12 slots/10 poles 

 
The two simulated radial flux machines display the 
same amplitude and form of the airgap flux density but 
the two curves can not be superimposed . This comes 
from the fact that the circumference of the airgap at 
which the flux density was determined is shorter in the 
case of the machine modeled at the geometric radius.  
 
CONCLUSIONS 
 
Axial Flux Permanent Magnet Generators using tooth-
concentrated benefit from construction advantages but 
display increased current linkage space harmonic 
content which can be determined by means of analytical 
or 2D FEA methods. 
A comparison between the use of single and double 
layer tooth-concentrated fractional windings has been 
made with the conclusion that the use of double layer 
winding for the AFPMG leads to the reduction of the 
current linkage harmonic content. Another comparison 
between two modeling methods of  the AFPMG with 
the help 2D FEA has been presented and the results 
show only a small variation in the induced voltage and 
in the airgap flux density.  
Further research in improving the analytical method to 
determine the current linkage harmonics and in 
validating the 2D FEA with the results from 3D FEA is 
necessary.  
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ABSTRACT 

Vortical structures can develop in the intakes of aircraft 
engines during operation in the proximity of solid 
surfaces. Take-off and testing in a ground facility are 
clear examples of such scenarios. When such a vortex is 
formed and ingested into the engine, potentially 
catastrophic damage can occur. The vortex can cause 
the compressor to stall, resulting in severe damage to 
the engine. 
Procedures have been put in place to prevent such 
damage from occurring on the runway. However to 
prevent such vortices from forming, especially in the 
test cells, it is necessary to be able to predict the onset 
of the vortex or at least to understand the factors 
affecting the formation of such vortices. 
This paper extends the scope of previous investigations 
by investigating the effects that increasing upstream 
turbulence intensity has on the vortex formation 
threshold. 
The results show that an increase in upstream turbulence 
intensity increases the range of conditions over which a 
vortex forms. All three regimes show signs of shifting 
the threshold of vortex formation to lower ratio of inlet 
velocity over upstream average velocity (Vi/Vo) for a 
given ratio of inlet height over inlet diameter (H/Di).

INTRODUCTION

Vortical structures can develop in the intakes of aircraft 
engines during operation in the proximity of solid 
surfaces. Take-off and testing in a ground facility are 
clear examples of such scenarios. The structure of the 
vortex is very similar to the vortex seen in the draining 
of a basin or bath tub, where the streamlines spiral into 
the suction inlet (or outlet) with a radius of gyration that 
decreases as the vortex approaches the engine inlet (or 
bath tub outlet). One end of the vortex is anchored to a 
solid surface, in the case of the aero engines, or to a 
fluid-fluid interface in the basin or bath. 
When such a vortex is formed and ingested into the 
engine, potentially catastrophic damage can occur. The 

vortex can cause the compressor to stall, resulting in 
severe damage to the engine. 
The vortex investigated in the references in the previous 
sections, and the type that is investigated in this paper, 
deals with the kind that concentrates and thus requires 
the presence of vorticity in the ambient environment. In 
such situations, single-core vortices will form as 
opposed to the counter-rotating vortices described by de 
Siervi [ 1 ] which do not require ambient vorticity. 
Karlsson and Fuchs [2] modelled such vortex behaviour 
in a large-eddy simulation (LES) of an inlet over a 
ground plane. Secareanu et al. [ 3 ] validated these 
numerical results to particle image velocimetry (PIV) 
and laser doppler anemometry (LDA) measurements 
and obtained data on the ingestion of particles by a 
vortex-inlet system. Other computational fluid dynamics 
(CFD) studies have modelled test cell airflow, such as 
Gullia et al. [4] and Kodres and Murphy [5], extracting 
information on thrust correction factors or airflow rates, 
but did not modelled vortex formation. 
Certain geometric and flow parameters can influence 
whether a vortex will form or not. The thrust of the 
engine, the diameter of the engine inlet, the distance 
from the solid surface, and the ambient vorticity, which 
in turn depends on the local flow field, can all 
encourage or discourage the formation a vortex. For 
example, vortices may form on takeoff if there is a 
sufficiently strong component of wind perpendicular to 
the runway, and in the test cell. Several authors have 
investigated the effects of geometric and flow 
parameters on the formation of the vortex using 
experimental [6,7,8] and computational methods [9,10]. 
This paper seeks to investigate whether increased 
turbulence intensity in the flow upstream of the suction 
inlet affects the formation of the vortex. The effect of 
turbulence intensity on vortex formation was not 
previously investigated and published.

VORTEX FORMATION IN JET ENGINE TEST 
CELLS

A jet engine test cell (JETC) is essentially an all-
weather enclosed structure with an engine mounting 
mechanism intended to provide conditions for stable, 
repeatable and accurate post maintenance or 
modification engine performance testing. A pictorial 
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percentage. It allows a quick and easy way assign 
amount of flow through each of the Outflow boundaries. 
A user-defined function (UDF) was used, at the 
upstream and cell inlet of the take-off and test cell 
scenarios respectively, to simulate ambient vorticity. 
The ambient vorticity was imposed by applying a 
constant gradient to the component of velocity parallel 
to the axis of the intake. The gradient is perpendicular to 
the flow and parallel to the ground in the horizontal 
plane.
The details of the engine was not explicitly modelled, 
instead the engine inlet plane was modelled as an 
outflow. Together with boundary “cell_outlet” (also an 
outflow boundary condition), it allows a specific CBR 
to be assigned to each solution. 
At boundaries where walls were used, standard wall 
functions were used. 

Turbulent Intensity 

Turbulent intensity or turbulent level is the ratio of the 
root-mean-square of the turbulent velocity fluctuations 
and the Reynolds averaged mean velocity. 

                   ( 2) 

Where I = turbulence intensity 
 u = turbulent velocity fluctuations 
 U = mean velocity 
ANSYS Fluent 12 allows direct input of turbulence 
intensity and is applied to the “cell_inlet” boundary 
using the “turbulence intensity / hydraulic diameter” 
input with the hydraulic diameter being the cell_inlet 
dimensions. 
The range of turbulence intensity used in the 
calculations is from 0.5% to 50% and the range of H/Di 
used is from 2 to 4. The range of turbulence intensity 
used in the simulations is larger than that which is 
usually encountered in a JETC (up to 10%). Turbulence 
intensity above 10% is unlikely to be encountered but 
was investigated to establish trends over a larger range 
of values. 

Searching for the threshold 

The search for the threshold or boundary for the 
different flow regimes follows following steps: 

1. A low value of CBR is chosen by a combination of 
the outflow values at the “engine_inlet” and 
“cell_outlet” boundaries. An average cell inlet 
velocity is imposed together with a velocity 
gradient using a UDF at the “cell_inlet” boundary. 

2. Outflow value at the “cell_outlet” boundary is 
altered to change the CBR value until the threshold 
is found. 

3. The solution was considered to have converged 
when the residuals have fallen to an acceptable 
range and/or have stabilised. 

The outflow value at the “cell_outlet” boundary was 
changed in increments of 0.01 resulting in a change in 
Vi/Vo of less than 1.2%. 

Every set of simulation was initialised at the “cell_inlet” 
boundary with values calculated at that plane to prevent 
the memory effect observed by Ridder and Samuelsson 
[15] from previous calculations to affect the subsequent 
ones. 

RESULTS

The results of the vortex formation threshold is 
presented in a table (Table 1) as well as H/Di vs Vi/Vo 
graphs (Figure 5 – Figure 10) similar to previous 
publications [6,10] on this subject. 
The points on the graphs show the threshold location 
with regions above encouraging vortex formation and 
vice versa. 

Table 1: Vi/Vo threshold values for different H/Di and 
Turbulence Intensity 

T.I. = 0.5% 
H/Di Vortex No Vortex 

2 17.752 14.593 
3 38.605 28.923 
4 69.211 51.744 

T.I. = 10% 
H/Di Vortex No Vortex 

2 17.450 14.388 
3 38.605 28.565 
4 68.062 50.783 

T.I. = 20% 
H/Di Vortex No Vortex 

2 17.303 14.388 
3 38.605 28.478 
4 67.502 50.783 

T.I. = 50% 
H/Di Vortex No Vortex 

2 17.016 14.189 
3 38.605 28.044 
4 66.951 50.470 
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Figure 5 

Figure 6 

Figure 7 

Figure 8 

Figure 9 

Figure 10 

DISCUSSIONS 

Figure 5 to Figure 10 clearly shows that increasing 
turbulence intensity lowers the threshold point on both 
the steady and unsteady vortex regimes. This indicates 
an increase in the conditions favouring the formation of 
vortices thus making it more probable for a vortex to 
form. Although some scenarios shows overlapping 
threshold points (Figure 6, Figure 7 and Figure 10), the 
overall picture is that of decreasing threshold values. 
Figure 7 especially shows all points lying on the same 
point. This is unlikely as it is the only such case and 
should be an abnormal set of results. However it has 
been included for completeness of presentation. 
Increasing turbulence intensity can increase or decrease 
the instantaneous velocity gradient and/or mean velocity 
as “sign” of the velocity fluctuations are negated by the 
squaring of them in the calculations of the turbulence 
intensity and both signs exist in a turbulent flow. 
Ridder and Samuelsson [15] observed a memory effect 
for the vortices i.e. the threshold value of Vi/Vo is lower 
when moving from a regime where there is a vortex to 
one where there isn’t and vice-versa. This is potentially 
an explanation for the observations in the simulations. 
Temporary increment of velocity gradients (or mean 
velocity), due to velocity fluctuations, induces a vortex 
to form and this vortex requires a lower Vi/Vo value to 
disappear.
The threshold when moving from a regime of no vortex 
to vortex is termed “increasing threshold” in this 
document because the region of no vortex lies below the 
region of vortex in the graphs. Conversely, “decreasing 
threshold” is used to indicate the threshold when 
moving from a regime of vortex to no vortex. “Mean 
threshold” indicates the threshold when no change (or 
tuning) of upstream flow conditions are applied. This is 
unlikely to be carried out in a physical experiment but is 
the case for simulations detailed in this paper as well as 
previous work by Ho and Jermy [9 -13]. 
No studies have been made so far measuring the relative 
distance between the “increasing” and “decreasing” 
threshold lines and the “mean” threshold line. The 
observed results could indicate that they are not at 
equidistance apart.  
It is also unclear how long favourable conditions have 
to hold for the vortex to remain established once 
“unfavourable” conditions have been re-established and 
vice-versa. 
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CONCLUSIONS 

Increasing turbulence intensity increases the probability 
of a vortex forming by shifting the threshold to a lower 
Vi/Vo value at a certain H/Di value. 
This may be due to the memory effect of this flow 
phenomenon observed by Ridder and Samuelsson [15]. 
Once a vortex is formed due to instantaneous higher 
velocity gradient or low mean velocity, it requires a 
lower Vi/Vo value to remove this vortex. Since the 
fluctuations can happen in both directions, the lowering 
of the threshold indicates that the distance between the 
“increasing”, “decreasing” and “mean” thresholds are 
not equidistant apart. 
It is also unclear how favourable conditions have to 
hold for the vortex to remain established once 
unfavourable conditions have been re-established. 
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ABSTRACT 

New tests for checking asymptotic stability of positive 

1D continuous-time and discrete-time linear systems 

without and with delays and of positive 2D linear 

systems described by the general and the Roesser 

models are proposed. Checking of the asymptotic 

stability of positive 2D linear systems is reduced to 

checking of suitable corresponding 1D positive linear 

systems. Effectiveness of the tests is shown on 

numerical examples. 

 

INTRODUCTION 

A dynamical system is called positive if its trajectory 

starting from any nonnegative initial state remains 

forever in the positive orthant for all nonnegative inputs. 

An overview of state of the art in positive theory is 

given in the monographs (Farina and Rinaldi 2000; 

Kaczorek 2002). Variety of models having positive 

behavior can be found in engineering, economics, social 

sciences, biology and medicine, etc..  

New stability conditions for discrete-time linear systems 

have been proposed in (Busłowicz 2008) and next have 

been extended to robust stability of fractional discrete-

time linear systems in (Busłowicz 2010). The stability of 

positive continuous-time linear systems with delays has 

been addressed in (Kaczorek 2009c) The independence 

of the asymptotic stability of positive 2D linear systems 

with delays of the number and values of the delays has 

been shown in (Kaczorek 2009d). The asymptotic 

stability of positive 2D linear systems without and with 

delays has been considered in (Kaczorek 2009a and 

2009b). The stability and stabilization of positive 

fractional linear systems by state-feedbacks have been 

analyzed in (Kaczorek 2010). 

In this paper new tests for checking asymptotic stability 

of positive 1D continuous-time and discrete-time linear 

systems without and with delays and of positive 2D 

linear systems described by the general and the Roesser 

models will be proposed. It will be shown that the 

checking of the asymptotic stability of positive 2D linear 

systems can be reduced to checking of stability of 

suitable corresponding 1D positive linear systems. 

The paper is organized as follows. In section 2 new 

stability tests for positive continuous-time linear systems 

are proposed. An extension of these tests for positive 

discrete-time linear systems is given in section 3. 

Application of the tests to checking the asymptotic 

stability of positive 1D linear systems with delays is 

given in section 4. In section 5 the tests  are applied to 

positive 2D linear systems described by the general and 

Roesser models. Concluding remarks are given in 

section 6. 

The following notation will be used: ℜ  - the set of real 

numbers, mn×
ℜ  - the set of mn×  real matrices, 

mn×

+
ℜ  - 

the set of mn×  matrices with nonnegative entries and 
1×

++
ℜ=ℜ

nn
, nM - the set of nn×  Metzler matrices (real 

matrices with nonnegative off-diagonal entries), nI - the 

nn×  identity matrix. 

 

CONTINUOUS-TIME LINEAR SYSTEMS 

Consider the continuous-time linear system 

 

 )()( tAxtx =&                            (2.1) 

 

where ntx ℜ∈)(  is the state vector and nnA ×
ℜ∈ .  

The system (2.1) is called (internally) positive if 
ntx
+

ℜ∈)( , 0≥t  for any initial conditions 

nxx
+

ℜ∈= 0)0(  (Farina and Rinaldi 2000; Kaczorek 

2002). 

Theorem 2.1. (Farina and Rinaldi 2000; Kaczorek 2002) 

The system (2.1) is positive if and only if A is a Metzler 

matrix. 

The positive system is called asymptotically stable if 

 

0lim)(lim 0 ==
∞→∞→

xetx At

tt
 for all nx

+
ℜ∈0  

 

Theorem 2.2. (Farina and Rinaldi 2000; Kaczorek 2002) 

The positive system (2.1) is asymptotically stable if and 

only if all principal minors niM i ,...,1, =  of the matrix 

–A are positive, i.e. 
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Theorem 2.3. (Farina and Rinaldi 2000; Kaczorek 2002) 

The positive system (2.1) is asymptotically stable only if 

all diagonal entries of the matrix A are negative. 

Let nn

ijaA ×
ℜ∈= ][  be a Metzler matrix with negative 

diagonal entries ( niaii ,...,1,0 =< ). 

Let define 
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and 
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for k = 1,…,n – 1. 

Let us denote by ][ cjiL ×+  the following elementary 

row operation on the matrix A: addition to the i-th row 

the j-th row multiplied by a scalar c. It is well-known 

that using these elementary operation we may reduced 

the matrix 
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to the lower triangular form 
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It is easy to show that if the matrix (2.4) is Metzler 

matrix with negative diagonal entries then the matrix 

(2.5) is also a Metzler matrix. 

Theorem 2.4. The positive system with the matrix (2.5) 

is asymptotically stable if and only if all diagonal entries 

of the matrix are negative. 

Proof. The eigenvalues of the matrix (2.5) are equal to 

its diagonal entries nnaa ~,...,~
11  and the positive system is 

asymptotically stable if and only if all the diagonal 

entries are negative. □ 

Theorem 2.5. The positive continuous-time linear 

system (2.1) is asymptotically stable if and only if one of 

the equivalent conditions is satisfied: 

i) the diagonal entries of the matrices defined by 

(2.3) 

 
)(k

knA
−

 for k = 1,…,n – 1                 (2.6) 

 

are negative, 

ii) the diagonal entries of the lower triangular 

matrix (2.5) are negative, i.e. 

 

0~
<kka  for k = 1,…,n               (2.7) 

 

Proof. To simplify the notation we shall show the 

equivalency of the conditions (2.2) and (2.6) for n = 3.  

From Theorem 2.2 for n = 3 we have 
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By condition i) of Theorem 2.5 for n = 3 the diagonal 

entries of the matrices  
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are negative. Note that the condition (2.8) are equivalent 

to the conditions (2.9) since 3,2,1,0 =< iaii  and the 

inequalities  

0
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are satisfied if and only if 0det
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The proof can be also accomplished by induction with 

respect to n. A different proof is given in (Narendra and 

Shorten 2010). 

To show the equivalence of the conditions (2.6) and 

(2.7) note that the computation of the matrix )1(

1−nA  by the 

use of (2.3b) for k = 1 is equivalent to the reduction to 

zero of the entries 1,...,1,, −= nja nj  of the matrix 

(2.4) by elementary row operations since 
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Note that 0
,

,
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a

a
 for i = 1,…,n – 1 and 0

,

1,
>−

nn

nin

a

aa
 

for i = 1,…,n – 1 since 0, <nna  and 0, ≥jia  for ji ≠ . 

Thus, the matrix )1(

1−nA  is a Metzler matrix. Continuing 

this procedure after n steps we obtain the Metzler lower 

triangular matrix (2.5). Therefore, the conditions (2.6) 

and (2.7) are equivalent. □ 

Example 2.1. Consider the positive system (2.1) with the 

matrix 
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Check the asymptotic stability using the conditions 

(2.2), (2.6) and (2.7).  

Using (2.2) for (2.11) we obtain 
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The conditions (2.2) of Theorem 2.2 are satisfied and 

the positive system (2.1) with (2.11) is asymptotically 

stable. 

Using (2.3) for (2.11) we obtain 
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The conditions (2.6) of Theorem 2.5 are satisfied and 

the positive system is asymptotically stable. 

Using the elementary row operations to the matrix 

(2.11) we obtain 
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The conditions (2.7) of Theorem 2.5 are also satisfied 

and the positive system is asymptotically stable. 

 

DISCRETE-TIME LINEAR SYSTEMS 

Consider the discrete-time linear system 

 

,...}1,0{,1 =∈=
++

ZixAx ii                 (3.1) 

 

where n

ix ℜ∈  is the state vector and nnA ×
ℜ∈  . 

The system (3.1) is called (internally) positive if 
n

ix
+

ℜ∈ , 
+

∈ Zi  for any initial conditions nx
+

ℜ∈0 . 

Theorem 3.1. (Farina and Rinaldi 2000; Kaczorek 2002) 

The system (3.1) is positive if and only if nnA ×

+
ℜ∈ . 

The positive system is called asymptotically stable if 
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i
 for all nx
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From Theorem 2.2 and 3.1 it follows that the 

nonnegative matrix A  is asymptotically stable if and 

only if the Metzler matrix nIA −  is asymptotically 

sable. 

Theorem 3.2. (Farina and Rinaldi 2000; Kaczorek 2002) 

The positive system (3.1) is asymptotically stable if and 

only if all principal minors niM i ,...,1,ˆ =  of the matrix 

nn

ijn aAIA ×
ℜ∈=−= ]ˆ[ˆ  are positive, i.e. 
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Theorem 3.3. (Farina and Rinaldi 2000; Kaczorek 2002) 

The positive system (3.1) is asymptotically stable only if 

all diagonal entries of the matrix A  are less than 1. 

It is assumed that niaii ,...,1,1 =<  of the matrix 

nn

ijaA ×

+
ℜ∈= ][  since otherwise by Theorem 3.3 the 

system is unstable. Using (2.3) in a similar way as for 

the matrix A we define for the matrix ]ˆ[ˆ
ijn aIAA =−=  

the matrices )(ˆ k

knA
−

 for 1,...,1,0 −= nk . Using the 

elementary row operations we reduce the matrix Â  to 

the lower triangular form 
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Theorem 3.4. The positive discrete-time system with the 

matrix (3.4) is asymptotically stable if and only if all 

diagonal entries of the matrix 'Â  are less than 1. 

Proof is similar to the proof of Theorem 2.4. 

Theorem 3.5. The positive discrete-time linear system 

(3.1) is asymptotically stable if and only if one of the 

equivalent conditions is satisfied: 

i) the diagonal entries of the matrices 

  
)(ˆ k

knA
−

 for k = 1,…,n – 1                (3.5) 

 

 are negative, 

ii) the diagonal entries of the lower triangular 

matrix (3.4) are negative, i.e. 

 

0'ˆ <kka  for k = 1,…,n                 (3.6) 

 

Proof. The positive discrete-time system (3.1) is 

asymptotically stable if and only if the corresponding 

continuous-time system with the Metzler matrix 

nIAA −=ˆ  is asymptotically stable. By Theorem 2.5 the 

positive discrete-time system (3.1) is asymptotically 

stable if one of its conditions is satisfied. □ 

Example 3.1. Check the asymptotic stability of the 

positive system (3.1) with the matrix 
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In this case 
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Using (3.5) for n = 2 we obtain 
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Condition i) of Theorem 3.5 is satisfied and the positive 

system (3.1) with (3.7) is asymptotically stable. 

Similarly, using the elementary row operations to the 

matrix (3.8) we obtain 
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The condition ii) of Theorem 3.5 is satisfied and the 

positive system is asymptotically stable. 

 

LINEAR SYSTEMS WITH DELAYS  

Consider the continuous-time linear system with q 

delays (Kaczorek 2009c) 

 

 ∑
=

−+=

q

k

kk dtxAtxAtx
1

0 )()()(&              (4.1) 

 

where ntx ℜ∈)(  is the state vector, ,nn

kA ×
ℜ∈  

qk ,...,1,0=  and qkdk ,...,1,0 =>  are delays.  

The initial conditions for (4.1) have the form 

 

)()( 0 txtx =  for ]0,[ dt −∈ , k
k

dd max=        (4.2) 

 

The system (4.1) is called (internally) positive if 
ntx
+

ℜ∈)( , 0≥t  for any initial conditions ntx
+

ℜ∈)(0 . 

Theorem 4.1. The system (4.1) is positive if and only if 

 

nMA ∈0  and nn

kA ×

+
ℜ∈ , qk ,...,1=         (4.3) 

 

where Mn is the set of nn ×  Metzler matrices. 

Proof is given in (Kaczorek 2009c). 

Theorem 4.2. The positive system with delays (4.1) is 

asymptotically stable if and only if the positive system 

without delays 

 

Axx =& , ∑
=

∈=

q

k

nk MAA
0

             (4.4) 

 

is asymptotically stable. 

Proof is given in (Kaczorek 2009c). 

To check the asymptotic stability of the system (4.1) 

Theorem 2.5 is recommended. The application of 

Theorem 2.5 to checking the asymptotic stability of the 

system (4.1) will be illustrated by the following 

example. 

Example 4.1. Consider the system (4.1) with q = 1 and 

the matrices 
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=









−

−
=

8.02.0

1.05.0
,

4.12.0

2.01
10 AA .        (4.5) 

 

The matrix of the positive system (4.4) with delays has 

the form 

 

210
6.04.0

3.05.0
MAAA ∈









−

−
=+= .           (4.6) 

 

Using (2.6) for the matrix (4.6) we obtain 

 

3.0
6.0

3.04.0
5.0ˆ )1(

1 −=
∗

+−=A .           (4.7) 

 

Condition i) of Theorem 2.5 is satisfied and the positive 

system (4.1) with (4.5) is asymptotically stable. 

Now let us consider the discrete-time linear system with 

q delays (Busłowicz 2008) 

 

+

=

−+
∈=∑ ZixAx

q

k

kiki ,
0

1                 (4.8) 

 

where n

ix ℜ∈  is the state vector and nn

kA ×
ℜ∈ ,           

k = 0,1,…,q. 

The initial conditions for (4.8) have the form 

 
n

kx ℜ∈
−

 for k = 0,1,…,q.                 (4.9) 

 

The system (4.8) is called (internally) positive if 
n

ix
+

ℜ∈ , 
+

∈ Zi  for any initial conditions n

kx
+−

ℜ∈  for 

k = 0,1,…,q. 

Theorem 4.3. (Kaczorek 2002) The system (4.8) is 

positive if and only if nn

kA ×

+
ℜ∈ , k = 0,1,…,q. 

Theorem 4.4. The positive discrete-time system with 

delays (4.8) is asymptotically stable if and only if the 

positive system without delays 

 

ii xAx =
+1 , ∑

=

=

q

k

kAA
0

, 
+

∈ Zi       (4.10) 

 

is asymptotically stable. 

Proof is given in (Busłowicz 2008). 

To check the asymptotic stability of the system (4.8) 

Theorem 3.5 is recommended. The application of 

Theorem 3.5 to checking the asymptotic stability of the 

system (4.8) will be illustrated by the following 

example. 

Example 4.2. Consider the positive system (4.8) with     

q = 1 and the matrices 

 









=








=

3.01.0

1.02.0
,

2.01.0

2.02.0
10 AA .         (4.11) 

 

The matrix of the positive system (4.10) without delays 

has the form 

 









=+=

5.02.0

3.04.0
10 AAA .             (4.12) 

 

In this case 

 










−

−
=−=

5.02.0

3.06.0ˆ
nIAA            (4.13) 

 

and using the elementary row operation to (4.13) we 

obtain 

 










−

−
 →









−

− 







×+

5.02.0

048.0

5.02.0

3.06.0
5

3
21L

. 

 

The condition ii) of Theorem 3.5 is satisfied and the 

positive system is asymptotically stable 

 

2D LINEAR SYSTEMS 

Consider the general autonomous model of 2D linear 

systems 

 

+++++
∈++= ZjixAxAxAx jijijiji ,,1,2,11,01,1       (5.1) 

 

where n

jix ℜ∈,  is the state vector and nn

kA ×
ℜ∈ ,          

k = 0,1,2. 

Boundary conditions for (5.1) have the form 

 
n

ix ℜ∈0, , 
+

∈ Zi  and n

jx ℜ∈,0 , 
+

∈ Zj .    (5.2) 

 

The model (5.1) is called (internally) positive if 
n

jix
+

ℜ∈, , 
+

∈ Zji,  for any initial conditions n

ix
+

ℜ∈0, , 

+
∈ Zi , n

jx
+

ℜ∈,0 , 
+

∈ Zj . 

Theorem 5.1. (Kaczorek 2002) The system (5.1) is 

positive if and only if  

 
nn

kA ×

+
ℜ∈ , k = 0,1,2.                     (5.3) 

 

The Roesser autonomous model of 2D linear systems 

has the form (Kaczorek 2002) 

 

+

+

+
∈




















=












Zji

x

x

AA

AA

x

x
v

ji

h

ji

v

ji

h

ji
,,

,

,

2221

1211

1,

,1
     (5.4) 

 

where 1
,

nh

jix ℜ∈  and 2
,

nv

jix ℜ∈  are the horizontal and 

vertical state vectors at the point (i,j) and lk nn

lkA
×

ℜ∈, , 

k, l = 1,2. 

Boundary conditions for (5.4) have the form 
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1
,0

nh

jx ℜ∈ , 
+

∈ Zj  and 2
0,

nv

ix ℜ∈ , 
+

∈ Zi .     (5.5) 

 

The model (5.4) is called (internally) positive if 

1
,

nh

jix
+

ℜ∈  and 2
,

nv

jix
+

ℜ∈  for any initial conditions 

1
,0

nh

jx
+

ℜ∈ , 
+

∈ Zj  and 2
0,

nv

ix
+

ℜ∈ , 
+

∈ Zi . 

Theorem 5.2. (Kaczorek 2002) The Roesser model (5.4) 

is positive if and only if  

 

nn

AA

AA
×

+
ℜ∈









2221

1211
, 21 nnn += .        (5.6) 

 

The positive general model (5.1) is called 

asymptotically stable if 

 

0lim ,
,

=
∞→

ji
ji

x  for all n

ix
+

ℜ∈0, ,
+

∈ Zi , n

jx
+

ℜ∈,0 ,
+

∈ Zj .              

(5.7) 

Similarly, the positive Roesser model (5.4) is called 

asymptotically stable if 

 

0lim
,

,

,
=













∞→
v

ji

h

ji

ji x

x
 for all 1

,0

nh

jx
+

ℜ∈ ,
+

∈ Zj , 

 2
0,

nv

ix
+

ℜ∈ ,
+

∈ Zi .                      (5.8) 

 

Theorem 5.3. The positive general model (5.1) is 

asymptotically stable if and only if the positive 1D 

system 

 

++
∈++== ZiAAAAAxx ii ,, 2101         (5.9) 

 

is asymptotically stable. 

Proof is given in (Kaczorek 2009a and 2009d). 

Theorem 5.4. The positive Roesser model (5.4) is 

asymptotically stable if and only if the positive 1D 

system 

 

++
∈








= Zix

AA

AA
x ii ,

2221

1211

1               (5.10) 

 

is asymptotically stable. 

Proof is given in (Kaczorek 2009a and 2009d). 

To check the asymptotic stability of the positive general 

model (5.1) and the positive Roesser model (5.4) the 

Theorem 3.5 is recommended. The application of 

Theorem 3.5 to checking the asymptotic stability of the 

models (5.1) and (5.4) will be shown on the following 

examples. 

Example 5.1. Consider the positive general model (5.1) 

with the matrix 

 









=








=








=

2.01.0

3.02.0
,

1.00

1.00
,

1.01.0

2.01.0
110 AAA .(5.11) 

 

In this case 

 









=++=

4.02.0

6.03.0
210 AAAA             (5.12) 

 

and 

 










−

−
=−=

6.02.0

6.07.0ˆ
nIAA .        (5.13) 

 

Using the elementary row operation to (5.13) we obtain 

 

[ ]









−

−
 →









−

−
=

×+

6.02.0

05.0

6.02.0

6.07.0ˆ 121L
A . 

 

The condition ii) of Theorem 3.5 is satisfied and the 

positive general model with (5.11) is asymptotically 

stable. 

Example 5.2. Consider the positive Roesser model (5.4) 

with the matrices 

 









=

2221

1211

AA

AA
A                    (5.14a) 

 

And 

 

].8.0[],1.02.0[

,
2.0

1.0
,

4.01.0

2.03.0

2221

1211

==









=








=

AA

AA
          (5.14b) 

 

In this case 

 

















−

−

−

=−=

2.01.02.0

2.06.01.0

1.02.07.0

ˆ
nIAA .      (5.15) 

 

Using the elementary row operation to (5.15) we obtain 

 

[ ]
[ ]

[ ]

















−

−

−

 →

















−

−

−

 →

















−

−

−

×+

×+

×+

2.01.02.0

05.03.0

0045.0

2.01.02.0

05.03.0

025.06.0

2.01.02.0

2.06.01.0

1.02.07.0

5.021

5.031
132

L

L
L

 

 

The condition ii) of Theorem 3.5 is satisfied and the 

positive Roesser model with (5.14) is asymptotically 

stable. 

In a similar way as for 1D linear systems using 

(Kaczorek 2009b) the considerations can be easily 

extended to 2D linear systems with delays and to 

fractional 1D and 2D linear systems. 
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CONCLUDING REMARKS 

New tests for checking asymptotic stability of positive 

1D continuous-time and discrete-time linear systems 

without and with delays and of positive 2D linear 

systems described by the general and the Roesser 

models have been proposed. The tests are based on the 

Theorem 2.5 and Theorem 3.5. Checking of the 

asymptotic stability of positive 2D linear systems has 

been reduced to checking of suitable corresponding 1D 

positive linear systems. The tests can be also extended 

to 2D continuous-discrete linear systems and to 1D and 

2D fractional linear systems. An open problem is 

extension of these considerations to 2D positive 

switched linear systems. 
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ABSTRACT 

The main idea of this article is taking advantage of heat 
energy accumulation in building walls in order to design 
more effective heating system. Essential article goal is 
to simulate thermal construction responses in 
dependence on changing boundary conditions. Model 
geometry has been developed in virtual design studio 
CATIA and implemented in numerical simulation 
software COMSOL Multiphysics, with the intention to 
predict environmental temperature precisely. A three-
dimensional finite element model of laboratory was 
developed with the aim of achieving detail energy 
transfer in the real buildings during the transient process 
in the walls and internal air. On the contrary, many 
articles utilizing water or wax energy storage to 
decrease heating/cooling costs this work is focused on 
future optimization of control strategy based on heat 
accumulation in walls without requirement of any 
additional material. In this paper simulated temperature 
development is analyzed in the building which is 
consequently verified by experimentally measured 
temperature data. 
 
INTRODUCTION 

Buildings are complicated structures with many 
bindings because of complicated geometry and 
variables boundary conditions. Internal air temperature 
is influenced by variations of outdoor conditions such 
as temperature, solar radiation or overcast sky. Among 
other things temperature in ambient areas has a minor 
influence to final temperature as well. Other important 
parameters are wall overall heat transfer coefficient, 
internal heat gains or sinks caused by device such as 
lighting, occupancy etc. 
Significant tendency of decreasing energy consumption 
in building is evident in recent years. Many articles 
related to this topic is focused on energy storage using 
wax with low melting temperature as a medium to heat 
accumulation (Khudhair and Farid 2004, Heim 2010). 
The principle of these methods is re-using energy 
absorbed in melt wax material during the day. 
Subsequently the room air temperature is warmed up by 
melting heat energy when the external temperature 
decreases. The passive usage (not controlling) of this 

system leads to amplitude peak temperature differences 
reduction between day and night time (Heim and Clarke 
2004). 
Purpose of this paper is based on similar presumption 
but instead of special wax material required for heat 
accumulation, it is propose the utilization of heat 
accumulation in wall mass. Although the amount of 
energy accumulated in walls is significantly smaller in 
comparison to specially developed materials, the utility 
of this principle is much wider. The first thing to 
investigation is describing internal air temperature 
response to changing boundary parameters. Hence there 
was realize the primary experiment which was held last 
year and the additional measurement was done in this 
January. 
Transient heat transfer is described by second order 
Partial Differential Equation (PDE) therefore it is 
necessary to solve x, y, z and time differentiations for 
calculating 3-dimensional transient analysis. Analytical 
solution of similar equation is not trivial, thus it is 
mostly solved with significant simplifications. Taking 
into account the facts mention before physical problems 
based on PDE are in these days calculated by the usage 
of computer power. A number of computer software 
based on different approaches can be used for numerical 
solution of heat transfer (HT) phenomenon. It is even 
possible to simulate these problems on personal 
computers (nowadays common 64-bit dual-core 
processors with several gigabytes of RAM) because of 
the increasing computer power. 
Fundamental problems such as wall temperature 
stationary distribution or transient phenomenon in 
simple objects can be solved as 2-dimensional or even 
1-dimensional tasks; contrariwise more complex 
problems have to be solved as 3-dimensional models. 
These complex models naturally need more computing 
power, memory and time because of the huge number of 
elements in which the dependent variables have to be 
calculated. Problem complexity can be even bigger, if it 
is important to couple more physics into one model 
such as heat and mass transfer. The number of elements 
can be reduced, if the specific problem is solved as 
symmetrical problem, but evidently this presumption is 
hardly fulfilled in strongly complex models. 
The program used in this article for numerical 
calculating transient HT in buildings is called 
COMSOL Multiphysics (formerly FEMLAB). The 
main program ability is based on numerical solving of 
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Table 1: Nomenclature 
 

k Thermal 
conductivity 
(W.m-1.K-1) 

T Room temperature 
(K)  

ρ Density 
(kg.m-3) 

Tinf Outer temperature 
(K)  

t Time 
(s) 

Tamb Ambient 
temperature 
(K)  

cp Heat capacity 
(J.kg-1.K-1) 

Q Heat source 
(W)  

ε Emissivity 
(-) 

q Heat flux 
(W. m-2)  

σ Stefan-Boltzmann 
constant 
(kg.s-3.K-4) 

h Heat transfer 
coefficient 
(W.m-2 .K-1)  

d Thickness 
(mm) 

v Speed 
(m.s-1) 

R Thermal resistance 
(m2.K.W-1) 

Q&  Heat loss 
(J) 

 
PDE by finite element method (FEM), hence its usage is 
wide as you can see in (Zimmerman 2006). 
Nevertheless it was not used for building simulation too 
often. The usage of this program for similar problems 
can be found in (Schijndel et al. 2008; Schellen et. al. 
2008). Program advantage is its ability to cooperate 
with MATLAB environment, which will be important 
for future control strategy development, examples of 
this linking are in (Schijndel 2008). 
 
GOVERNING MODEL EQUATION 

The HT is described by conduction and convection in 
walls and by conduction, convection and radiation in 
internal air. 
 
Domain settings 

While conduction describes the heat passage through 
the wall and partially the HT in internal air, convection 
describes the HT in internal room air. The major 
balance equation in domains is 
 

 ( ) Q
t
TcTvcTk PP =

∂
∂

⋅⋅+∇⋅⋅⋅+∇⋅−∇ ρρ , (1) 

 
where k means heat conductivity, T room temperature, ρ 
density, cp heat capacity, v speed, t time, Q heat source. 
The first part of this equation refers to HT by 
conduction, the second to convection process and the 
third part to heat accumulation in the mass of specific 
domain. 
 
Boundary settings 

There are used three types of boundary conditions. 
Firstly, it was used continuity boundary condition on the 
most of model internal boundaries. Secondly, Neumann 

boundary condition was calculated on external floor 
boundary and on boundaries with internal air 
 
 ( )infTThq −⋅= , (2) 
 
where q means heat flux, h heat transfer coefficient 
(HTC), T boundary temperature and Tinf external 
temperature. 
The values of HTC were set by CSN standard (Czech 
Bureau of Standards 2005). The value on the outer side 
of external walls was equal to 8 W.m-2.K-1 and it had 
value 2.5 W.m-2.K-1 on internal building walls, since it 
was calculated only with convection process. 
On boundaries with internal air was active also second 
boundary equation, which describes HT by radiation 
 
 ( )44 TTq amb −⋅⋅= σε , (3) 
 
where ε means emissivity, σ Stefan- Boltzmann 
constant, Tamb ambient temperature, T boundary 
temperature. 
 
PHYSICAL CASE 

Geometry 

The model geometry was drawn in 3-dimensional 
construction design software CATIA and consequently 
imported to the COMSOL Multiphysics environment. 
Model consists of 19 domains and its visualization is 
shown in Figure 1. The most important model parts are 
(numbers in bracket refer to model parts in Figure 1): the 
external wall which is composed of Porotherm 400 (2), 
reinforced concrete (3), polystyrene insulation (4) and 
windows (5); the roof compile of polystyrene insulation 
(6) and concrete (7); internal walls consist of Porotherm 
300 (1) and wooden door (8). 
 

 
 

Figure 1: Geometry of Room Model 
 
Thermal parameters of the model walls are shown in 
Table 2. The minimal heat resistance have internal walls; 
nevertheless there is a minimal heat transfer through this 
wall because of the minimal temperature difference. 
Relatively small thermal resistance of external wall is 
caused by large windows and small insulation thickness. 
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Table 2: Thermal Construction Parameters 
 

Material k d R 
Porotherm 
300 

0.250 300 1.20 

Porotherm 
400 

0.150 400 2.67 

Polystyrene 
(external 
wall) 

0.034 50 1.47 

Polystyrene 
(roof) 

0.034 280 8.24 

Concrete 
(roof) 

1.430 180 0.13 

Reinforced 
concrete 

1.430 55 0.04 

Window 0.024 12 0.50 
External 
wall 

 1.41 

Internal 
wall 

 1.20 

Roof  8.36 
 
Experiment description 

Data used in this article were measured during the 
experiment in December 2010 and January 2011 in 
Zlin, Czech Republic. Experiment room area is 
7.2x8.7x3 m and time period was almost 19 days. 
Temperature was measured by globe and NiCr 
thermometers in modelled room area. External weather 
conditions were monitored by meteorological station 
placed on the roof at Faculty of Applied Informatics. 
The room was heated up and cooled down in several 
cycles. Convector electric heaters were used as heat 
sources to control raising heat power precisely. There 
were used 2 electric heaters with total heat power 5 kW. 
Room temperature fluctuated during experiment period 
in range from 14°C to 30°C. 
The room is located on the top floor and it has one wall 
and roof influenced by external weather conditions. The 
rest of the room walls are affected by temperatures in 
internal ambient areas which have their heat conditions 
very similar to the room temperature.  
 
Simulation description 

It was used adiabatic boundary condition on the outer 
part of building-internal boundaries because it was 
previously published in (Gerlich and Prochazka 2010), 
that this internal HT has minor influence on the room 
temperature. The room is modelled as fully tight; 
without ventilation or infiltration of flow rates. 
The model was calculated in COMSOL Multiphysics 
v3.5a on computer with 2 processor - Intel Xeon (2.33 
GHz, 2x6 MB cache L2, quad-core) - with 4 GB RAM. 
There was used free mesh with about 51 000 Degrees 
Of Freedom (DOF) and average simulation time on this 
machine was about 930 s. Linear PARDISO solver was 

used, since it was supposed to profit the most from the 
multithreading solver capability. 
 
SIMULATION OUTPUTS 

The comparison of the simulation output and the 
measured data is discussed now. The model will be 
considered as accurate enough if the average variance 
between simulated and measured values will be smaller 
than ± 0.5°C. 
Three-dimensional room temperature distribution (color 
slices) and heat flux (red cones) in the modeled room 
are showed in Figure 2. As it was expected, the heat 
flux direction implies that the majority of heat loss is 
through the external wall with minor roof influence. 
 

 
Figure 2: Temperature Room Distribution and Heat 

Flux 
 
Temperature development of measured and simulated 
data is shown in Figure 3. The dashed-dot black line 
represents measured data by bulb globe thermometer 
and simulated values are drawn by solid blue line. There 
is obvious seen that simulation is very close to the 
experimentally measured data in which internal heat 
source is active. Opposite situation appears, when the 
room temperature decreases. In these simulation parts 
the value of internal HTC is too small to be able to 
transfer the energy to the walls, respectively to the 
outside environment. 
 

 
Figure 3: Simulation with Constant Value of Heat 

Transfer Coefficient 
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There were simulated several situations with different 
values of HTC to solve this issue. The value of HTC 
remains to 2.5 W.m-2.K-1 during simulation phases when 
the room is heated up, but there were used different 
HTCs when the room was cooled down. The 
comparison of average temperature difference vs. value 
of HTCs is showed in Table 3. The temperature 
variance decreases with rising value of HTC. This is 
caused by large convective part of HT due to larger 
temperature differences between internal air and 
external wall surface. Those caused large value of 
Nusselt, respectively Grashof number, respectively 
value of HTC. 
 
Table 3: Temperature Differences for Various Value of 

Internal Heat Transfer Coefficient 
 

HTC for cooling 
experiment parts 

Average 
temperature 
difference 

Maximal 
temperature 
difference 

2.5 0.65 1.91 
8 0.53 1.77 

16 0.45 1.53 
25 0.39 1.31 

 
Reduction of average temperature difference for almost 
18% was caused by growth of HTC from 2.5 W.m-2.K-1 
to 8 W.m-2.K-1. High simulation sensitivity of the value 
of HTC implies detail investigation. It was necessary to 
specify surfaces, which are responsible for this 
unexpected model behavior. 
Heat fluxes presented in Figure 4 and Table 4 
demonstrate that high sensitivity is caused by surfaces 
on external wall. The sum of the heat fluxes going 
through these boundaries is more than 22 times higher 
in comparison to sum of the rest heat fluxes. This 
significant difference is on the one hand caused by 
relatively small wall insulation and large window area 
in external wall and on the other hand due to not-
moving air in solid soffit which improves value of roof 
thermal resistance. 
 

 
Figure 4: Heat Fluxes Comparison 

 

Table 4: Heat Loses 
 

Boundary Q&  
External wall 9104.81⋅  
Roof 8102.23 ⋅  
Internal walls 7108.67 ⋅  

 
The only solution is to update value of HTC in every 
simulation step. It is necessary to calculate HTC on 
overall 11 vertical and horizontal internal wall surfaces. 
Instead of calculation Nusselt and Grashof number to 
get value of HTC, it was used internal COMSOL 
Multiphysics function for HTC calculation. 
Implementation of internal program function leads to 
maximized model accuracy and minimized additional 
calculations as well as computing time. 
The simulation result with variable HTC is showed in 
Figure 5. Simulated and measured data are very similar 
in the second half of the experiment, nevertheless there 
is long period of inaccuracy within 400 000 s, where the 
difference is about 0.8°C. It is evident from cooling 
phases, that simulation output has the same trend, but 
the cooling speed is different. This can be caused by 
accumulated heat in the additional room equipment such 
as furniture, desks and chairs. Minimal and maximal 
values of HTC are 2 W.m-2.K-1 and 4.5 W.m-2.K-1. 
 

 
Figure 5: Simulation with Variable Value of Heat 

Transfer Coefficient 
 
CONCLUSION 

There was created room model, which represents 
building-segment based on transient HT phenomenon. It 
was demonstrated that it is not possible to use constant 
value of HTC recommended in standards for wide range 
of internal temperatures, because of the high model 
sensitivity for the value of HTC. 
The simulation results with adaptive HTC value are 
very similar to the measured temperature development 
besides first experiment cycle. In general, the model 
accuracy is sufficient, but it is still necessary reflect 
limited model accuracy, which shortcoming of the 
model can evoke. That is because of the problematically 
modeled details and high model sensitivity for the value 
of HTC. 
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Created model will be linked with MATLAB 
environment or other software tool for feedback control 
in future. COMSOL Multiphysics predestinates for this 
cooperation MATLAB environment, because it uses 
similar data structure and it is implemented 
COMSOL/MATLAB communication interface since 
COMSOL had been developed as the MATLAB 
toolbox FEMLAB. 
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ABSTRACT

A new simulation tool for 3D simulation of fluid 
dynamics for liquids and gases is presented. The new 
version of Fluids6 supports multiprocessing, which 
considerably accelerates the simulation. The program 
includes en editor for 3D ducts with obstacles, holes, 
moving walls and internal temperature sources (in gas 
case). The external pressure pulse can be applied. Fluids6 
provides various forms of result representation, mainly 
the images of the velocity, temperature and pressure 
distributions in user-defined sections of the duct, and 3D 
images of flow lines. One of the aims of such simulation 
is to visualize shock waves in liquids and gases. The 
presented simulations are dynamic. We are looking for 
the fluid movement and not for a steady solution. 

INTRODUCTION

Computational Fluid Dynamics (CDF) is perhaps one of 
the most difficult fields of research, involving numerical 
methods for partial differential equations and related 
topics. As the name (CFD) suggests, the fluid dynamics 
must be simulated as it is, namely in the dynamic way. 
Consequently, the steady-state solution is not the target 
result of Fluids6. Moreover, our point is that in a real 
physical fluid flow the steady state is hardly reached, 
except simple academic examples.

The main mathematical model is the Navier-Stokes (N-S) 
equation. It is a nonlinear partial differential equation that 
describes fluid dynamics. The N-S equation is 
complemented by the continuity equation. The model has 
four unknown variables assigned to each point of the 3D 
region: the pressure and the three components of the 
particle velocity. In the case of gas both temperature and 
density are also unknown variables. Recall that the 
governing equations of flow in the liquid case are as 
follows.
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 The gas flow the equations are similar, except for the 
continuity equation that is no longer valid for gases and 
the viscosity term, which normally is ignored. The 
density for gas is not constant and becomes a dependent 
variable, so an additional equation is required. The 
system equations are closed by adding the equation for 
the conservation of thermal energy. The governing 
equations for gas (in vector notation) are as follows.
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NUMERICAL PROBLEMS AND METHODS

There are two main methods that are commonly used: The 
finite element method and the methods based on the 
uniform discretization in space and time. The original N-S 
equation has been derived considering a small volume 
element and then passing with the element size to zero. In 
a numerical method with space and time discretization we 
assume a finite size of the element. Then, we assume that   
the solution we obtain is similar to the real fluid flow. 
This may be valid for highly dissipative processes like the 
heat or diffusion equations. But, in the case of liquid or 
gas movement this assumption, commonly taken as an 
obvious fact, is at least doubtful. What makes us to be 
sure that if we fix, even small, volume element, the flow 
inside the element is nearly uniform? The flow may 
change within any small volume, and there is no reason to 
ignore turbulence inside the element that can make the 
discrete version of the N-S equation completely false. In 
other words, if we consider a sequence of solutions with 
the element volume approaching zero, we can hardly be 
sure that this sequence converges to the real solution. 
Despite this pessimistic comment, the reality is that many 
numerical algorithms and software tools for the N-S 
equations have been developed and seem to work 
correctly, providing a quite good illusion of the real flow, 
compared to the physical experiments.

The turbulence in a fluid flow is difficult to simulate 
using a finite grid of points. The artificial viscosity or 
dissipation introduced by many numerical algorithms 
makes it difficult to obtain turbulence. The common 
approach is based of the vorticity equations that are 
simulated in parallel with the original movement 
equations. Many examples can be found in the literature 
and on the Internet, but most of them only show 2D 
simulations. The general issues and theoretical 
background can be found, for example, in Currie (1974), 
Landau and Lifshitz (1988) or Serrin (1959). There are 
many different ways to simulate fluid flow and 
turbulence. Stam and Fiume (1993) use spectral analysis 
to simulate small turbulences. Other way is to use 
particle-based simulations. As we recently can simulate 
N-body systems of hundreds of millions of particles, this 
may be a feasible alternative in fluid dynamics (see 
Reeves, 1983, Hockney and Eastwood, 1988). A frequent 
approach to turbulence simulation is the use of vortex 
particles and the vortex equation (see Christiansen, 1973, 
Noronha 2003). In the present work, we do not use any 
vortex equations. The rotation of the fluid and turbulence 
results in a "natural way" from the original equations, 
solved in the 3D space. From the experiments it can be 
seen that turbulence form complicated 3D structures, so 
any attempt to simulate them in 2D is rather academic and 
unrealistic. 

Replacing the derivatives in the original equation by their 
finite difference approximations, we obtain a set of 
difference equations that can be solved by a computer. In 
the case of the N-S equation, this results in the 

differencing scheme that can be integrated forward in 
time, taking into account the imposed initial and 
boundary conditions. The simplest algorithm, which 
seems to be the most exact and logically correct, is the 
Forward Time Centered Space (FCTS) scheme. In this 
scheme, the solution for the next time instant is 
calculated using the approximation of the partial 
derivatives based on the difference between the 
neighbor grid points. Unfortunately, the FCTS scheme 
is always unstable and, consequently, of very limited 
usefulness. There are some ways to cure the FCTS 
instability. One of them is a simple change in the 
differentiation scheme, due to Lax (Harten, Lax, Van 
Leer, 1983). Namely, we replace the values of the 
variable in the numerical time-derivative term by their 
averages taken from the neighbor points. This makes the 
algorithm stable within certain range of the time step. 
However, this is achieved sacrificing the validity of the 
model. It can be shown that using the Lax method we 
add an artificial viscosity to the original model. This is 
called numerical dissipation or numerical viscosity. In 
other words, the numerical algorithm based on the Lax 
method results in an invalid model. The Lax method 
consists in adding the increment of the dependent 
variable not to the original previous value, but to its 
spatial average. 

We will not discuss here the details of numerical 
methods for the N-S equation. There is a huge research 
being done in this field. What we are discussing here is 
the solution to the dynamic problem and the transient 
process simulation. There are other algorithms used to 
obtain steady solutions. Some CFD programs first 
linearize the model, and then solve it with certain 
algebraic methods. Repeating this procedure we can 
obtain final steady solution, provided the whole 
algorithm converges. The algorithm applied in the 
Fluids6 program is similar to the Lax approach. 
However, it is not exactly the Lax algorithm. The 
averaging operation (numerical dissipation) is reduced 
to a necessary level, to maintain the algorithm stable. 
This makes the influence of numerical dissipation as 
small as possible, preserving the stability of the 
algorithm. It should be noted that if we allow greater 
dissipation, then the solutions seem to be very nice and 
“regular”. However, such models are false, and hardly 
show the turbulence. Moreover, by averaging or 
smoothing the velocity we change the total kinetic 
energy of the system (dissipation).

THE SIMULATION TOOL - FLUIDS6 PROGRAM

Fluids6 solves the Navier-Stokes (N-S) equation for a 
gas or an incompressible liquid that flows through 3D 
channels with obstacles. The channel and the obstacles 
can be arbitrary 3D shapes. Optionally, the channel may 
be ax-symmetric. Fluids6 handles non-uniform grid of 
points in the space-discretization. The grid is uniform in 
the interior of the simulated volume, while its resolution 
is two times greater (smaller point-to-point spacing) for 
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the points near to the duct walls. For a summary of 
Fluids6 the reader may consult
http://www.raczynski.com/pn/fluids.htm

The flow is considered to occur in an ax-symmetrical or 
irregular channel that has an inlet and outlet. However, 
the user can define any other configuration, like, for 
example, an open region where some internal points have 
fixed pressure, being sources of the flow (holes in the 
duct). The boundary conditions are defined as sets of 
points with fixed pressure, temperature or velocity. The 
pressure at the inlet/outlet points can be defined by the 
user, as an external excitation.

Fluids6 program includes a 3D duct editor. The duct 
shape is defined graphically. For the ax-symmetric duct 
the user draws the duct projection (side view). For the 
arbitrary duct the shape is defined by sections (layers) on 
the X-Y plane, which are given consecutive Z coordinate 
values. Then, the program creates the set of grid points to 
discretize the problem in space. A normal channel needs 
about 100,000 points, while the reasonable number should 
be no more than 1,500,000. For each point the pressure, 
the temperature (gas case) and the three velocity 
components are calculated.

The following result images are provided. 
Velocity in a vertical (Y-Z), horizontal (X-Z) or X-Y 
projections. The velocity is marked at each grid point as a 
section which direction shows the particle velocity 
direction. The length of the velocity indicator may be 
constant or proportional to the absolute velocity, and the 
color changes with the velocity.
Pressure marked at each point with a corresponding 
color. 
Rotation marked with a corresponding color. The rotation 
is the sum of the absolute values of the components of the 
rotation tensor. 
Flow lines in X-Z, Y-Z and X-Y projections, and the 3D 
image of the flow lines, starting from random points 
inside the duct. This image can be seen from different 
angles, providing an illustrative image of the flow 
behavior.

The time-plots for pressure and/or velocity in selected 
points are also provided. The frequency analysis can be 
performed. Finally, the animation of the velocity changes 
can be generated in order to quickly see the evolution of 
the velocity field.

      Multiprocessing. New PCs are frequently equipped 
with two, four or eight or more processors, so it is 
important that the new software can use this advantage. 
Fluids6 detects automatically the number of available 
processors, and performs the flow calculations on the 
maximal number of processors. As the result, you get a 
considerable speedup, approximately N times, with N 
processors. On the other hand, if you define a higher 
resolution model with thick duct, then the number of grid 
point in 3D space may be rather big, which slows down 

the simulation. The reasonable number of (fine) grid 
points is up to 1,500,000. Note that to simulate big 
models with Fluids6 you need a fast machine with 
multiple processors. The minimal recommended 
platform is double or quad processor, 2.4 GHz, 2GB of 
memory, at least 10 GB of hard disk space available. 
The model files are also big, normally more than 100 
MB.       
      Even more multiprocessing can be achieved using 
the ATI technologies graphic cards, that include much 
more processors

.Figure 1. A 3D duct with two obstacles. The parts of 
the obstacles outside the main duct are ignored.

Let see some examples of fluid analyses done with 
Fluids6. Figure 1 shows a 3D duct with two obstacles 
edited by the Fluids6 editor. In this model the medium 
was a liquid (water), with pressure fixed on the left side 
(inlet) and the outlet (rightmost side) open. The parts of 
the obstacles that go out of the duct are ignored, because 
only the flow inside the duct is simulated. Figure 2 
shows the velocity field inside the duct. This is a 
vertical cross section of the duct, crossing the main duct 
axis. The whole model has 54201 grid points, but the 
figure only shows the velocity in the points that belong 
to one section of the duct (its 2D projection). On this 
and on the following figures, the Fluids6 colors have 
been suppressed. On the original Fluids6 screens 
different velocities are marked with corresponding 
colors.

Figure 2. Velocity field for the model of fig. 1. Vertical 
cross-section.

An interesting result of Fluids6 simulation is the set of 
flow lines. One of the options of flow line display is to 
show flow lines that start at randomly generated points 
in the whole volume. Figure 3 shows an example of a 
set of such lines. The rotation is clearly shown. This is a 
3D image, and the user can change the view angle. 
Moving the image in this way one can see the spatial 3D 
shapes of the lines, better than on a static drawing. One 
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of the observations that can be made looking at the lines 
is that the turbulence is a complicated 3D structure and 
can hardly be obtained as a 2D velocity field. This makes 
any 2D simulation of fluid flow doubtful, because the 2D 
and 3D models can provide qualitatively different results. 

Figure 3. Flow lines with random starting points for the 
model of fig.1.

OSCILLATING GAS FLOW

One of the important issues discussed here is the 
simulation of a pneumatic systems, which are excited by a 
step external pulse (non-oscillating constant pressure), 
and commence to oscillate spontaneously. There are two 
reasons for experimenting with such models.

Figure 4.  A self-exciting duct.

First, it is a good test for any fluid simulation algorithm or 
program. As stated before, the original FCTS method is 
always unstable. There are many ways to stabilize the 
solution, but, all of them introduce some artificial 
viscosity or dissipation. This makes the solution stable 
and reliable, but, in fact, if we apply such tricks, then the 
model is no longer valid. This may result in difficulties 
while simulating turbulence and while simulating a 
resonance and self-exiting pneumatic systems. In 
particular, the gas oscillations that arise in the real 
physical system do not appear or are rapidly dumped in 
models with artificial dissipation. From our experiments 
we can conclude that the algorithm should work near the 
limit of the numerical stability. The problem is that if we 
work with a narrow margin of stability, then it is difficult 
to create robust software and to distinguish between 

numerical instability and the instability of the original 
system

. An example of a self-exciting flow is shown on the 
figures 4 and 5 (something like a musical instrument).

Figure 5. An oscillating flow

The model of figure 4 consists of an open tube with 
an.obstacle and a hole. Figure 5 shows the pressure 
oscillations near the right side (duct outlet). A constant 
pressure is applied to the left side (200 Pascal). 
 Pressure oscillations for the shape of figure  The 
pressure near the outlet.

Figure 5 shows the pressure oscillations, composed of at 
least three frequencies: the frequency of the resonance 
of the left short cylinder, the frequency of the right 
longer part and the frequency of the perpendicular 
waves, rebooting between the duct walls.

Figure 6. Two regions of counter-flow

Other equally important applications are simulations of 
shock waves and oscillations in valves, around the 
wings of a plane or various medical applications, like air 
turbulence in the human trachea.

MORE EXAMPLES

Figure 6 shows the flow lines in a tube with an appendix 
(a box added at the lower part of the duct). The air flows 
from left to right. The lower arrow indicates the counter 
flow in the box-shaped appendix. Other, somewhat 
unexpected counter flow appears at the upper part of the 
duct (the upper arrow). On figure 7 we can see a section 
of the velocity field for the flow of air in a symmetrical 
duct. Obviously, the resulting flow needs not to be 
symmetrical. 
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Figure 7. Air flow in a symmetrical duct.

Figure 8 A wing, 0.6 Mach

On figure 8 we can see the air flow around a wing. This 
flow hardly reaches any steady state. All the above 
images have been edited to be black and white. On the 
original Fluids6 screens they look better, with the velocity 
elements drawn in colors.

CONCLUSIONS
Fluids6 works satisfactory enough to provide, like any 
other finite-element or grid method, an  approximation of 
the real fluid flow. The flow should be simulated in three-
dimensional space, because the flow lines both in 
turbulent and non-turbulent flows are always complicated 
3D structures. Anyway, the real world is 3- and not 2-
dimensional.
Simulation of self-exciting pneumatic systems is an 
interesting challenge, which may be applied in the space-
aeronautics industries where a system (nozzle, hydraulic 
duct, flow around a wing, etc.) may oscillate and provoke 
unwanted effects, like backflow or strong shock waves. 
Multiprocessing is an important feature available even on 
small machines. CFD is a perfect field of parallel 
computing, because the problem can be easily 
decomposed into parallel tasks.
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ABSTRACT 

This paper describes a simulation model of nanoparticle 
assemblies formed by spray deposition. The simulation 
deposits nanoparticles via a semi-mechanistic process, 
which in spite of its simplicity generates morphologies 
of considerable complexity. The experiments reveal 
several relationships between nanoparticle parameters 
such as their relative proportions in mixtures, and 
resulting surface properties, such as roughness and 
superhydrophobicity. According to the simulation 
results, for mixtures involving nanoparticles with 
diameters 7 nm and 14 nm, a relative proportion of 40% 
vs. 60% respectively, produces the surfaces with largest 
contact angle. 
 
INTRODUCTION 

The current paper is concerned with the simulation 
modelling of nanoparticle assemblies formed by spray 
deposition. The study was initially motivated by the 
need to develop new retinal prostheses with increased 
resolution and improved information processing. In the 
context of information processing we have been 
developing retinal models in order to better understand 
the structure and function of the human retina (Maul et 
al. 2010). In the context of increasing prosthesis 
resolution, we are currently looking at 
nanotechnological solutions. The general idea is that by 
increasing the area of electrodes via complex surface 
structures we can decrease impedance and therefore 
decrease the diameter of electrodes (Kim et al. 2010). 
Currently we are investigating complex hierarchical 
structures that are formed by spraying mixtures of 
nanoparticles of different sizes onto glass substrates 
(Gao et al. 2010). Although our underlying motivation 
resides in the design of retinal prosthesis, our simulation 

model can be used more generally, and in fact, in this 
paper, we will focus on investigating its surface and 
hydrophobic properties. 
 
Nanoparticles consist of particles whose diameters lie in 
the nano-scale (10-7-10-9 m). They can be composed of 
different elements such as gold, silver, silicon dioxide, 
titanium and many others. Because of the unique 
electrical (and other) phenomena that occur at this level 
(which can differ significantly from the atomic, micro 
and macro scales), nanoparticles hold great promise for 
several different applications, e.g.: electronics (Fu et al. 
2005), energy (Bisquert 2008), health (Hawkins et al. 
2008), and so on. Nanoparticle assemblies can be 
formed via different methods, which result in varied 
structural and functional forms. As already mentioned 
we focus on multilayered nanoparticle assemblies on 
glass substrates formed via spray deposition. 
 
Nanoparticle assemblies formed in such a manner can 
exhibit a host of different properties. In this paper we 
will concentrate on their tendency to form complex 
hierarchical structures and how this affects wettability 
properties. Figure 1 depicts an example of such a 
surface as measured by Atomic Force Microscopy 
(AFM). The wettability of a surface can be seen as the 
inverse of the contact angle (CA) (Zisman 1964), where 
the latter is defined as the angle between the 
liquid/vapour interface and the contacted solid surface. 
By definition, when the CA is less than or equal to 90o 
the surface is hydrophilic, when it is larger than 90o but 
less than or equal to 150o it is hydrophobic, and when it 
is larger than 150o, it is super-hydrophobic. 
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Figure 1. AFM image: nanoparticle assembly surface. 

 
As much as there are many interesting discoveries and 
applications arising from research into novel 
nanomaterials everyday, many questions regarding their 
physical, chemical, electric, magnetic and optical 
properties remain unanswered. For example, with 
regards to the spray deposition method, it is not fully 
known to what extent and in what ways, nanoparticles, 
interact with each other after making contact with the 
substrate. This is one of the reasons why simulation 
studies can be very helpful (Barnard 2010) (Suvakov 
and Tadic 2010). Through simulation we can 
experiment with different theories regarding the 
deposition process and test them with respect to the 
available empirical data. 
 
So far, to the best of our knowledge no semi-
mechanistic simulation of spray deposition has been 
developed that allows users to manipulate multiple 
nanoparticles types, in different proportions, and 
deposited in one or more stages. This type of simulation 
model can save a considerable amount of time/money 
by predicting the most effective mixtures and spray 
procedures. We have also implemented functions that 
extract and analyze the resulting surfaces in order to 
generate estimates of their hydrophobic and electrical 
(not reported) properties. 
 
The main objectives of this paper are to introduce a new 
simulation model of a nanoparticle assembly formation 
process, to demonstrate how the model can be used by 
nanoengineers in the experimental process, and to 
discuss several early results, which at this stage, 
although they generate more questions than answers, 
confirm the suspicion that even simple models of nano 
assembly processes can generate complex and 
unexpected patterns. 
 
The next three sections will provide details of the 
simulation model, and will present several sets of results 
which will be briefly discussed followed by an outline 
of future work. 
 
METHODS 

The model allows the user to define different 
nanoparticle assemblies by controlling several 
parameters, the most important of which are the number 

of nanoparticle types in the mixture and the sizes and 
relative quantities of each nanoparticle type. The 
simulated deposition process is summarized in Table 1.  
 
The simulated deposition process starts by generating a 
cube of the right dimensions, which will contain the 
deposited nanoparticles. At each iteration, a particle is 
chosen probabilistically. The probability of a particle 
being chosen corresponds to its relative proportion in 
the mixture. The xy coordinate at which the particle 
enters the cube is also chosen randomly (uniform 
distribution). After a particle and a coordinate have been 
chosen, the particle is projected perpendicularly to the 
surface of the substrate until it either collides with the 
substrate or another particle. If it collides with the 
substrate then the simulation proceeds to the next 
particle. If it collides with another particle, the angle of 
the line between the centres of the colliding particles 
relative to the xy plane is compared to a user-specified 
threshold (hereafter referred to as bounce angle). Refer 
to Figure 2 for a diagram of particle and threshold 
angles. If the particle angle is larger than the threshold 
(case A in Figure 2) then the particle remains where it is 
and the simulation proceeds to the next particle. If the 
angle is smaller or equal to the threshold (case B in 
Figure 2) then the particle bounces off and continues to 
fall until it collides again. It will continue in this 
bounce/fall manner until it gets stuck, hits the substrate 
or collides with a particle at an angle larger than the 
threshold. Refer to Figure 3 for a diagram of this 
bounce/fall behaviour: in case A the particle remains at 
the point of collision; in case B the particle keeps 
bouncing and falling until it hits the substrate; in case C 
the particle bounces off the first particle and then 
bounces back and so is considered to be stuck. 
 

Table 1. Summarized deposition process. 
 
1 Initialize spraying space 
2 Initialize particles 
3 For i=1 to number of particles 
4 Select a particle probabilistically 
5 Select an xy coordinate randomly 
6 Let the particle fall until it collides 
7 If the collision is with the substrate then 
8 continue with the next particle (4) 
9 If the collision angle is larger than the threshold 
10 continue with the next particle (4) 
11 Otherwise 
12 Bounce and continue down until trapped 
13 End For 
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Figure 2. Particle and threshold angles. 
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Figure 3. Collision behaviours. 
 
Once all the particles have been deposited the 
simulation proceeds to extract the top surface of the 
nanoparticle assembly. This is done by sampling 
multiple xy coordinates and determining the topmost 
coordinates of the nanoparticle assembly at those points. 
After collecting these samples the rest of the surface is 
constructed using cubic interpolation. Figure 4 depicts 
an example of a surface estimated in this manner. 
 

 
 

Figure 4. A nanoparticle assembly surface. 
 
Following this, the extracted surface is analyzed in 
order to estimate several properties, the most important 
of which are roughness, and wet-dry and rough-wet 
ratios. The last two properties are relevant in the context 
of hydrophobicity studies. Roughness r is defined as the 
ratio of the external surface area of the nano-particle 
assembly to the projected area on the substrate. Since 
not all surfaces may be wetted for different topologies 
of nanoparticle assemblies we define also the wet-dry 
ratio wd as a ratio of the external surface of the 
nanoparticle assembly that is wetted to the total surface 
of the assembly. Similarly we define the rough-wet ratio 
rw as a ratio of the wetted surface to the orthogonal 
projection of this surface as depicted in Figure 5. In 

order to calculate the wet-dry and rough-wet ratios we 
first need to estimate the contact area between a 
hypothetical droplet and the nanoparticle assembly 
surface. In Figure 5 (top) the estimated contact regions 
between a droplet and the surface are depicted by darker 
grayscale intensities. In our current implementation 
slicing of the surface peaks is performed at height b 
calculated as b=v+l(p-v) where p is the highest peak,  v 
is the lowest valley and l is a (physically informed) 
parameter in the interval [0,1]. Note that because the 
above three ratios divide area by area, they are all 
unitless. 
 

 

 
 

Figure 5. Droplet and surface contact area. 
 
The rough surfaces that are fully wetted, i.e. those that 
have wd=1 and r>1, increase their hydrophobicity in 
proportion to their roughness according to the formula 
proposed by Wenzel (Marmur, 2003), 
 

 cosθ* = r cosθ   (1) 
 
where θ* is the apparent contact angle which 
corresponds to the stable (minimum free energy for the 
system) and θ is the Young’s contact angle derived for 
an ideal surface from the balance of surface tension 
forces between the solid-liquid, liquid-vapour and solid-
vapour. 
 
For the rough surfaces that are not fully wetted, i.e. 
those that have 0<wd<1 and r>1, the Wenzel equation 
does not describe correctly the increase of the 
hydrophobicity because of its omission of the effect of 
the liquid-vapour surface tension in the areas that that 
trap the vapour phase. The spectrum of cases defined by 
different wet-dry ratio, wd, are described by the Cassie-
Baxter equation (Marmur, 2003), 

particle 
angle 

threshold 
angle 

substrat
e 
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cosθ* = rw wd cosθ + wd - 1 (2) 

 
It is clear that for full wetting, i.e. when wd=1, the rw=r 
and the equation (2) becomes equivalent to (1). The 
transition from the Cassie state to the Wenzel state 
occurs at the critical contact angle, θC, evaluated as 
follows 

cosθC = (wd-1)/(rw-1)  (3) 
 
under the assumption that rw>1. If the contact angle is 
from π/2 to θC the wetting is described by Wenzel 
model (1) and if the contact angle is greater than θC the 
wetting is described by the Cassie-Baxter model (2). 
 
Due to the stochastic nature of both particle and entry-
coordinate selection, most of our experiments involved 
running 50 tests for each parameter configuration, 
unless otherwise specified. 
 
RESULTS 

The first set of experiments involved creating 
assemblies of 300 nanoparticles of a single type (i.e. 
size). Figure 6 depicts experiments where we 
systematically varied the bounce angle (i.e. 70o, 80o or 
90o) and the particles involved (i.e. particles with 
diameters of 7 nm, 14nm or 50nm). Particle sizes were 
chosen in order to conform to the physical experiments 
conducted in (Gao et al. 2010). Each experimental 
condition was run 50 times in order to average out the 
effects of stochastic particle placement. The figure 
depicts mean roughness values for each condition. 
Notice how roughness is directly proportional to bounce 
angle and inversely proportional particle size. Refer to 
Figure 7 to get an intuitive notion of the effect of 
bounce angle on the morphology of assembly structures. 

 

 
 

Figure 6. Particle type, bounce angle and roughness. 
 

BA = 90o BA=70o BA=50o 

   
 

Figure 7. Bounce angles and particle configurations. 
 

Still for the same set of experiments we also estimated 
water droplet contact angles (based on wet-dry and 

rough-wet ratios). According to  
Figure 8, as expected contact angle is directly 
proportional to bounce angle. Within each bounce 
angle, the relationship between particle type and contact 
angle is not monotonic. This can be partially explained 
by looking at Figure 9 and Figure 10, which represent 
the relationships between bounce angle and particle type 
on one hand, and wet-dry and rough-wet ratios 
respectively, on the other. 
 

 
 

Figure 8. Particle type, bounce angle and contact angle. 
 

 
 
Figure 9. Particle type, bounce angle and wet-dry ratio. 

 

 
 
Figure 10. Particles, bounce angle and rough-wet ratio. 

 
Another set of experiments (from Figure 11 to Figure 
14) was conducted in order to study the properties of 
nanoparticle assemblies consisting of mixtures of two 
different particle types (i.e. 7 nm and 14 nm diameter 
particles). Nanoparticle proportions in the mixtures 
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were varied from 0% to 100% in 10% increments, 
where for example, a P7 proportion of x% signifies that 
x% of the total assembly volume (in our experiments 
5d2, where d represents the length of the substrate size) 
is occupied by P7 particles and (100-x)% is occupied by 
P14 particles. All cases correspond to bounce angles of 
90o. Because of the larger substrates used in these 
experiments (i.e. side = 1,000 nm), we reduced the 
number of tests per configuration down to 5. 
 

 
Figure 11. The effect of particle proportion on surface 

roughness and peak density. 
 

 
Figure 12. Particle proportion and surface properties. 

 

 
Figure 13. Effect of particle proportion on contact angle. 
 
 
 
 

P14/P50 = 20/80 P14/P50 = 80/20 

  
 

Figure 14. Two different particle proportions. 
 
Figure 11 depicts mean roughness and peak densities for 
different proportions of P7 particles relative to P14 
particles. Figure 12 depicts the effect of particle 
proportion on several other surface properties, namely: 
average valley depth (AVD) (average height difference 
between valleys and surrounding peaks), average valley 
width (AVW) and median and maximum surface height. 
Figure 13 depicts the effect of particle proportion on 
contact angle (Cassie-Baxter). In these experiments, 
Young’s intrinsic contact angle was set to 95o. Figure 14 
depicts examples of nanoparticle assemblies for two 
different particle proportions. 
 
DISCUSSION 

One of the more obvious and expected results includes 
the direct proportionality between bounce angle and 
surface roughness. As the bounce angle decreases the 
probability of a particle sticking to another (i.e. not 
bouncing) increases. This increased stickiness leads to 
the formation of vertically elongated structures (as we 
can see in Figure 7), which in turn contributes to 
increased surface roughness. Consequently, this 
relationship can be seen in all of the graphs in the 
results section. 
 
Another unsurprising result is concerned with the 
roughness of assemblies consisting of single 
nanoparticle types. As can be seen in Figure 6, 
roughness is inversely proportional to particle size. One 
way of understanding this is to consider two sets of 
nanoparticles of different sizes, where each set makes 
up the same total volume. The smaller nanoparticles can 
be configured into more complex shapes than the larger 
nanoparticles, and therefore can lead to larger surface 
areas. The same surface complexity argument applies to 
our results. 
 
The relative advantage of smaller particles (in terms of 
roughness) is also observed in binary mixtures (i.e. 
assemblies consisting of two particle types). Figure 11 
shows how roughness increases in a manner that is 
directly proportional to the percentage of volume that is 
comprised by P7 particles. As the same graph illustrates, 
this can be explained by a parallel increase in peak 
density. It is interesting to see in Figure 12 that this 
increase in peak density is sufficient to compensate for a 
corresponding decrease in valley depth. Figure 12 also 
illustrates other unsurprising principles such as the fact 
that both valley width and maximum surface height are 
inversely proportional to the proportion of P7 and the 
fact that the median surface height is directly 
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proportional to the P7 proportion. These results all seem 
to point to the fact that there is no “mixture advantage”, 
i.e.: there is no combination of two particle types (of 
different sizes) that confers a roughness advantage 
relative to the assemblies formed by each particle type 
individually. According to the results, in order to 
maximize roughness all we need to do is maximize the 
proportion of smaller particles. In other words we can 
do away with the larger particles. 
 
But does this simple finding translate directly to 
hydrophobicity properties? According to Figure 13 it 
does not. According to this figure mixtures of particles 
(e.g. P7 = 0.3 and P7 = 0.4) have larger contact angles 
than assemblies consisting of single particles (i.e. P7 = 0 
and P7 = 1). This is partially explained by Figure 15: 
notice how the left-hand side graph (wet-dry ratio) is 
approximately a mirror image of Figure 13. In 
conclusion, at least in terms of contact angle (Cassie-
Baxter), there does seem to be a “mixture advantage” 
which correlates well with some of the findings reported 
in Gao et al. 2010. 
 

  
 

Figure 15. Wetting ratios for 90o bouncing angle. 
 
From the results we can see that even with a simple 
nanoparticle deposition model, it is not easy to know a 
priori what particle combinations produce the largest 
contact angles. If nothing else, the results show us that 
parameters such as particle proportions and bounce 
angles interact in interesting and non-obvious ways. 
Once sufficient empirical data is available, we will be 
able to fine-tune and validate the deposition model, and 
we expect that simulation-based experiments such as 
these will help experimenters save time and money by 
recommending an optimal set of experiments to 
conduct. 
 
In the near-future we expect to: 1) fine tune and validate 
the model with new empirical data, 2) extend the model 
so that it can estimate the electrical properties of 
nanoparticle assemblies and 3) run extensive 
optimization experiments with the separate goals of 
maximizing both hydrophobicity and conductivity. In 
the relatively distant future we hope that the 
nanoparticle assemblies found with the help of these 
simulation studies will be incorporated into novel 
microelectrode arrays to be applied in neural prostheses. 
By creating surfaces with increased roughness, the 
impedance of electrodes can be decreased, allowing the 
electrodes to be miniaturized further, finally 
contributing to a much needed increase in prosthesis 
resolution. 
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Abstract 

 
We present here the way to bring together two open 

source modellers, PhreeqC and Elmer, with 

disjunctive application fields. They are gathered in 

a single environment to enable multi-component, 

reactive solute transport studies in three-

dimensional saturated/ unsaturated ground-water 

flow systems. The choice of Python as 

programming environment is explained, the way 

the tools become so called Python modules is 

presented. Based on Open Source, it enables the 

study of natural and contaminated ground-water 

flow systems at a variety of scales ranging from 

laboratory experiments to local and regional field 

scales. 

Two illustrative examples are given. The first one is 

considering dissolution/precipitation phenomena in 

the near field of a geothermal injection well. The 

second study is considering at a laboratory scale the 

interaction of a CO2 brine with a Calcite plug, that 

one is directly issued from the CO2 application 

field. 

 

 

 

Introduction  
 
At the end of the twentieth century, members of the 

scientific community warned for greenhouse gas 

effects on the global climate warming. Climate 

models enabled to establish with a good confidence 

that one of its major source was the raising of 

greenhouse gases emissions.  So, after water 

vapour, CO2 was pointed out as one of the main 

contributors of that global warming; carbon dioxide 

concentrations rising from 280 ppmv in 1850 to 

about 389 ppmv today. The main factor for these 

rising concentrations has been identified as being 

the fossil fuels combustion. Depending on the 

scenarios, economic growth, effects of political 

decisions on CO2 emissions, the global climate 

warming ranges from 1.4 °C to more than 5 °C over 

the 21st century. 

One of the main studied solutions to that problem is 

the so called Capture and Carbone Storage, C.C.S., 

namely the geological storage of “industry-

induced” CO2 in depleted oil reservoirs or brine 

bearing aquifers. Carbon dioxide has to be initially 

captured directly from industrial sources via post-

combustion capture, precombustion capture, or 

combustion of fossil fuels in a pure oxygen 

environment. Once captured, the CO2 will be 

pumped down wells into a host formation within a 

supercritical state. Porous layers should provide 

storage place while some layers, like clay ones, 

should provide the sealing of the CO2 storage 

reservoir. 

Apart from its cost, the key question of the storage 

process is the trapping duration: “how long CO2 

will be trapped underground”? At a first glance, 

expertise gained through the petroleum industry 

enables to predict that such storages should be safe. 

But potential leakages events risks exist and 

research studies have to be conducted to better 

analyze all trapping mechanisms like CO2 

dissolution in brine, capillary retention, adsorption 

and mineral trapping; but also in the mean time, all 

potential dissolution processes induced by the 

acidification of the underground medium through 

the supercritical CO2 plume evolution. 

In order to investigate these phenomena, associated 

to the acquisition of an experimental CO2-brine-

rock interactions test bench, Eifer has decided to 

investigate numerical modelling on that field, so 

called T-H-M-C modelling. The association of 

modelling and experiments should enable a better 

understanding of involved processes, their 

characterization and evaluation enabling to 

determine how the subsurface will perform as a 

storage container, but also estimate the potential 

risk of leakage at abandoned wells or natural 

fractures within the media.  

One way to efficiently implement a 
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multidimensional numerical tool to model such a 

phenomenology is to couple already available open 

source tools. That can be made using the operator 

splitting methodology eventually combined with a 

sequential iterative approach, see [9] and [10]. 

Operator splitting enables to have a modular 

approach, already available tools becoming part of 

a new tool giving access to the broader targeted 

phenomenology. 
 

 

 

Tool Choice 
 

Considering the evolution over time of a CO2 

storage, the geochemistry of the reservoir is one of 

the main mechanisms to be evaluated. Looking at 

available geochemical software, phreeqC is 

probably the most widely used geochemical model. 

Developed by the USGS [4][5] User’s guide to 

phreeqC (version 2), it enables to simulate chemical 

reactions in natural or polluted water; cf. [5]. The 

tool is based on equilibrium chemistry of aqueous 

solutions interacting with minerals, gases, solid 

solutions, exchangers and sorption-surfaces. It also 

enables to handle kinetically controlled reactions. 

The choice of phreeqC was primarily determined, 

among potential open source software’s, by its 

ability to make a mass balance on involved gaseous 

components, that point being mandatory when 

considering unsaturated hydro-geochemical 

modelling. It is to note that, within the coupling, we 

only employ its batch reactions capacities. 

To deal with flow, ion transport, temperature and 

mechanics, we have made the choice of Elmer. 

Developed by CSC-IT [7], a Finnish institute, it is a 

soft based on finite element technologies; written 

mainly in fortran90, it also uses C and C++. Elmer, 

in its 6.1 version, is distributed under the GNU 

license (GPL 2.). The use of Elmer gives access to 

up to date algebraic solvers. For direct methods, 

Lapack or Umfpack libraries are made accessible; 

and for iterative methods, preconditioned Krylov 

subspace or, multilevel methods are made available. 

It can also be run parallel using the MPI tool. It 

uses domain decomposition to distribute the load to 

multiple processes that are being run either on 

different cores or CPU’s. Here, mesh partitioning 

can be made using Metis, see [2]. 

 

 

 

Coupling Methodology 
 

To setup the coupling between phreeqC, as 

geochemical tool, and Elmer as multi-physic 

modeller, we need to use a high-level programming 

language as a glue to tie components together to 

enrich the physics to be handled. An interpreted 

language, like Python or Ruby, enabling code 

readability and maintainability appeared as the best 

potential solution. A Comparison of these languages 

can be found under [6].  Being familiar with 

Python, we decided to stay on that choice. 

As already mentioned, Python is an interpreted 

interactive, object-oriented programming language. 

It provides high-level data structures such as list 

and dictionaries (associative arrays), dynamic 

typing and dynamic binding, modules, classes, 

exceptions, automatic memory management, etc… 

Moreover, the speed at which a working code can 

be generated, the lack of a time-consuming compile 

cycle, the resulting code being easy to read and to 

modify for any user without much effort, are some 

of the elements that argue in favour of  Python. 

Python is also free and offers a broad and dynamic 

community of users. As a consequence, associated 

to Python, one find a large number of modules that 

can be imported, these ones providing useful 

embedded numerical methods for scientific 

computing. We use mainly one of these modules, 

ScientificPython [8]. 

Apart from Python as a tool manager, we also use 

wxPython, [14], to provide a functional graphical 

user interface. 

It is worth mentioning that using Python, the 

resulting tool is portable on any linux system and 

probably on windows without requiring a lot of 

time investment. 
 

 

 

Python as an integration tool 
 

The scripting framework being defined, the first 

step was to setup a data model covering the physics 

to be handled. As an example, for chemistry, to 

match phreeqC requirements, a generic species 

class has to be created, see [10]; then a 

masterspecies and a secondaryspecies class will 

inherit from that ancestor to enable part of the 

chemical problem definition. 

The use of such an object-oriented programming 

enables to define a case study through class 

instantiation and module parametrisation. In that 

way, the user gains more insight in its studies due to 

the setup of comprehensive data / object bindings. 

The script containing all data being read through 

the interpreter, we generate in that way the two 

specific data files of Elmer and phreeqC; the tool 

being launched within Python with two specific 

shared objets, WElmer.so and WPhreeqc.so. 

At a first glance, the specific syntax of their 

respective data files could be ignored by the user, 

but at least for geochemistry, initial equilibriums 

can, and should, be checked analysing phreeqC 

outputs before explicitly launching a coupled 

process. 

At the opposite, in some cases, it can become the 

duty of the user to make “add ons” to the Python 

data model to handle within the coupling some 

specific parameters of the software.  
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A last point worth to mention, associated to Python, 

is the ability for the user to setup “user defined” 

functionalities within the coupling. The user has 

just to have a good knowledge of the data model 

and some insight in the Python programming to 

introduce its own physical models within the 

coupling algorithm, this without modifying the 

initial standard version. 

As an example, a function enabling to drive 

permeability as a function of porosity variations 

over time can be introduced without modifying the 

coupling algorithm. 

We will now analyse the way functionalities of 

Elmer and phreeqC can be made part of Python 

modules. 

 

 

 

Wrapping process 
 

Looking at the chemical transport algorithm, the 

main requirement is to “wrap” the legacy codes in 

Python, these ones becoming Python extensions 

modules, so called shared objects on Linux 

(analogous to DLLs on Windows). The wrapping 

code process could be to some extent automated via 

the use of SWIG [15], the Simple Wrapper Interface 

Generator. Nevertheless, most of the necessary 

methods being developed from scratch, we decided 

to avoid SWIG to improve the readability of that 

wrapping. That way, we have to create C wrapping 

functions; these functions will enable data 

manipulation between the tool itself and the Python 

interpreter. These functions have as basis the 

specific structures of each tool. 

The first method to be created concerns the 

initialisation. Once the specific data files have been 

created via Python, this method will enable to 

launch the soft, read the data file and generate the 

suitable structures. As an example, for Elmer, we 

have a function bounded to initialisation which 

looks like: 

 

PyObject * py_elmer_initialize (PyObject *self, 

PyObject * args) 

  { 

  extern unknownAnz, activeCellsAnz; 

  int ok,ierror; 

  ierror = 0; 

 

  ok = !c_elmer_initialize(ierror); 

 

  if(!ok){ 

    PyErr_SetString(PyExc_RuntimeError,"Error in 

Elmer initialize"); 

    return NULL;} 

 

  return Py_BuildValue(""); 

 

Here PyErr_SetString and Py_BuildValue ensure 

communication between C and Python. 

c_elmer_initialise is a C function enabling to wrap 

the fortran subroutine ensuring Elmer initialisation. 

The elmer_initialise.f90 subroutine is part of the 

ElmerSolver.f90 standard one. The time stepping is 

managed by Python, Elmer methods being called 

sequentially over time stepping for each managed 

phenomenology to be involved, eventually with 

various time steppings. 

PhreeqC is managed in a similar manner. Exchange 

of concentration fields are made at a memory level 

through set and get methods. We won’t detail here 

all necessary methods for the coupling algorithm.  

 

 

 

Mesh generation 
 

As already mentioned, associated to the finite 

element code, we needed to choose a mesh 

generator. The open source requirement leaded us 

to the choice of Gmsh [11]. We just had to define a 

Python module to manipulate mesh elements, 

bodies,…, retrieved from the mesh file. Via the 

Python interface, mesh bodies become objects 

which can be associated to material properties or 

aqueous states characterising the problem to be 

modelled. The Elmer data file being generated in 

that way, the correspondence between bodies, 

materials and initial conditions is managed through 

Python. 

Gmsh presents some restrictions about the 

geometries to be handled. Elmer being interfaced 

with major commercial mesh generators, depending 

on user’s needs, meshes from different sources can 

be used. 

 

 

 

Postprocessing 
 

As a postprocessor, apart from ASCII files, we use 

gnuplot [12] and paraview [13], the “legacy” and 

“xml” file format of vtk being handled through 

Python modules. 

 

 

 

Equations 
 

As already mentioned, the core of studies on CO2 

storage is the geochemical-transport process. It 

combines chemical reactions and transport 

processes, fluid/rock interactions being the two 

binding phenomena. Considering the monophasic 

geochemistry/ transport coupling as an example, we 

have to consider the following transport equations: 
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Ci stands for mobile concentrations of species i, v 

for the seepage velocity, D is the hydrodynamic 

dispersion tensor, 
t

qi




represents the concentration 

change in the solid phase due to fluid/solid 

interactions and   the porosity of the medium. 

Porosity can vary over time, these variations being 

induced by precipitation/ dissolution phenomena. 

The seepage velocity is related to the Darcy 

velocity, U, which can be obtained from the Darcy 

law: 

 

)( gzp
k

U 


   (2) 

 

k being the permeability of the medium and     the 

dynamic viscosity of the fluid. 

Transport equations  (1) can also be expressed as: 
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L represents here the advection-diffusion-dispersion 

operator. 

The model being defined, various ways to solve it 

numerically exist. A detailed analysis of these 

methods can be found in the work of Yeh and 

Tripathi [10].The first historical way uses operator 

splitting [9]. In such an algorithm, the transport 

equations being linear, we have to solve Na 

algebraic systems, Na being the number of aqueous 

master species of the problem, each of these 

systems having Nv unknowns, Ny being the number 

of vertices in the mesh. The aqueous master 

unknown’s formulation enables to limit the 

dimension of the algebraic system to be solved. 

The chemical part is made of a non-linear 

speciation problem on each node with the aqueous 

master species as unknowns, the chemical 

speciation enabling to determine the repartition 

between species. 

It is to notice that one direct constraint of that 

formulation is that aqueous master species have to 

share the same diffusion coefficient. 

The main interest of the operator-splitting approach 

is that the method is easy to implement using 

different codes for chemistry and transport, the 

coupling algorithm allowing a direct and efficient 

parallelisation of chemistry. The main drawback is 

the occurrence of “operator-splitting errors”, see 

[9], these one can be partially avoided through 

iterative splitting algorithms. Dependant from the 

unknowns of the problem, for the iterative 

algorithm, three formulations can be used. Here we 

will use the “CC” formulation which is based on 

the standard formulation of advection-diffusion 

species transport equations, cf. (1) . 

The “CC” algorithm relies on a fixed point, Picard 

like, algorithm: 
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where 
1k

iR stands for source terms issued from 

aqueous/solid interactions, see Fig. 4. 

For temperature, we have the following equation: 
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where
  fscondT   1

is the thermal 

conductivity,   k and   k depend on specific heat 

coefficients: 
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Validation and applications 
 

The tool has been validated over numerous 

analytical and practical cases issued from the 

literature and respective involved software’s 

libraries. 

To illustrate the application field, we give here two 

examples. 

The first one is issued from the geothermal 

industry. Considering a hot reservoir, we simulate 

here the evolution of anhydrite over time in the 

surrounding of an injection well. The initial 

reservoir temperature is of 100°C while the injected 

brine has a temperature of 20°C. Due to the high 

brine salinity (1.6 mol/l), the Pitzer database is 

used. The temperature controls the anhydrite 

solubility, anhydrite being more soluble in cold 

waters. In the simulation, at the injection level and 

2.5m away from that one, we see, Fig. 1, the 

evolution of anhydrite over time. Initially slightly 

increasing, the dissolution process occurs over 

about 0.2 days.  

The second case considered here is a synthetic 

benchmark to demonstrate the ability to model 

porosity evolution induced by the percolation of a 

Calcite plug through a CO2 brine. Porosity 

evolution is modelled by considering the following 

invariant: 

 

  11  mvf
  (7), 

where: 
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pi (mol/m
3
) represents here the concentration of 

mineral i, and imV
 (m

3
/mol) its molar volume; the 

summation being made over minerals present in the 

system. 

The test case is supposed to be axisymmetric. The 

3D dimensional plug is made of Calcite and Quartz. 

A kinetic law has been associated to Calcite 

dissolution with a standard parametrisation issued 

from the standard phreeqC geochemical data file.  

The Darcy velocity is constant over time. The 

initial porosity field presents a radial dependence, 

see Fig. 2. Here, due to dissolution phenomena, the 

porosity field is affected over time, see Fig. 3. 

 

 

 

 
Fig. 1 Evolution over time of the anhydrite 

concentration near the injection well 

 

 
 

Fig. 2 Initial, radially dependant, 

porosity distribution field 

 
 

Fig. 3 Porosity field evolution, 

        elapsed time: T=3300s 

 

 

 

Further developments 
 

Considering the actual state of the platform, it 

covers a wide spectrum of the saturated 

geochemical flow-transport phenomena and 

additionally the so called Richards flow model in 

the unsaturated field. As already mentioned, a 

temperature field can also be studied and, via user’s 

functions, a mechanical stress analysis can be 

pursued. However, apart from Elmer, considering 

mechanics, no specific software has been 

introduced; Elmer being probably, within that 

frame, the easiest way to handle mechanics. 

The next step in that direction should be the 

modelling of geothermal fields where thermal 

stresses and fluid pressure in the fractures can vary 

when considering operating or production 

variations; these are likely to induce in turn a 

change of the aperture and conductivity of the 

fractures due to precipitation/dissolution processes. 

To model these effects, a mechanical approach is 

required for allowing determining the deformations 

of the fractured medium under hydro-thermo-

mechanical loading. 

Apart from mechanics, the thorough validation of 

the treatment of the vadose zone is actually under 

development. 

PhreeqC enables a mass balance on gases and 

seems to be suitable to handle a fully coupled two-

phase flow which could be applied to CO2 storage 

studies. 
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Fig. 4 Schematic flow chart of the operator 

splitting algorithm 
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ABSTRACT

1
 

Hedging is an important topic for both financial practice 
and theory. The rational of hedging and the optimal 

hedging ratio is examined by many papers, but the 

choice of hedging instrument is much less investigated, 

or restricted to options and futures. In this paper we 

analyze different hedging strategies from the aspect of 

Hungarian exporters with a long euro position. We 

evaluate each strategy by calculating expected values 

and risk measures, based on historical simulation and 

GARCH methods, in order to find the motives of 

financial innovation. We found that more complex 

exchange rate models, like GARCH, provide better 
framework for risk management, and only a limited 

financial structuring is to be accepted for hedging 

positions. 

  
INTRODUCTION 

The rational of hedging was justified by many authors 

(among others Smith and Stulz 1985), through the costs 
of financial distresses, asymmetric information (Tirole 

2006) and other market imperfections. In reality one of 

the most important tasks of a financial manager is to set 

up the hedging policy. Parallel with the increased 

market volatility in the last decade, the financial 

institutions were very fruitful in developing more and 

more complex derivatives to meet the different needs of 

their client. As market turbulences are regularly causing 

huge financial losses on hedge positions, the usefulness 

of such financial innovation is questioned from time to 

time. As a consequence of the global financial crisis the 
derivatives got into the spotlight, and even hedging 

deals were regarded suspiciously. We evaluate several 

hedge strategies with different simulation methods and 

compare them. 

The structure of the paper is as follows. First, we 

introduce the possible hedging strategies for a company 

with a long EUR/HUF position (a Hungarian exporter). 

In the next section we take an overview of some 

                                                        
1 The authors express their gratitude to Péter Csóka for his 

invaluable comments, that helped augment the level of this 
paper. 

methods to model foreign exchange rate movements, in 

order to evaluate the riskiness of the strategies. Then, 

some risk measures are presented that can be used to 

describe the distribution of the stochastic future 

outcomes and quantify risk. The second part of the 

paper details our analysis, and the conclusion contains 

our findings. 

The optimal hedging ratio is out of the scope of our 

analysis directly, but we compare the hedging strategies 

with the situation where all the open positions remain 
unhedged. 

 
HEDGING STRATEGIES 

A financial manager, facing open foreign exchange 

position, has to decide how to manage risk. The 

simplest way is to let all the position unhedged. This 

strategy is reasonable if managers’ incentives are based 
on pure financial profit and loss, so they want to avoid 

any financial losses accounted on hedge position, or 

according to their expectation the future market 

movements are favourable from the aspect of their 

exposure. 

A conservative way is to fully hedge risky positions 

through forward agreements. The risk can be 

eliminated, the variance of the position is set to zero. 

The other attractive feature of the forward sale of the 

future income is that the deal is free initially. The 

foreign exchange derivatives are typically over the 

counter contracts (not exchange traded like futures), and 
mark-to market profit or loss is not settled on a day by 

day basis, meaning that under normal circumstances the 

hedge requires no funding cash-flow. The relative high 

interest rate level of the Hungarian forint resulted in the 

last years – with the maturity – increasing EUR/HUF 

forward rates, which contributed to the popularity of 

forward hedge for exporters. 

A forward agreement means an obligation, so if the 

market turns favourable from the aspect of the 

underlying position, the hedger is not able to make 

profit of this. Options are offering the right without any 
obligation to ensure a minimum or maximum price for a 

risky item. Hedging through options is rather costly, and 

the upfront option fee generally discourages managers 

from that kind of hedge, or in order to reduce upfront 

hedging costs only deep out-of-money options are 

bought. 

The motivation of structuring financial derivatives was 

to combine the above advantages of forwards and 
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options and to tailor hedging deals to the market 

expectations of the clients. New complex products were 

built from bought and sold options, but until the point, 

there was a worst-case rate granted, these structures can 

be considered as hedging deals. 

The ensured exchange rate for a series of future income 

can be achieved through an average forward agreement, 

which is a kind of cross-currency swap in fact. The 

forward rate is the same for all the maturities, the whole 

construction has a zero value at contracting, but the 

single legs have out of market rates. In case of 
EUR/HUF the higher forward rates of the shorter 

maturities are financed from the lower than market rates 

of the longer ones, creating an implicit credit. 

A forward can be divided to a bought and a sold option, 

where the strikes of the two options are the same, but 

their direction (put or call) is the opposite. By changing 

the strikes, a collar can be created. For our case it 

consists of a long euro put and a short euro call option. 

To any level of the protection (strike of the put) there 

exists a call strike that set the structure to zero-cost. As 

both options are out-of-money, the protection is lower 
than the forward rate, but the upside potential is ensured 

up to the level of the sold call option. The spread of the 

range can be adjusted: the lower the protection the 

higher the available profit. 

Similarly to the average forward structure, a series of 

cash-flow can be hedged through collars having the 

same put and same call prices for all the maturities. 

Although the value of the complex structure is zero 

initially, the mark-to-market value of the single legs is 

differing. 

A wide range of hedging derivatives was structured 

beside the above ones. In order to improve the exchange 

rate of the future deal, further short options can be built 

in the structures, resulting a “hedging” deal without any 

worst-case rate. These kind of derivatives served as a 

hedge until a certain point, but hided sometimes the 

possibility of infinite loss. In our analysis we take a 

combination of a forward and a short call (we call it 

conditional forward). The fee of the written option 

improves the forward rate, but if exercised, it can cause 

unlimited loss.  
Table 1 summarises the 7 strategies to hedge a series of 

long euro, short forint position and Figure 1 depicts the 

cash-flow position function of the strategies for one 

maturity. 

 

Table 1: Hedging strategies 

 

Strategy 1 No hedge 

Strategy 2 
Series of forwards: short EUR, long HUF at 
market rate 

Strategy 3 
Series of forwards: short EUR, long HUF at 
the same rate 

Strategy 4 
Series of bought options: EUR put, HUF 
call, strike equals to the forward rate 

Strategy 5 

Series of collars: long EUR put, HUF call at 

265,00 and short EUR call, HUF put at 
changing strikes, which makes each leg to 
zero cost 

Strategy 6 

Series of collars: long EUR put, HUF call at 
265,00 and short EUR call, HUF put at the 
same strike, making the whole structure to 
zero cost 

Strategy 7 

Series of forwards and short EUR call, 
HUF put options at "conditional” forward 
rate 

 

 

Figure 1: Cash-flow position function of the strategies 

 
 

270



 

 

EXCHANGE RATE MODELING 

In order to analyse the different hedging strategies a 

priori, we have to model EUR/HUF exchange rate 

movements. We use Monte Carlo simulation, based on 

different assumptions about the exchange rate process. 

We simulate logarithmic returns2 of FX rates with 

Matlab and MS Excel, and generate exchange rates 

according to the following formula: 

 


 

T

t

tX

t eYY 1

0                  (1) 

 

Where Yt denotes FX rates and Xt signs logarithmic 

return. 
 

Historical simulation 

The simplest way to model a variable with stochastic 

features is the historical simulation. The method 

requires no assumption about the distribution of the 

random variable, it just provides that the past is 

representative for the future. By random choice from the 

past movements (logarithm of the chain-index), a 

possible future trajectory can be created. 

The past panel has to be long enough to be 

representative, but not too long to be relevant. We took 

the daily price changes of the previous 5 years (1st of 
January 2005 – 31st of December 2009). This timeframe 

is conveniently long, and contains the moderate price 

movements of the pre-crisis period, but the hectic of the 

crisis as well. 

 
GARCH(1,1) model 

The class of Generalized Autoregressive Conditional 
Heteroskedasticity (GARCH) models is commonly used 

for FX rates volatility prediction. GARCH modeling 

provides the stylized facts of daily return series: the 

returns of FX rates are leptokurtic, the series of squared 

returns show serial correlation, and the extreme returns 

appear in clusters (volatility clustering). We fit 

GARH(1,1) to the above 5-year panel of the logarithmic 

returns, the parameters are estimated by maximum 

likelihood method. The estimated expected value (2) 

and variance equations (3) of the GARCH(1,1) are: 

 

ttt ZX  51031.1                  (2) 

 
2
1

2
1

72 8719.01203.01052.5 
  ttt X     (3) 

 

Where Xt denotes the logarithmic returns, σt stands for 

the standard deviation and Zt is an independent standard 

normal distributed random variable. 

 

 

                                                        
2 We use logarithmic return and logreturn as synonyms and 

we understand the logarithm of the chain-index of the 
exchange rate and disregard the yield curve of the currencies. 

EVALUATION MEASURES 

The hedging strategies can be evaluated according to 

different aspects. Although the traditional aim of 

hedging is to minimize the variance, the practice shows, 

that hedging, similar to any investment decision, is 

optimized on a mean-variance basis.  

In order to describe the whole distribution, we 

calculated beside the expected value (E(X)) and the 

standard deviation, (also called volatility σ(X)) the 

skewness (γ(X)) (4) and some other risk measures, 

which are characteristic for the tails of the distribution.  
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Cash-flow-at-risk (CFaR, a Value at Risk measure 

applied for cash-flows) represents the minimum cash 
value for a given period with certain probability. 

Applying simulation methods, CFaR is the appropriate 

quantile of the cash-flow distribution:  

 

      xFRxCFaRx :inf         (5) 

 

where F(x) is the distribution of cash-flows, and α is the 
confidence level. CFaR is easy to interpret, but it 

provides no information about the worst outcomes.  

Expected shortfall (ES) is the expected value of the 

below-threshold realizations. For a cash-flow x, 

expected shortfall at α confidence level is defined as 
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 duuCFaRES x
              (6) 

 

This measure facilitates to judge the severity of the 

potential differences from the expected value of future 

cash. ES (unlike CFaR) is a coherent risk measure and 

provides better information about the risk (Acerbi and 

Tasche 2002), but the usage of CF-at-Risk is more 

widespread in risk management.  
In our analysis both CFaR and ES are calculated with a 

significance level of 95% and 99%. 

We measure not only the downside, but the upside too, 

by creating a new measure – expected gain, - which 

shows the expected value of the outcomes above a 

certain level. We study the mean of the above average 

outcomes, and that of the best 5%. 

 

RESULTS OF OUR ANALYSIS 

In our simulation we model the position of a Hungarian 

euro exporter, having (the same) euro income at the end 
of each month in 2010. We simulate a static hedging 

strategy, which has to be decided at the beginning of 

2010 and determines the position of the firm for the 

whole year.  
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Data 

Table 2 contains the prices of each strategies, 

calculation was based on market data as of the 4th of 

January 2010. The EUR/HUF daily ECB fixing rates 

were used, the source of the EUR/HUF swap-rates, 

Budapest Interbank Offered Rates (BUBOR) and 

volatilities was Reuters. As data were available only for 

some reference maturities (1, 3, 6, 9 and 12 month) we 

applied linear interpolation to gain rates for the broken 

periods. As we had access only to at-the-money 

EUR/HUF volatilities, we were not able to consider the 

whole volatility surface when calculating the prices of 

the derivatives. 

 

 

Table 2: Prices of the hedging strategies at the beginning of 2010.  

 

  Strat1 Strat2 Strat3 Strat4 Strat5 Strat6 Strat7 

EUR/HUF 
 
 

  
Forward 

rates 

Forward 

rates 

Fee of a 

forward at 

the money 

LP 

Strike 

of LP 

Strike 

of SC 

Strike of 

LP 

Strike 

of SC 

Conditional 

Forward 

rates 

1 month   270,94 275,48 3,78 265,00 277,72 265,00 296,24 283,38 

2 month   271,85 275,48 7,56 265,00 280,63 265,00 296,24 283,38 

3 month   272,97 275,48 8,70 265,00 283,54 265,00 296,24 283,38 

4 month   273,73 275,48 9,41 265,00 286,49 265,00 296,24 283,38 

5 month   274,49 275,48 10,01 265,00 289,45 265,00 296,24 283,38 

6 month   275,25 275,48 10,55 265,00 292,43 265,00 296,24 283,38 

7 month   276,00 275,48 10,77 265,00 295,44 265,00 296,24 283,38 

8 month   276,76 275,48 10,93 265,00 298,42 265,00 296,24 283,38 

9 month   277,52 275,48 11,02 265,00 301,41 265,00 296,24 283,38 

10 month   278,22 275,48 11,31 265,00 304,45 265,00 296,24 283,38 

11 month   278,91 275,48 11,55 265,00 307,62 265,00 296,24 283,38 

12 month   279,61 275,48 11,79 265,00 310,70 265,00 296,24 283,38 

Source: Reuters, ECB statistics 

 

Performance evaluation of the strategies  

We measure the performance of the strategies with the 

cumulated cash-flow generated by the conversion of 1 

unit of euro at each maturity dates (at the end of every 

month of 2010). We used the actual forint interbank 

rates (BUBOR), to convert all the cash-flows to the end 
of the year 2010. As a result the generated random 

variable is the future value of the annual cash inflow in 

Hungarian forint, expressed in the unit of the monthly 

euro income. 

The historical simulation overestimates the expected 

value of all strategies compared to the GARCH model, 

except for the speculative strategy, where the mean of 

the cases is almost the same. The risk measures however 

tend to be underestimated by the historical model, 

showing the limits of that kind of simulation. The 

GARCH model predicts on a more conservative way the 

possible extreme outcomes, as it considers the 
autocorrelation in the volatility and proves to be a more 

prudent tool for risk management purposes. Figure 2 

presents the histogram of the distribution of the 

unhedged cumulated cash-flow according to both 

simulation methods.  

 

Figure 2: Distribution of the Cumulated unhedged CF 

 

 
 

The values of the different evaluation measures are 

shown in table 3 – based on historical simulation - and 

table 4 – according to the GARCH(1,1) model. The best 

performance is marked with bold, and the poorest with 

italics. 
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Table 3: Performance of the strategies, valuation based on historical simulation 

 

HUF Strat1 Strat2 Strat3 Strat4 Strat5 Strat6 Strat7 

 

No 

hedge 
SF 

Average 

fwd 

Series of 

forward 

ATM 

LP 

Series of zero 

cost collars 

LP at 265 

Series of 

collars with 

same strikes 

SF + SC 

Expected value 3 369 3 388 3 388 3 355 3 396 3 396 3 428 

St. Deviation 214,09 0,00 0,00 123,17 114,44 112,59 98,19 

Skewness 0,31 0,00 0,00 1,92 0,47 0,47 -2,44 

CF-at-Risk 95% 3 044 3 388 3 388 3 264 3 260 3 260 3 218 

CF-at-Risk 99% 2 911 3 388 3 388 3 264 3 260 3 260 3 022 

Expected Shortfall 95% 2 911 3 388 3 388 3 264 3 260 3 260 3 096 

Expected Shortfall 99% 2 608 3 388 3 388 3 264 3 260 3 260 2 991 

Expected Gain 50% 3 539 3 388 3 388 3 437 3 495 3 492 3 485 

Expected Gain 5% 3 864 3 388 3 388 3 742 3 611 3 618 3 486 

Realized 3 401 3 388 3 388 3 303 3 401 3 401 3 476 

 

Table 4: Performance of the strategies, valuation based on GARCH(1,1) simulation 

 

HUF Strat1 Strat2 Strat3 Strat4 Strat5 Strat6 Strat7 

 

No 

hedge 
SF 

Average 

fwd 

Series of 

forward 

ATM 

LP 

Series of zero 

cost collars 

LP at 265 

Series of 

collars with 

same 

strikes 

SF + SC 

Expected value 3 347 3 388 3 388 3 349 3 379 3 380 3 429 

St. Deviation 269,053 0,000 0,000 187,462 108,368 108,240 170,484 

Skewness 2,628 0,000 0,000 7,220 0,678 0,693 -8,589 

CF-at-Risk 95% 2 979 3 388 3 388 3 264 3 260 3 260 3 225 

CF-at-Risk 99% 2 808 3 388 3 388 3 264 3 260 3 260 2 799 

Expected Shortfall 95% 2 806 3 388 3 388 3 264 3 260 3 260 2 905 

Expected Shortfall 99% 2 457 3 388 3 388 3 264 3 260 3 260 2 129 

Expected Gain 50% 3 526 3 388 3 388 3 430 3 469 3 469 3 486 

Expected Gain 5% 4 039 3 388 3 388 3 926 3 608 3 616 3 486 

Realized 3 401 3 388 3 388 3 303 3 401 3 401 3 476 

 

 

All the hedging strategies generate not only lower 

volatility (measured by the standard deviation) than the 

unhedged situation, but higher expected value as well, 

the only exception is the option hedge (strategy 4) based 

on the historical simulation. This fact is caused by the 

huge swap-differential of Hungarian Forint compared to 
the euro, which makes the euro short position attractive. 

Generally the lower volatility is more advantageous for 

an investor, but if the distribution is asymmetric, - for 

example there exists a fixed worst outcome - the 

volatility helps in reaching better performance. The 

series of long euro put options guarantees lower worst 

case rate than the series of forwards, as the strike price 

of each options equals to the actual forward rate, but 

this strategy has some initial costs. Any change however 

can happen only in the advantageous direction. On the 

other hand, the volatility of strategy 7 – containing 

speculative position – is although lower than that of the 

“no-hedge” strategy, but this is a “bad”-volatility, being 

here the upside is limited. The skewness calls the 

attention to the asymmetry of the distribution, the sign 
indicates the direction (positive or negative) of the 

deviation from the mean. The massive positive 

skewness of strategy 4 shows the high upside potential 

of long options. Hedging by long options presumes 

positive market expectations, in case of EUR/HUF this 

strategy is the rational choice for an exporter, if higher 

than forward rates are predicted for the future (which 

was not typical in the last years). 
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Value-at-Risk type risk measures are defined to show 

the maximum loss (at a predetermined significance 

level), in corporate risk management the usage of cash-

flow at risk is more common, being the volatility of the 

cash-flow is critical. Here we identify CFaR with the 

minimum cumulated cash-flow amount on a certain 

significance level. The risk is reduced, if the CFaR 

value is high. Similarly ES is the average annual cash-

flow in the worst α percent of the cases. 

The highest CFaR and ES figures of the forward hedge 

illustrate the advantage of the strategy: the available 
best worst case income is granted. The upside potential 

however is the lowest of this strategy (zero). The only 

difference of the two forward hedges is the sharing of 

the swap-difference among the maturities, but both 

strategies result the same cumulated amount.  

Collars were used frequently for hedge in term of 

EUR/HUF, because the strategy provides almost the 

same downside- and until a certain level the same 

upside potential than an at-the-money long option, but a 

collar strategy requires no initial cost.  

The highest cash-flow is provided by the conditional 
forward deal (strategy 7), and this strategy proved to be 

the most profitable ex-post in 2010. However the risk of 

this speculative hedge is presented by the lowest ES 

figures in case of extreme price changes. This feature of 

short derivatives was highlighted during the financial 

crisis, causing enormous financial losses on “hedge 

position”. 

 

CONCLUSION 

We found that the simple historical simulation to model 

foreign exchange rate movements systematically 

underestimates the risk of the hedging strategies. 
Improving the forecast by more complex models, like 

GARCH, contributes to more prudent analysis of 

potential risk of financial derivatives.  

The forward strategy proved to be the best hedging 

solution, if the company is more sensible to the 

downside risk. On the other hand other strategies, 

preserving the upside potential, can be more adequate 

for hedging for whom deciding on risk taking by mean-

variance analysis.  

In this sense financial innovation is useful, as widening 

the variety of hedging instruments contributes to fit the 
risk-return features of hedging to the firm’s position and 

expectations. Nevertheless a structure without a 

guaranteed lowest outcome is not supported for hedging 

purposes. 

The research is to be expanded further to a dynamic 

framework, which allows the adjustment of the strategy 

on certain points. However allowing the modification of 

the strategy can lead to speculation and increasing agent 

costs. Another direction of further researches is to 

model the corporate utility function, based on which the 

hedging decision is to be determined. 
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ABSTRACT
Financial markets are highly complex adaptive systems. 
This paper deals with the application of simulators in 
software architectures for back-testing and automating 
financial market trading strategies. It characterizes traits 
and problems of algorithmic trading and describes the 
established use of simulators in back-testing and auto-
mated trading. A new approach in the form of a hier-
archical software architecture is introduced, containing 
simulators as integral parts in all layers, using them both 
during back-testing and automated trading. In addition 
to the software architecture the opening objects of in-
vestigation are outlined. Finally, the potential of gener-
alizing the application domains of our approach beyond 
financial market trading strategies is pointed out.

INTRODUCTION
Financial markets are highly complex adaptive systems 
(Maboussin  2002,  Darley  and  Outkin  2007,  Haldane 
2009), where a multitude of institutional and individual 
investors exchange financial goods like stocks,  bonds, 
currencies  or  commodities.  The  financial  markets 
provide  liquidity  as  well  as  buy and  sell  quotes,  en-
abling market participants to find trading partners, ex-
change asset valuation and to finally agree upon a trade 
price.  The effective trade prices  are recorded as  price 
histories,  remaining  accessible  in  a  machine-readable 
form, as a basis for subsequent research.

Simulation in Financial Markets

Dynamic simulation has been applied to the field of fin-
ancial markets mainly in two ways:

1. Description, reproduction, explanation, organization 
and forecasting of market behavior as a whole.

Beginning with macro-economic market models in 
continuous system dynamics style (Sharp and Price 
1984), recent research has emphasized the role of in-
dividual market participants. Thus modeling of fin-
ancial  markets  has  turned  towards  discrete  event 

models  (Jacobs  et  al.  2004)  and  shifted  to  multi 
agent based approaches (Arthur et al. 1997, Lux and 
Marchesi 2000, Levy et al. 2000, Hommes 2006, Le-
Baron 2006), especially during the last decade.

2. Research, test and optimization of investors' trading 
strategies.

Independently, academics, financial institutions and 
individual  investors  have  analyzed  and  simulated 
numerous trading strategies in order to answer ques-
tions on the profitability and risk of systematic trad-
ing.

This paper addresses the second aspect of application of 
simulation methods in financial markets.

Algorithmic Trading

Around 1900,  Charles  Dow published  the  assumption 
that financial markets quickly discount for all news, and 
thereby  prices  reflect  the  available  information  cor-
rectly.  His  further  hypothesis  that  prices  do  move  in 
trends with certain characteristics lead to the develop-
ment of technical analysis (Hamilton 1922, Rhea 1932, 
Schaefer 1960).

Technical analysis solely relies on market price histories 
and  examines  price  series  for  trends,  patterns,  anom-
alies, etc. in order to support – or suggest – investment 
decisions. As this is a pure quantitative task, computers 
have increasingly been used in the field of algorithmic 
investment analysis and decision making over the last 
thirty years. Today, automated trading accounts for 61 
percent of the U.S. stock market activity and 70 percent 
of individual trades (Kearns et al. 2010).

Back-testing

For the  purpose of  this  paper,  a  trading  strategy  is  a 
formally  specified,  systematic  sequence  of  actions  at 
financial markets. An automated trading strategy is im-
plemented algorithmically by a computer, without dis-
cretionary influence or other – intuitive – human inter-
ventions.

Before put into action in real markets, trading strategies 
are generally back-tested against historical price series. 
This makes it possible to determine statistical perform-

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

275



ance measures of a strategy, e.g. the historical risk/re-
turn profile, without losing real money.

Back-testers are an application-specific type of discrete 
event  simulators  designed  to  develop,  offline-test,  de-
bug,  evaluate  and  optimize  financial  market  trading 
strategies under conditions nearly identical to real mar-
kets. Finally, they allow to connect a tested strategy to 
an online broker or to an exchange in order to have it 
automatically traded.

Modern commercially offered back-testers are typically 
structured as shown in Fig. 1 (Kocur 1999, SmartQuant 
2006, Rightedge 2010):

Figure 1: Common Architecture for Back-testing
and Automated Trading

A strategy formulated in a proprietary or general pro-
gramming language is provided with market data. This 
includes  trade  prices,  trading  volume or  ask  and  bid 
quotes, in elementary form as ticks or equidistantly ag-
gregated  to  bars.  Market  data  is  either  received  and 
transferred directly from the market or recorded before-
hand and then replayed afterwards. In the latter case we 
can  differentiate  between  the  less  common  real-time 
synchronous playback and the as fast as possible-pro-
cedure known from discrete event simulation, where the 
simulation clock advances to the time stamp of the next 
historical market data. In both cases the (missing) con-
nection to the markets is transparent from the strategy's 
point of view.
If the strategy algorithm calls for action at the market, 
typically a  buy or  sell  order  is  created.  This  order  is 
transferred to an internal trade simulator, which decides 
on the basis of the market data whether,  when and at 
which price orders of the strategy are executed in the 
simulation.  The  trade  simulator  notifies  the  strategy 
about order status changes and order executions. In ad-
dition  it  keeps  a  virtual  brokerage  account  for  the 
strategy, which is accessible for the strategy at any time.
The order executions are recorded in a  transaction his-
tory,  as  a  foundation  for  an  extensive  reporting.  The 
equity curve describes the development of total equity 
over time. Along with the transaction history,  it forms 
the basis for other performance indicators, allowing an 
estimation of the ratio of risk vs. return.

The operational mode delineated above is called simula-
tion mode, because the results of strategy behavior are 
simulated  with  regard  to  the  trading  account;  the 
strategy does not interact with the real market.
It should be stressed that we do not simulate the behavi-
or of the market itself or the reaction of the market on 
the strategy decisions made. On the one hand, there are 
no reliable formal models for financial market behavior 
available;  on the other hand, the impact of individual 
market participants is usually so small that one can ab-
stract from their influence.

If it is decided that a strategy should trade at the market 
automatedly, the trade simulator is switched to interac-
tion mode. In this mode it sends orders of the strategy to 
a broker or directly to exchanges. Conversely, the simu-
lator immediately returns received order states and exe-
cutions  to  the  strategy.  The  simulator  runs  in  bypass 
mode in terms of order processing, however, it keeps a 
record of the transaction history as well as a copy of the 
trading account data, enabling unchanged continuation 
of reporting.
From the strategy's point of view it is transparent wheth-
er it is trading in simulation or in interaction mode.

In  the  standard  architecture  a  strategy  always  trades 
against a simulator as counterparty. Usually the simulat-
or does not contribute anything to the strategy.

Changing Environments

The following citation of a practitioner illuminates one 
of the difficulties of automated algorithmic trading:

One  cannot  stick  to  the  rules,  because  the  rules  do  
change every six months. (Ridpath 1997)

According to this, any trading strategy – as a rule-based 
behavior  –  is  subject  to  the  risk of  obsolescence and 
consequently of limited applicability.
The  approach  of  permanent  self-adaptation  to  market 
development encounters the problem that reasonable be-
havior  rules  may not  be  identifiable  for  any environ-
mental setting. Beyond that the non-applicability of cur-
rent  rules  can  only  be  recognized  in  hindsight,  after 
losses already have been incurred. We can further argue 
that ongoing self-adaptation by continually developing 
new suitable  behavior  strategies  may simply take  too 
long, leaving no satisfactory period of use.

Multiple Strategies For Multiple Market Aspects

It  can be observed that  certain characteristic  financial 
market  phases  or  price  movements  are  apparently re-
appearing, so that  typical  terms have been established 
for  naming them.  Relating to  price  direction,  expres-
sions  such  as  crash,  sideways  market or  uptrend are 
used.  For  coarse-granular  price  formations  terms  like 
head-shoulder or  triangle exist, whereas  fine-granular 
candlestick patterns bear names  like  hammer  or  morn-
ing star. Periodicity of phenomena has e.g. been phrased 
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presidential cycle,  moreover concepts like January ef-
fect or window dressing refer to yearly recurring devel-
opments. Besides Huang (2009) denominates a number 
of historical financial market anomalies each of which 
could be used in a profitable manner for several years. 

Considering  the  only rudimentally listed  multitude  of 
potentially recurring phenomena and phases at financial 
markets,  it  cannot be excluded in general  that  trading 
strategies may be profitable at times, provided they are 
adjusted to their respective temporary trading environ-
ment.

The imprudent attempt to cope all market phases with 
the same single strategy is problematic: Given the multi-
faceted history of the target markets, the strategy had to 
incorporate (too) many degrees of freedom to consist-
ently prove successful during back-testing. Practical ex-
perience shows that this approach ever leads to over-fit-
ted  systems failing after  a  short  time,  as  soon as  the 
market starts behaving different from the past.

Sticking to a single strategy, a reduction of the degrees 
of freedom promises more general robustness. Restrict-
ing  the  existing  specializations  in  a  largely  uniform 
manner may indeed lead to a robust, but otherwise con-
sistently mediocre and therefore unattractive strategy.

Alternatively,  reducing the degrees  of  freedom select-
ively  may  allow  to  preserve  certain  specializations, 
while behavior patterns for other market phases may be 
lost  completely.  As a consequence the profit  and loss 
phases of such a trimmed strategy will alternate in an 
unpredictable manner, hindering practical applicability. 
As an example we mention a remaining trend-following 
component of a strategy, causing false signals and sub-
sequent losses in trendless markets.

The  problems  described  brought  institutional  market 
participants such as investment banks or hedge funds to 
proceed to merge several specialized strategies into one 
single architecture. Accordingly, back-testers and auto-
mated trading systems have to be designed for an inter-
play of  multiple  strategies.  This  will  be  discussed  in 
more detail in the next section.

STATE OF THE ART
Given multiple specialized strategies for different mar-
ket aspects, the question arises on which specialists' ad-
vice to invest the capital. For this purpose a superordin-
ated  selection  strategy  could  form an  opinion  on  the 
general  market  situation  and  in  further  consequence 
choose a basic  strategy that  appears  suitable  (Chande 
1997), see Fig. 2.

This  intuitive  two-layered  approach  is  problematic  in 
the sense that the selection strategy has to be correct in 
its opinion of a currently suitable basic strategy. While 
an intermediate failure of a chosen basic strategy may 

be realized by a drawdown of the equity curve, there are 
no context-specific confirmations which basic strategy 
to choose next, apart from the context-free rules of the 
selection strategy.

Figure 2: Multiple Basic Strategies with Superordinated 
Selection Strategy

Another weak point is that only the concatenated total 
sequence of the basic strategies can be analyzed, how-
ever, not the single basic strategies themselves: There is 
no equity curve attributable to the non-active strategies, 
therefore there are no individual evaluation possibilities. 
Finally, it is also unclear which part of the outcome res-
ults from the basic strategies and which from the selec-
tion strategy. Thus, reporting can only relate to the total 
complex in an indifferent manner.

In portfolio trading multiple specialized basic strategies 
trade in parallel on a shared trading account as shown in 
Fig. 3 (e.g. WealthLab 2007, Janeczko 2010).

Figure 3: Multiple Basic Strategies with one Shared 
Trading Account

The shared account constitutes a synchronization point 
and results in undesired problems: If the total free cash 
is already exhausted by other strategies, no further trade 
signals can be realized. Thus, not every basic strategy 
can be applied in a guaranteed and independent manner.
The  reporting  concerns  the  transactions  of  all  basic 
strategies  together.  It  evaluates  the  dynamic  strategy 
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mix on the highest level; however, the genuine contribu-
tion and quality of single strategies cannot be identified 
in  a  reliable manner due to  the strategy blockage de-
scribed above.

Institutional  investors  such  as  investment  banks  and 
hedge funds often trade a double-digit number of basic 
strategies  on  around  hundred  markets  simultaneously, 
easily  leading  to  thousand  or  more  effective 
strategy/market  combinations.  Every  basic  strategy 
owns  one  separate  trading account  per  market  and  is 
subject  to  a  central  superordinated risk  management 
(Fig. 4).

Figure 4: Multiple Basic Strategies with Separated Trad-
ing Accounts and Superordinated Risk Management

The risk management monitors each basic strategy in re-
gard to performance by means of the individual report-
ing. It pauses strategies that are temporarily unsuccess-
ful or reduces their position size, respectively.

At  this,  the  risk  management  also  considers  relations 
between the basic strategies with reference to correla-
tion of the equity curves, i.e. whether two strategies in 
combination  increase  total  risk,  are  independent  from 
each other or reduce risk when run in parallel.

As  in  the  aforementioned  selection  strategy  approach 
this is  a  two-layered architecture,  but  here each basic 
strategy can be rated and weighted individually without 
mutual interference. In addition, a global reporting can 
be generated at the aggregate level.

The risk management affects the total result in a signi-
ficant manner. Since it takes a unique role in the archi-
tecture, it is a critical weakness. Two or more parallel 
risk management strategies are not feasible; their com-
bination (and,  or, …) may be too restrictive or too tol-
erant, resulting in mutual blockage or annulment of risk 
management decisions, respectively.
Thus, a multiple, superimposed risk management would 
be in danger of complete failure, whereas a single risk 
management is a risk factor itself.

A NEW APPROACH
In the following, a multi-layered software architecture 
for  back-testing  and  automated  trading  is  introduced, 
where each strategy is assigned a separate simulator (see 
Fig.  5).  Instead  of  a  monolithic  risk management  we 
provide  a  hierarchically  organized  strategy  evaluation 
with subsequent imitation, combination or synthesis of 
analyzed strategy behavior. 

Figure 5: Introduced Software Architecture

Basic Strategies

Similar to the last-mentioned approach of the previous 
section, every trading strategy is assigned an own simu-
lator, leading to individual and independent measurabil-
ity. Our approach is novel in the sense that also in inter-
action mode of the overall system, each basic strategy 
only trades against its own local simulator in simulation 
mode.

Beyond that,  each basic strategy is  provided with the 
same initial starting capital again after each completed 
transaction. Instead of the equity curve (containing the 
starting capital and accumulating recent profits or losses 
as  a  percentage)  evaluation  is  based  on  the  absolute 
profit curve, adding only the net results of the transac-
tions during trading. 

In this way each basic strategy can add up an unlimited 
loss without going bankrupt. It is important to maintain 
the strategies in order to avoid thinning out the strategy 
pool during longer loss periods. Thus, rarely applicable 
strategies for only sporadic stock market phases remain 
within the strategy spectrum.

The profit curve of a strategy rises when it captures an 
aspect of the market successfully (e.g. a trend, a price 
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pattern or an inefficiency) and implements it into profit-
able trading sequences.  However,  if  it  fails,  the profit 
curve will decrease.  Nevertheless, a strategy with high 
absolute loss should be considered in times of tempor-
ary loss  reduction,  because  then  it  is  apparently in  a 
profitable  phase.  Thus  not  the  absolute  value  of  the 
profit curve is of interest, but merely its slope (i.e. the 
first derivation or its momentum, respectively).

The basic strategies are not restricted by a superior in-
stance, such as selection strategies or risk management, 
but are trading at their own discretion against their own 
simulator anytime. Hence strategy quality is reflected in 
profit curves unaffectedly and under realistic conditions, 
without risking real losses.

As usual,  the simulator records the profit curve, addi-
tional performance indicators and the transaction history 
for each strategy. The trade orders and executions con-
tained in the transaction history can be regarded as the 
external behavior of a strategy – thus it is possible to re-
late a strategy's behavior to its profit curve. From this 
vantage  point,  the transaction history allows other  in-
stances to access and further use strategy behavior.

Evaluation Strategies

Instead of a single conventional risk management as in 
the above-mentioned approach, the presented software 
architecture  provides  a  complete  superordinated  layer 
with several evaluation strategies.

The aim of the evaluation strategies is to recognize and 
prevent errors of strategies of the subordinated layer and 
to adopt and possibly further develop successful behavi-
or on the contrary. Considering the basic failure possib-
ilities  of  the  subordinated  strategies,  the  evaluation 
strategies are serving as risk filter to the benefit of in-
creased robustness and error tolerance.

For this purpose the evaluation strategies of a layer rate 
the strategies of the subordinated layer in parallel and 
independently. Subsequently they carry out own trading 
decisions  based  upon  the  subordinated  strategies  and 
pass them on to their own local trade simulator.

According  to  their  task  and  in  contrast  to  basic 
strategies,  evaluation  strategies  do  not  receive  market 
data. Instead they analyze the profit curves and perform-
ance indicators of the strategies of the subordinated lay-
er and assess their quality by means of individual, dif-
ferent  valuation standards.  Apart  from total  yield  and 
statistical  measures  for  the risk/return profile,  the fre-
quency, amount and recovery time of drawdowns and 
upswings  can  be  computed  and  weighted  on an  indi-
vidual basis. 

The evaluation strategies also have access to the trans-
action histories of the strategies of the subordinated lay-
er. Apart from quality, they are thereby able to investig-

ate the behavior responsible for the observed results and 
to further use this behavior as orientation.

As a result, evaluation strategies derive their own beha-
vior from the strategies of the subordinated layer in or-
der to trade against their own local simulator. In contrast 
to  the  conventional  software  architectures  above,  the 
subordinated layer is not restricted at the same time.

Since the behavior of evaluation strategies is only ori-
ented towards transaction histories of the strategies of 
the subordinated layer, we can speak of imitation in the 
easiest  case of adopting behavior in a 1:1 manner,  of 
combination if existing behavior is recombined and of 
synthesis  for the case of  generating new, so far unob-
served  behavior  from  the  behavior  of  subordinated 
strategies.

Below  some  examples  for  behavior  strategies  on  the 
evaluation level are outlined: 

1. Imitation: Identify the currently most successful sub-
ordinated strategy and reproduce its transactions.

2. Negation:  Trade contrarily to the transactions of  a 
currently  strongly  loss-making  subordinated 
strategy.

3. Basis for success: Do the currently most successful 
subordinated strategies have a common transaction 
intersection?  If  so,  this  intersection is  possibly re-
sponsible for the success. Reproduce only the con-
gruent transactions.

4. Diversification:  Reproduce  the  transactions  of  the 
conjunction set of the currently most successful sub-
ordinated strategies.

5. Error  prevention: Do the currently least  successful 
subordinated strategies have a common transaction 
intersection?  If  so,  this  intersection  may  be  re-
sponsible for the failure. Avoid these transactions.

6. Insignificance-Filter:  Do transactions exist  that  are 
carried out by the currently most successful subor-
dinated strategies as well as by the least successful 
subordinated strategies? Avoid such transactions, as 
they cannot be causative for the success or failure.

7. Pair  Trading:  Is  there a  subordinated strategy (not 
necessarily  absolutely  successful)  which  is  almost 
always relatively more successful than another sub-
ordinated  strategy?  Reproduce  the  transactions  of 
the first strategy and trade contrarily to the transac-
tions of the second strategy.

8. Mutual  confirmation  and  divergence:  Is  there  a 
group of subordinated strategies whose group mem-
bers traded identically in success periods but incon-
sistently in loss periods? Reproduce the transactions 
as soon as all group members trade identically and 
stop imitation of the group at the first instance of de-
viation of a group member from the common trading 
scheme.
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More evaluation strategies have been elaborated that are 
not explicitly outlined in this paper. Generally, relations 
between the strategies of the subordinated layer are ana-
lyzed and own behavior is deduced from these relations, 
using strategy behavior of the subordinated layer.

Evaluation Strategy Layers

The simulators assigned to the evaluation strategies are 
technically  identical  with  the  simulators  of  the  basic 
strategies.  Therefore  trading  decisions  of  each  evalu-
ation strategy are  documented by a  profit  curve,  per-
formance  indicators  and  a  transaction  history as  well 
and hence are rateable on their part.

Since it can hardly be taken for granted that evaluation 
strategies are impeccable, it is obvious to rate them like-
wise.  Accordingly the  proposed  software  architecture 
provides multiple evaluation layers built on each other, 
operating on the profit  curves,  performance indicators 
and transaction histories of their respective subordinated 
layers.
The strategies of each evaluation layer can be identical 
to  those  of  the  subordinated  layer.  Alternatively  it  is 
worth considering to implement adjusted evaluation and 
behavior strategies for each layer.

The number of strategies per evaluation layer need not 
necessarily be constant. It  is also conceivable that the 
number of strategies decreases on each layer, resulting 
in a pyramidal evaluation hierarchy.

The kth upper evaluation layer contains only one single 
strategy representing the total result of the strategy hier-
archy. This strategy always trades against its own local 
simulator, providing profit curve, performance indicat-
ors and transaction history at any time.

If the software architecture is switched from simulation 
mode to interaction mode, the most superior simulator 
records solely the trading orders of  the most superior 
evaluation strategy in its transaction history. It forwards 
only these orders to a broker or directly towards the ex-
changes. External order executions are recorded in the 
transaction history again and returned right away to the 
most superior  strategy.  The profit  curve and perform-
ance indicators  are updated analogously to  simulation 
mode. In global interaction mode, apart from the most 
superior simulator all other simulators remain in local 
simulation mode.

Since the most superior evaluation strategy has direct or 
indirect access to the trading decisions of all lower lay-
ers,  it  can  trade  simultaneously  and  with  diversified 
strategies on distinct markets. It is not at all limited to 
just one sub-strategy in one market.

The most superior evaluation strategy has – in contrast 
to all others – access on its own profit curve, perform-
ance indicators and transaction history,  due to the ab-
sence of a higher instance to analyze them. Thus it can 

also carry out self-control in interaction mode and dis-
continue its own (i.e. the overall) online trading tempor-
arily in  case  of  undesirably strong drawdowns  of  the 
profit  curve.  In  such phases the strategy could switch 
back to simulation mode on a temporary basis, avoiding 
real  losses.  Awaiting  the  end  of  its  own  unprofitable 
phase by observation of the profit curve updated in sim-
ulation mode, it could return to the market in interaction 
mode afterwards.

Of course the most superior evaluation strategy can also 
implement  selection,  diversification  and  control  func-
tions in the sense of classical risk management. In this 
respect  conventional  architectures  as  described  in  the 
preceding section state of the art merely represent lim-
ited special cases of the general hierarchical architecture 
introduced here.

OBJECTS OF INVESTIGATION
A number of issues arise from the software architecture 
described  above.  First  of  all  we  have  to  investigate 
whether our presented approach is able to gain addition-
al value in the case of identical basic strategies, com-
pared to conventional architectures. This would be the 
case if the evaluation strategies created additional bene-
fit, e.g. in terms of an improved risk/return profile or a 
more reliable compliance of specified minimal or max-
imal performance indicators.

Beyond that it should be explored to what extent a gen-
eral relation between the three success factors quality of  
basic  strategies,  quality  of  evaluation  strategies and 
number of evaluation layers can be established. For ex-
ample, is it possible to compensate for poorer evaluation 
strategies by an increased number of evaluation layers?

Furthermore it has to be clarified how many evaluation 
layers  are  adequate,  subject  to  the  market  data  fre-
quency and the intended trade frequency. Each addition-
al evaluation layer means an extra layer of indirection 
against market data and potentially complicates precise 
reactions. Since (bad) success of subordinated strategies 
can  only be  recognized  after  a  certain  time  for  sure, 
each  additional  evaluation  layer  introduces  an  extra 
latency. This can mean that changes in behavior of the 
basic strategies are detected by the most superior evalu-
ation  strategy  with  high  delay,  in  such  a  way  that 
chances are used behind time and risks are identified 
and limited too late.

Besides  it  has  to  be  examined whether  all  evaluation 
strategies are equally suitable for each evaluation layer 
or whether some strategy types are more adequate for 
the lower or higher layers, respectively. In addition we 
have to check whether basic strategies can also be re-
used in the evaluation layers appropriately.

Cross-references to other research areas have to be fur-
ther elaborated:
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• The hierarchy of processing layers bears a structural 
resemblance to Neural Networks (NN), in particular 
with  multilayer  perceptrons  (MLP,  Rumelhart  and 
McClelland 1986). While neurons are structured rel-
atively simple and in a homogeneous manner, each 
strategy node of our architecture has an individual 
and independent algorithm and an assigned simulat-
or at its disposal. Despite differences in detail, meth-
ods and insights from the field of Neural Networks 
and MLP may be applicable.

• The use of several, complementary basic and evalu-
ation strategies accommodates the request to access 
an adequate behavior spectrum under as many dif-
fering environmental conditions as possible. There-
fore an adaptation of strategies is only desirable if 
improved diversity  and  optimized  coverage  of  the 
problem  space  can  be  achieved.  For  this  purpose 
Learning  Classifier  Systems,  especially  eXtended 
Classifier Systems (XCS, Wilson 1995) could be in-
tegrated into the software architecture.

• For  the  beginning,  Learning has  deliberately been 
left  out  of  consideration.  With  a  fixed  number  of 
strategies, learning always means forgetting previous 
behavior in favor of newly acquired approaches. If 
market  phases  specialized  on  by certain  strategies 
are absent for a longer time, a replacement of „old“ 
strategies and an overestimation of the more recent 
past  (an  “after  the event”-learning)  impends.  Thus 
there is a risk that the behavior pool unwantedly fo-
cuses  on the  historical  short  term horizon and  the 
capability for adequate reactions is lost, provided per 
se  profitable  market  phases  randomly  recur  only 
after a longer break. It has to be examined to what 
extend these concerns can be met by a suitable selec-
tion and parametrization of learning methods.

It is of particular interest whether a fixed minimal set of 
evaluation strategies and layers can be determined, util-
izing the basic strategies independently of their specific 
form in an optimal manner in terms of a specified ob-
jective function. 

STATUS OF WORK
The theoretical  foundation  of  the  introduced  software 
architecture has been elaborated and generalized beyond 
the concrete strategy domain of financial markets.

On  basis  of  the  public  domain  simulation  software 
DESMO-J, a special simulator for financial market trad-
ing strategies has been created (FiSSMo) allowing back-
testing as well as automated trading of basic strategies 
(Golombek  2010).  (DESMO-J  is  a  simulation  frame-
work for discrete event simulation, which has been de-
veloped in the research group of Prof. B. Page at  the 
Department  of  Informatics  at  the  University of  Ham-
burg, Germany (Page and Kreutzer 2005), see www.des-
mo-j.de.)

A superordinated software framework providing the de-
scribed hierarchy of simulators both in general and par-
ticularly  with  regard  to  financial  market  trading 
strategies is currently under development (MESSiE).

At the same time a walk forward optimizer for DES-
MO-J is  implemented,  allowing dynamic  re-optimiza-
tion of model strategies in parallel to simulation experi-
ments  (Felgendreher  2011).  For  this  the  simulation 
framework  DESMO-J  was  extended  by storage,  reset 
and resume of any simulation states during experimental 
run time (Janz 2010) as well as support of handling syn-
chronization to wall clock time (Klückmann 2009).
The walk forward optimizer on one hand is intended to 
contrast the multi-layered approach with a „flat“ altern-
ative by relinquishing the evaluation layers and introdu-
cing adaption by periodic or success dependent re-op-
timization merely of the basic strategies. 
On the other hand it will be integrated into the superor-
dinated software framework MESSiE, in order to assess 
the usefulness of dynamic adaptation in the strategy lay-
ers.

The basic strategy simulator FiSSMo works comparable 
to other modern back-testers as SmartQuant (2006) or 
RightEdge (2010). It  produces the same results as the 
aforementioned commercial software, but has more ex-
pressive power and is more flexible in its architecture. 
Thus it can implement a wider range of basic strategies.
The superordinated software framework MESSiE is in 
an early stage of development. We have planned a num-
ber of experiments and will conduct, validate and evalu-
ate them as soon as the software is available in a de-
pendable manner.  Results  will  be published  in  a  sub-
sequent paper.

SUMMARY AND OUTLOOK
In our paper we report on the development of a novel 
hierarchical software architecture where simulators es-
tablish an integral component. Basic strategies adjusted 
on special aspects of the application domain (here: fin-
ancial market trading) are each assigned a separate sim-
ulator, determining success curves, performance indicat-
ors  and  action  histories  for  their  simulated  behavior. 
These intermediate results  are  constantly updated and 
analyzed  by  superior  evaluation  strategies  on  several 
hierarchical  layers.  Each  evaluation  strategy  imitates, 
combines  or  synthesizes  the  behavior  patterns  of  the 
strategies of the subordinated layer against its own sim-
ulator.  Finally,  in  interaction  mode  the  most  superior 
evaluation strategy is connected with the real environ-
ment by its simulator.

A number of interesting issues concerning the character-
istics  and  the  interplay of  basic  strategies,  evaluation 
strategies and number of evaluation layers arise. In ad-
dition  comparisons  with  conventional  approaches 
without evaluation layers or without integral simulators 
have  to  be  drawn.  The  relations  to  Neural  Networks 
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have to be considered, and the effects of introducing ad-
aptation by Learning Classifier Systems, Walk-Forward-
Optimization or Learning into the architecture have to 
be investigated.

In  general  the  presented  software  architecture  is  do-
main-independent, even if proving is carried out in the 
field  of  financial  market  trading strategies  initially.  It 
could be of interest to investigate its applicability in oth-
er strategy domains such as navigation in road traffic or 
behavior  in  social  networks.  Due to  comparably high 
numbers of independently and consciously acting indi-
viduals,  similar  phenomena  could  also  exist  in  these 
fields. Therefore the application of the described soft-
ware architecture could make some sense here. A com-
parative study of successful evaluation strategies in dif-
ferent domains could possibly lead to a generalized, do-
main-independent set of evaluation strategies and evalu-
ation layers, capable of generically optimizing given ap-
plication-specific basic strategies.
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ABSTRACT 

Sport is today an increasingly widespread phenomenon 

and the interest in its study has outstandingly increased 

in the last decades, especially in the field of Economics 

due to the emergence of the Economy of Sport. 

Nonetheless, both the complexity of sport as a concept 

and the lack of statistical data about it make sport an 

element of analysis with many aspects still to be 

researched. This paper aims at setting up a model 

which will allow forecasting the evolution of sport in 

the future. Thus, we have obtained the so-called “GDP 

of sport” for the period from 1995 to 2006 (period 

1995-2006). This measure reflects the share of goods 

and services connected with sport in national GDP. 

 

In this text, we bring forward a methodology to obtain 

this evolution of the GDP of sport and detail the 

sources consulted in order to obtain the necessary 

information, getting over the hurdle of the lack of 

statistical data already commented upon. 

 
INTRODUCTION 

Sport in modern society has begun to gain great 

importance in the individual’s leisure time. In this 

sense, the interest to understand and enhance it from 

different perspectives has increased. In this sense, the 

economical impact of sport in society and the flows it 

yields has been studied in many researches of applied 

economics conducted mainly during the last two 

decades. 

 

The relationship between Economics and sport has its 

origin later in time. Moreover, as sport is a very 

complex term -as we will see in the following pages, its 

analysis from an economical point of view has been 

very varied. Some authors have established a direct and 

structured relationship between sport and economics, 

as in the case of Heinemann (1998), Gratton and 

Taylor (2000) or Villalba (director) (2002). Some 

others have used economics as an analysis´ hoof to 

quantify the effects of different aspects of sports as it is 

the case of Riera (2005), González (2006), De la 

Dehesa y Ferrer (2000) or Martialay (1996). 

 

In addition, the interest in obtaining a model of 

economical impact of sport in all its extend has 

gradually increased. Some others researches around it 

have already been developed as Pedrosa and Salvador 

(2003) show, when they collect the following summary 

of studies about it. 

 

Table 1. Selected studies in the Economies of Sport 

 
Quantifi-

cation´s 

method

Goal

Example of 

an european 

study

Economic 

table

Discribing the value of the goods and services produced in a economy 

from an output, demand or income approach, thought a basic 

accountable identity

Jones (1989)

Satellite 

account

Application of the National Accounting technics to the information 

discribing the costs and benefits of a social topic which is little or no 

reflected in the GDP

Otero Moreno 

et. al (2000)

Input-

Output 

Analysis

Diagnosis and forecast of the structural interdependencies of an 

economy, through the statiscial tables or representative matrices of 

every flow or goods and services. These are expressed in monetary 

value and are classified in detail in product´s groups or industries

Isla and Otero 

(2002)

Cost-

Benefit 

Analisys

Identification and evaluation of the socio-economical impact of great 

public projects or political programs in order to adopt a rational 

decision, in line with the legal criteria (effectiveness of the 

assignament) and the principle of the opportunity cost

Kurscheidt 

(2000)

Sectorial 

analysis

Execution of monographic analysis of a club, a sport event or an 

economic problem related to sport (funding, fiscal management)

Andreff 

(1988)

Regional 

analysis

Achievement of the precise and detail data about the socioeconomical 

activities related to sport of maximum possible information about the 

components of the supply and demand of goods and services of sport 

and the socioeconomical activities, in order to visualize the economic 

cycle of sport in geographical area studied

Gouget 

(1999)

Source: self-made table using Pedrosa and Salvador (2003)  
 

In Spain the research conducted by Aguirre, Lera and 

Rapún (2008) is to be highlighted. They analyze the 

economical weight of sport in the national account in 

the basis of self carried-out surveys. The aim in this 

article is to conduct a similar analysis in the basis of a 

quantitative methodology on those national accounts, 

in order to measure the economical impact of sport in 

them and establish a model for predicting the future. In 

the fifth part of the article, such prediction will be 

drawn upon the basis of the results obtained and 

showed in the fourth part. In the second part we detail 

what sport is and how can it be classified in order to 

expose in the third part the quantitative methods used, 

considering the existing methodology to quantify the 

macro-magnitudes in Spain. We use macro-magnitudes 

Proceedings 25th European Conference on Modelling and
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because the result of the economical weight of sport 

obtained will be called “GDP of sport” as the GDP is 

the macro-magnitude used as reference indicator to 

measure a country's development level. 

 
SPORTS AND NATIONAL ACCOUNTS 

Parallel to the organizational hierarchy of sport, the 

difference between sport itself and the services 

provided for and by it needs to be clear. Hence, the 

sports field is made up for the group of economical 

agents who offer products and services created and 

derived from sport. This is what is commonly called 

“products (as goods) and services” of sport. Under 

these premises, facilities for practicing sports, sports 

clubs, federations and the rest of institutions that offer 

anything around sport (not only amateur but also high 

performance) are part of that sports field, as they 

consume and produce goods and services around the 

sport itself. Nonetheless, some other agents have to be 

included. For instance, energetic drinks that enhance 

performance in sports, clothes and footwear produced 

and offered for sports, and so on. Therefore, the 

companies in charge of the production of these goods 

also must be included as economical agents in the 

sports field. 

 

Then, our goal in this research is the estimation of the 

economical weight of the sports field in the GDP. For 

this reason, goods and services of sport are to be 

estimated in terms of added value in comparison to the 

total value of the goods and services produced in an 

economy. To produce this quantification we have to 

turn to the different quantificational methods that exist 

in an economy to quantify GDP. In this sense, the rules 

established by the European System Accounts (ESA)-

95 are used as reference in Europe. They establish the 

rules to quantify the GDP from three different 

approaches: the demand approach, the output (or 

supply) approach and the income approach, as it 

appears on Table 2. 

 

 

Table 2. GDP Quantification Methods 

 

DEMAND SUPPLY INCOME

Final consumption expenditure Agriculture and fishing Compensation of employees

Household final consumption expenditure Energy

Final consumption expenditure of NPISHs Industry

Final consumption expenditure by government Construction

Gross capital formation Service activities

Gross fixed capital formation Market services

Changes in inventories and acquisitions less 

disposals of valuables

Non-market services

Exports of goods and services SIFMI

Imports of goods and services Taxes less subsidies on products

Operation surplus, gross / Mixed 

income gross

Net taxes on production and imports

GROSS DOMESTIC PRODUCTS AT MARKET 

PRICES

GROSS DOMESTIC PRODUCT AT 

MARKET PRICES

GROSS DOMESTIC PRODUCTS 

AT MARKET PRICES
 

 

Table 3. Disaggregation of National Accounts 

 

Level
Hierarchycal 

Name
Number Identification Example

First Sections 17 1 alphabetic digit D. Manufacturing

Intermediate Sub-sections 16 2 alphabetic digits DA. Manufacture of foods products, beverages and 

tobacco products

Second Divisions 60 2 numerical digits 15. Manufacture of foods products and beverages

Third Groups 222 3 numerical digits 15.1. Meat and meat products

Fourth Classes 493 4 numerical digits 15.11. Fresh and frozen meat (except birds)

Fifth Categories 946 5 numerical digits

15.11.1. Meat of cattle, pigs, goats, horses and sheep

Sixth Sub-categoríes 23094 6 numerical digits 15.11.11. Fresh or frozen meat of cattle

Seventh Elements 5330 8 numerical digits 15.11.11.10. Fresh meat of cattle
 

 

If we decided to quantify the GDP from the supply 

point of view, we would sum the added value of every 

product that compounds the given national economy 

and its different productive sectors. The ESA-95 

disaggregates these productive sectors in two ways, 

according to the added value of the activities performed 

in each sector, or according to the added value of its 

products. In both cases, the ESA-95 develops two 

breakdown tests, which are, in the first case, the 

National Classification of the Economical Activities 
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(NACE) and in the second case, the National 

Classification of Products by Activity (NCPA). 

 

In our study, the disaggregation of the NCPA is the one 

taking in consideration. It will help identify the goods 

and services of an economy as it is presented in the 

next part. 

 

METHODOLOGY TO QUANTIFY THE GDP OF 

SPORT 

The identification of the goods and services of sport in 

the national accounts: data sources. 

 

To identify the goods and services of sport that exist, 

the complete chart of the NCPA has to be evaluated. It 

is developed through numerical and alphabetical digits. 

The goods and services related to sport and which can 

be considered as products or services of sport appear 

among them. Such a classification, built through digits, 

follows the structure that appears in Table 3. 

 

Most of the goods and services that are going to appear 

are to be found after the categories’ level. That is an 

obstacle for the analysis, as the data offered by the INE 

(Instituto Nacional de Estadística, the public institution 

in charge of the creation and publication of the national 

accounts) exposes that it never exceeds the groups 

level. In order to solve this problem, we will turn to 

external data sources to obtain higher disaggregation or 

to obtain given data to estimate the one we are aiming 

for. The external data services used are: 

 

 Input-Output tables (National Statistics Institute 

(INE)) 

 Industrial Products Survey (INE) 

 Annual Trade Survey (INE) 

 Industrial Companies Survey (INE) 

 Annual Services Survey (INE) 

 Cultural consumption expenditure of households 

(Ministry of culture) 

 Media General Survey (Association for Media 

Research) 

 Statistics of education (National Statistics 

Institute) 

 Public expenditure on education (Ministry of 

Education) 

 Education law (Official State Bulletin) 

 Strategic marketing analysis of pay TV in Spain 

(ESIC-Market review) 

 Evolution of book sold value according to size of 

companies (Ministry of Culture) 

 Annual report of National association of soft 

drinks (National Association of soft drinks) 

 Annual report of Spanish federation of food 

industry and beverage (Spanish federation of food 

industry and beverage) 

 Annual reports of Spanish association of 

distributors and publishers of entertainment 

software (Spanish association of distributors and 

publishers of entertainment software) 

 Data of Spanish association of toy manufactures 

(Spanish association of toy manufactures) 

 Structure of the construction (Ministry Building) 

 Government tenders under construction (Ministry 

Building) 

 Annual report of Consultrans (Consultrans) 

 Comparative analysis of the use of sport in 

televised publicity in Spain (Ph D. Author: Ágnes 

Riera) 

 Society and sports: Analysis of sport in society and 

media in Spain. (Ph D. Author: Manuel González) 

 Sporting habits survey (Higher Council for Sports) 

 Annual Report of National Gaming Commission 

(National Gaming Commission) 

 State budget (INE) 

 Public suvenciones sports (Higher Council for 

Sports) 

 National accounts of public administration (INE) 

 

Obviously, the information offered by the given 

services is not expressed in terms of added value or in 

basic prices, which are the terms used to quantify GDP. 

Therefore, the information which offers a detail of the 

goods and services of sport after the group’s level is to 

be found, but also the information that details the 

division used to establish a relationship between both 

of them. This is to be extrapolated to the added values 

that we already have in those divisions, and thus 

estimates the added value in basic prices of the goods 

and services of sport. 

 

The quantification of the goods and services of sport in 

the national accounts:GDP of sport. 

 

The compilation of the information achieved from the 

services mentioned above is an important part of the 

methodology itself, due to the absence of statistical 

information in the field of economics of sport, as 

Pedrosa and Salvador (2006) state. Therefore, once this 

difficulty is overcome, the next step is the exploration 

of the information obtained to quantify the accounts 

that are to be identified as economically affected by 

sport. The following list shows every group that is 

included either in that level or in a higher 

disaggregated level: 

 

 01.Agriculture, forestry and logging (01.5) 

 05. Fishing and aquaculture (05.0) 

 15. Manufacture of foods products and beverages 

(15.9) 

 17. Manufacture of textiles (non disaggregation) 

 18. Manufacture of wearing apparel (18.2) 

 19. Manufacture of leather and relates products 

(19.2 and 19.3) 

 20. Manufacture of wood and of products and cork 

(non disaggregation) 

 21. Manufacture of paper (non disaggregation) 

 22. Printing and reproduction of recorded media 

(22.1) 

 24. Manufacture of chemical (non disaggregation) 

285



 

 

 25. Manufacture of rubber and plastic products 

(non disaggregation) 

 29. Machinery and machineryand equipment (non 

disaggregation) 

 30. Manufacture of computers and peripheral 

equipment (non disaggregation) 

 32. Manufacture of electrical equipment (non 

disaggregation) 

 34. Manufacture of motor vehicles, trailers and 

semi-trailers (non disaggregation) 

 35. Manufacture of other transport equipment 

(35.1 and 35.4) 

 36. Manufacture of furniture and other 

manufacturing (36.2, 36.4 and 36.5) 

 45. Construction (45.2) 

 50. Wholesale and retail trade and repair of motor 

vehicles (non disaggregation) 

 51. Wholesale trade (51.1, 51.2, 51.3 and 51.4) 

 52. Retail trade (52.1, 52.2, 52.3, 52.4 and 52.7) 

 55. Accommodation (55.2)   

 60. Land transport and transport via pipelines 

(60.2) 

 62. Air transport (non disaggregation) 

 63. Warehousing and support activities for 

transportation; travel agency, tour operator 

reservation service and related activities (non 

disaggregation) 

 64. Postal and courier activities and 

telecommunications (64.1 and 64.2) 

 71. Rental and leasing activities (non 

disaggregation) 

 72. Computer service activities (non 

disaggregation) 

 74. Other professional, scientific and technical 

activities (non disaggregation) 

 75. Public administration (75.1) 

 80. Education (80.1, 80.2 and 80.3) 

 85. Veterinary and human health activities; social 

works activities (non disaggregation) 

 92. Cultural, recreational and sports activities 

(92.2, 92.3, 92.4, 92.6 and 92.7) 

 

As it is very difficult to fill the data for every 

disaggregation that contains such divisions, we will 

estimate the added value of the products and services 

of sport over the total added value of the goods and 

services existing in the mentioned divisions. We have 

already said that the impact of sports in each account of 

the GAV components appears in different 

disaggregation level of the NCPA. This is that the 

products and services of sport that we identify in each 

sub-sector of the production will appear sometimes on 

the group level of the NCPA and some others will not 

appear until the category level of disaggregation or 

ever under the subcategories or elements level. 

 

The goods and services of sport will be those produced 

by the producers of the sport’s sector. In this case, the 

clothing of sport is manufactured by a textile company, 

but as such piece of clothing is related to sport, the 

company will be considered as producer in the sector 

of sport. 

 

EVOLUTION OF THE GDP OF SPORT FROM 

1995 TO 2006 

 

Once we have identified the accounts of the Gross 

Added Value (GAV) for the economy that contains 

products and services of sport, these have been 

quantified thanks to the estimation done with the 

available information (years 1995 to 2006) in the 

variety of sources described. At this point, a 

relationship between the GDP of sport and the results 

obtained in terms of production, so many indirect 

effects produced by the sector of sport in other series 

de production will be excluded from the explanation 

even through they also offer such results. For this 

reason, the comparison between the GDP of sport will 

be done not only with the total GDP of the economy 

but also with the total GAV of that economy. This way, 

the comparison will be more empirical. Graphic 

number 1 depicts the evolution of GDP of sport, and 

also what could be called the GAV of sport under the 

same premises.  
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Figure 1. Evolution of GDP of Sports 

 

It is easy to observe that the relationship between sport 

and the total GAV and the GDP follow an increase 

through the time-period analyzed. This increase is 

lower in 2000 but this fact is compensated with a 

higher increase in the following year. If we add the 

evolution of the percentage of the weight of sport in 

GDP (Figure 2) to this increasing relation, it can be 

concluded that the value of the goods and services of 

sport increase with the increment of the income 

(indicated by the GDP). 

 

This fact stays in line with the idea exposed at the 

beginning, that sport increases with the development of 

the welfare state, as GDP is, as it has been pointed out 

the reference indicator in terms of economical growth. 

Therefore, the higher the GDP, the higher the levels of 

the Welfare State. A quadratic model shows the best fit 

in terms
1
 adjusted r

2
 (achieving a high 85%): 

                                                           
1
 We have tried all of the possible regression models in 

SPSS. In terms of r
2
, the best is the cubic model; but it 

has one more term than the quadratic model, so the 
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Figure 2. Evolution of the percentage of GDP of Sports 

in the GDP 

 

Even in twelve years it is possible to distinguish four 

periods, explained by the evolution of the sport in the 

four main sectors – industry, service, construction – 

and the two levels of sports – professional or amateur -: 

 

1) From 1995 to 1999: It is a stable period in 

almost every sector except for industry. Its decrease 

is compensated by a higher impact of profesional 

over amateur sports. 

2) Year 2000: Industrial and professional weight 

decreases significantly, negatively affecting the 

influence of sport in the GDP. 

3) Years 2001 and 2002: It is a recovery period 

for the construction and industrial sectors. There is 

a recovery of the professional sports, although the 

weight of amateur sports is still higher. 

4) From 2003 to 2006: Services and professional 

sports are driving the impact of GDP of sports 

upwards. 

 

This final trend, as well as the view of the graph over 

the whole period, gives the impression that the impact 

might continue to rise, even at a higher pace. To 

predict until 2025, we have used the best possible 

ARIMA model, ARIMA (0,1,0), with r
2
 = 0.598 (figure 

3). It looks like the importance of sports in the 

economy will rise in years to come. 

 

PREDICTIONS 

The information that can be obtained in Figures 1 to 3 

is diverse: from the measure of the effect of sport in the 

evolution of the GDP to the evolution of sport as 

economic good - if we extrapolate the results to the 

quantification of the GDP from the incomes demand 

point of view-, the influence of sport in terms of salary 

and employment could be estimated. Moreover, an 

analysis of each part of sport in which it has been 

divided with the classification given at the beginning of 

this paper could also be carried out, describing what 

                                                                                          

adjusted r
2
 is somewhat smaller in the cubic than in the 

quadratic one. 

the GDP of amateur sport and the GDP of high 

performance sport would be. 

 

Nonetheless, all these possible interpretations are out 

of the analysis, in which our main goal is a prediction 

over the possible evolution of GDP of sport as it seems 

reasonable. After what has been discussed in this 

paper, it is feasible to deduce that sport has a great 

importance in the national economy. 

 

 
 

Figure 3. Prediction of the percentage of GDP of 

Sports in the GDP 
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ABSTRACT 

Numerical schemes for inverse problems like volatility 
estimation or learning market neutral density are of 
prime importance for financial planning. Recent 
advances in numerical techniques like finite difference 
solvers based on parallel computation, Monte Carlo for 
spectral computations has led to formulation of many 
approximations based on these methods for financial 
instruments. This paper surveys two very important 
problems in finance e.g. volatility calibration and timing 
of order placing in automatic trading with finite 
difference discretization schemes. The methods for 
volatility calibration are illustrated using convergence 
of Euler Pontryagin approximation for a simplistic 
model with diffusion price process and then later on 
more general price process have also been shown to fit 
into these frameworks through similarity of their adjoint 
equations. The control approach in algorithmic trading 
has been done through viscosity solutions and Lax 
Friedrich numerical schemes. 
 
INTRODUCTION 

Volatility of the underlying asset is a crucial parameter 
in the Black-Scholes formula and the Black-Scholes 
equation for pricing general options as these are 
sensitive to volatility and investors like to anticipate 
future price of the assets concerned. The volatility is in 
general unpredictable which renders estimation of 
volatility difficult. However, the options market 
“knows” it. Obtaining and analyzing prices of a number 
of options on a given underlying asset with various 
strike prices and expiration dates helps in a way that we 
can implicitly determine volatility by using  measured 
market values of options on the considered asset. The 
canonical technique of Dupire’s method for estimating 
volatility can also be used but is typically ill posed. So 
we convert the implied volatility determination problem 
to a  terminal state observation problem for a parabolic 
equation  and the latter being a a typical inverse 
problem, enables us to  find a well-posed algorithm for 
it in the framework of optimal control theory. Thus the 
problem is changed to an optimal control problem with 
the volatility parameter as control variable. Similarity of 

other models with general price processes with Dupire’s 
model for a simplistic model is shown through 
similarity of their adjoint equations and later on the 
paper gives finite difference based approximations for 
Dupire’s model which can also be applied to models 
with general price process. 
 
In words of (Bouchard et al. 2010) “Trading algorithms 
are widely used by financial agents for high frequency 
intra-day trading purposes, e.g. for “statistical arbitrage" 
or for the execution of large orders by brokers in order 
to make profit of good prices. In both cases, large size 
of the portfolios which are handeled by a limited 
number of traders and the fact that the orders have to be 
executed very quickly justify and at times necessitate 
the use of robots. These algorithms relate to global 
optimization problems and are run without interruption 
on the whole trading period. Brokers first split the 
global number of assets to be bought or sold into slices. 
And then use robots to execute these sequentially. 
Execution of every new slice either requires a new robot 
or  calls for tuning the parameters of the algorithm 
taking into account the evolving market conditions  
(which can actually also be viewed as changing the 
parameters of a single robot, at least from the 
mathematical point of view). Thus in practice the trader 
has a bunch of trading algorithms which helps him 
decide  how to slice the order, time of  starting and 
finishing the launch and values of the parameters. The  
existence of a minimal time period  for each algorithm 
is required because the trader can not monitor all the 
algorithms running for different purposes 
simultaneously and it also is not feasible to launch an 
algorithm for less than, say, one second. This paper 
aims at providing a decision tool for traders given the 
above described practical situation.” The paper presents 
the framework for the optimal control of trading 
algorithms: i.e. how the problem can be converted into a 
finite difference scheme using control theoretic 
framework based on the above model. 
 
VOLATILITY CALIBRATION PROBLEM 

Let’s consider a simplistic model where stochastic 
process of the asset price movement under the risk-
neutral measure is  
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where W denotes Brownian motion. 
 
Correspondingly, the Black-Scholes equation becomes 
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In general, this type of problem has no explicit solution. 
It must be solved by numerical methods. With the 
improved price model of the underlying asset, we ask a 
question: how can we determining the volatility of an 
underlying asset price from its option price quotes in the 
options market  i.e. at t = t0, S = S0, if 

)n,...,1l,m,...,1k(C)T,K,;t,S(C l,klk00 ===σ  (3) 

are given and we have to find the volatility function 
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So the problem is precisely : Let C = C(S, t; σ, K, T) be 
a call option price, satisfying 
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and suppose that at t = t* (0 ≤ t*≤ T1), S = S* 

)TTT,K0()T,K(F)T,K,;t,S(v 21
** ≤≤∞<<=σ   

is given and we have to find 

),0(),,( 21 TtTStS ≤≤∞<≤=σσ   

Dupire Solution 
Let  )T,K;t,S(CC = be a European call option price 
and then from Dupire’s method (Achdou and Pironeau 
2005; Dupire 1997; Gatheral 2006) we will get 
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Let’s call (5) as the adjoint equation and we will see the 
similarity of this equation with adjoint equation of other 
models with different stochastic processes which are 
illustrated below. 

Calibration with Stochastic volatility model with 
Poisson process 
Consider the price process S whose dynamics under the 
pricing measure P is given by: where B is a Brownian 
motion and N a Poisson random measure on [0,T] × R 
with compensator  υ  and N is the associated  
compensated  random measure. Assume 

∫ σ∞<υ>1y
y2 bounded is .) , (. and )dy(e  

The price dynamics is 

∫ ∫ −+∫∫ ++=
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0
tt0t )N(dt,dy)1e(SB)dSσ(t,SdtSrSS   

Then the equation can be reduced to 
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(7) 

Calibration of Stochastic volatility model with random 
jumps 
The price dynamics is 

∫ ∫ −+∫ δ∫ ++=
∞

∞−
−−−

T
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y
t

T

0
ttt

T

0
tt0t )dy,dt(M )1e(SWdSdtSrSS   

Where r(t) is the discount rate, δt is the spot volatility 
process and M is a compensated random measure with 
compensator 

dy)dt t ;m(  dy)dt  ;( ω=ωµ   

Let’s make the assumption 

∞<∫ ∫ −+∫ δΕ ))]dy,t(m)1e y(dtdt
2
1[exp(

T

0 R

2T

0

2
t . 

 

then under above assumption the call option price (T;K) 
→Ct(T;K), as a function of maturity and strike, is a 
solution (in the sense of distributions) of the partial 
integro-differential equation: 
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(8) 

We can see the similarity of (7) and (8) to (5). For such 
examples one is referred to (Achdou 2005; Gatheral 
2006). 

Computational Problems with Dupire’s Model 
Suppose that at *tt = , *SS = we can get from the 
options market the option price quotes with various 
strike prices and expiration dates, i.e. if we know the 
function ),T,K;t,S(C)T,K(F **= then we can 
calculate σ(K, T) by (6) however, this algorithm is not 
robust to the real data and is thus not reliable. In fact, 
for a given F(K,T), in order to calculate σ(K, T) by (6), 
we need to calculate the derivatives FKK, FK and FT. But 
a small error in F can result in big changes in its 
derivatives, especially in its second derivatives. 
Therefore the algorithm to compute σ(K,T) by (6) is ill-
posed. In general, F(K, T) is given on a set of discrete 
points {(Kk,Tl)}(k = 1,..., m, l = 1,..., n). Thus 
interpolation or extrapolation technique would be 
required to obtain a continuous function F(K, T) in the 
domain (0 ≤ K < ∞, T 1 ≤ T ≤ T2) from the values at 
discrete points. However, naive interpolation and 
extrapolation tend to incur irregularity and instability in 
the solution σ(K, T). A more robust calibration method 
is hence needed. Although Dupire method is not 
practical, nevertheless, we can follow its idea in solving 
this ill-posed problem. That is, we still want to reduce 
the implied volatility determination problem to a 
terminal state observation problem for a parabolic 
equation. Since the latter is a typical inverse problem, 
we can always find a well-posed algorithm for it. We 
convert the implied volatility function determination 
problem to a terminal state observation problem so that 
in the framework of optimal control theory we could 
find a well posed numerical iteration. 
 

ALGORITHMIC TRADING CONTROL 
PROBLEM 

Following the model (Bouchard et al. 2010) a control 
policy of the trading algorithm is described by a non-

decreasing sequence of stopping times (τi)i≥1, [δ,∞) × E 
valued random value (δi , εi)i≥1. The stopping times τi  
describe the times at which an order is given to the 
algorithm, εi  is the value of the parameters with which 
the algorithm is run and δi  the length of the period 
(latency period) during which it is run with the value εi . 
The set E is a compact subset of Rd, which represents 
the possible values of the parameters, the quantity 0 ≤   
δ’≤ T denotes the minimum length of the time period 
during which the algorithm can be run. At time it t ϵ [τi , 
τi + δi) the value of the parameter of the trading 
algorithm is denoted by νt. For t ϵ A([τi , δi)i≥1)   









δ+ττ=δτ∈
≥

+≥ 
1i

iii1i ),[\R:))i,i[(At   

set ϖ=νt   where ϖ ϵ Rd\E. So values of the parameters 
of the trading algorithm νt can be written as 

]T,0[t       ,1 )i,i[ ),i
1i

i)(At iii1i
∈δττ∑ε+δτϖ=ν +∈

≥≥
1   

In the following, let’s denote by S  the set of adapted 
processes ν that can be written in the above form for 
some sequence of stopping times (τi)i≥1 and of  [δ,∞) × 
E valued random variables (δi , εi)i≥1, (τi

ν, δi
ν, εi

ν)i≥1  is  
the sequence associated to ν ϵ S.  

Given some initial data (t ,x) ϵ [0, T] × Rd the output of 
the trading algorithm associated to some control policy  
ν ϵ S  is defined as the strong solution X x,t

ν  on [0; T] of 
the stochastic differential equation 
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xX

1
1  (9) 

where ϖ=νt  means that the algorithm is not running at 
time t. The aim of the controller is to maximize the 
expected value of the gain functional ν

δ+∆ t  

)),(X(f)T(X(g:)(S Iiix,t
1i

x,tx,t ε−δ+τ∑+=νΠ∈ν νννν

≥

ν  (10) 

St,δ,e = ν ϵ S : νs = e ; s ϵ [τ , τ + δ) & ν
δ+∆ t  = 0 

ν ϵ S : νt = ϖ 
(11) 

 

 )](x,t[  E
a

e;,ts   

sup:)e,,x,t(V νΠ

δ∈ν

=δ  
(12) 

 
where (δ,e) ϵ  R + × E denotes the initial state of the 
remaining latency time and value of the parameters. 
 
Let’s consider the case where the aim of the controller 
is to sell a number 0Q  of one stock S  between 0 and 

0T > . We denote by tV  the global volume 
instantaneously traded on the market at time t . The 
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dynamics of )V,S(  is given by the strong solution of 
the SDE 

∫ σ+∫ µ+= t
0 rrrS

t
0 rrS0t dW)V,S,r(dr)V,S,r(SS  

 

∫ σ+∫ µ+= t
0 rrrV

t
0 rrV0t ,dW)V,S,r(dr)V,S,r(VV   

where W denotes a two dimensional standard Brownian 
motion, and (μS ,σS ,μV ,σV) are Lipschitz continuous. It 
is implicitly assumed that the above SDE has non-
negative solutions whatever the initial conditions are. A 
control ν ϵ S is identified to a sequence (τi

ν δi
ν εi

ν)i≥1    ϵ 
S. Here εi

ν stands for the intensity at which the stocks 
are bought, i.e. the algorithm buys a number 

dt1dt
tt

v
i ϖ≠νν=ε  of stocks on 

),[t],dtt,t[ v
i

v
i

v
i δ+ττ∈+ . The dynamics of the 

remaining number of stocks to he bought before T  is 
thus given by: 

∫−= t
0 s0

v
t ds)v(qQQ   

where q  is now defined as ϖ≠= e1c)e(q . It follows that 
the cumulated wealth’s dynamic is 

∫ ∫ η++=+= t
0

t
0 rrrrrrr

v
t dr)v(q))V,S,v(S(0dr)v(qS0Y   

where η  is a given market impact function. 
If the number 0Q  of shares is not liquidated at time T  

the remaining part v
TQ  is instantaneously bought on the 

market at the price ),,( TT
v
TT VSQcS +  for some 

Lipschitz continuous function c . The total cost after the 
final transaction is thus given by: 

+++ )Q))(V,S,Q(cS(Y v
TTT

v
TT

v
T   

The aim of the controller is to minimize the expectation 
of the quantity 

))Q))(V,S,Q(cS(Y(l v
TTT

v
TT

v
T

+++   

for some convex function l  satisfying regularity 
conditions. 
 
OPTIMAL CONTROL THEORETIC APPROACH 

Control Approach to Volatility Calibration 

Let’s consider an open set nR⊂Ω  and let V  be some 
Hilbert space of functions on Ω  considered as a 
subspace of )(2 ΩL  with its usual inner product. For a 
given cost functional RVVh →×:  : V x V —> R, the 
optimal control problem consists of finding 

∫ σϕ→×Ωσ
T̂
0R]T̂,0[: dt),(hinf  (13)  

where R]T̂,0[: →×Ωϕ  is the solution to the 
differential equation 

);t,(ft σϕ=ϕ  (14) 

with some given initial function 0)0(., ϕ=ϕ . For each 

choice of σ it is a function R]T̂,0[V:f →× . tϕ  
denotes the partial derivative with respect to t . We 
refer to σ as the control and the minimizer of (13), if it 
exists, is called the optimal control. We assume that σ 
takes values in some compact set RB ⊂ . Let the value 
function U be defined as: 



 ∫τ σϕ=ϕσϕ→τ×Ωσ=τφ T );t,(ft||  dt),(h    B]T,[:inf),(U  

                                  




∈φ=τ⋅ϕ<<τ∀ V),(,Tt;t  

 

The value function U  solves the non-linear Hamilton-
Jacobi-Bellman equation 

0)T,(U        ,0),U(HUt =φ=φ+ φ  (15) 

where RVV:H →×  is the Hamiltonian associated to 
the above optimal control problem 

{ })a,(h)a,(f,inf),(H B:a ϕ+>ϕλ<=ϕλ →Ω   

The method of characteristics associated to (15) yields 
the Hamiltonians system 

),(Ht λϕ=ϕ λ , ),(Ht λϕ−=λ ϕ  . 

0)0,( ϕ=⋅ϕ , 0)T,( =⋅λ  
(16) 

where λH  and ϕH  denote the Gateaux-derivatives of 
H  w.r.t. λ  and ϕ  respectively. The unknown quantity 
is the local volatility function )S,t(σ=σ . Hence the 
problem of calibrating σ from option prices can he 
formulated as an optimal control problem.  
 
Suppose that )K,T(CC mm =  are call options priced in 
the market, for different strikes 0≥K  and maturities 

TT ˆ0 ≤≤ . We wish to the determine the control σ  
minimizing 

∫ ∫ −+
σ

T̂
0 R

2
m dTdK)CC(min  (17) 

)C()C(C 2
2

1T Φσ+Φ=  

)0,KSmax()0,K(C −= S)T,0(C =  

 

It is also assumed that for all T  and 
],[, maxmin σσσ ∈K .The problem as stated here is 

typically ill-posed as the solution often is very sensitive 
small changes in mC . 
 
Discretized Hamiltonian 
Discrete Version of (17) 
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∫ ∑ −∆
σ

T̂
0

i

2
i dT)CmC(Kmin  

)C(D)C(D)Ci( 2
i

21
iT σ+= )0,KiSmax()Ci( 0 ∆−=  

 

where D1 and D2 are finite difference operators 
associated with  ϕ1  and ϕ2. 

K2
CC

CD 1i1i1
i ∆

−
= −+

2
1i1i2

i
K

CC
CD

∆

−
= −+  

 

We define the discrete Hamiltonian as 

})CmC(])CD2()CD1[(min{K)C,(H 2
i

1M

1i iiii
i

−+∑ σ+λ
σ

∆=λ
−

=
  

Since H  is not differentiable generally , we need to to 
regularize it in order for (15) to be sensible. There are 
different regularization schemes and the choice depends 
on the problem and we contend herewith Tikhonov 
regularization. See (Bouchouev and Isakov1997;  
Sandberg and Szepessy 2006) for different 
regularization schemes related to different problems. 
We construct a regularization of the Hamiltonian with 
appropriate function s and its regularized version 
sδ which are described below. 

( ) })mCC(,CD,CD,s{K)C,(H 2
i

1M

1i
i

21 −+∑ σλ∆=λ
−

=
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0 if     

min)(
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min

yy
yy

yys
σ
σσ

σ
 

 

Since s  is nondifferentiable H is also nondifferentiable. 
Using a regularized version of sδ of s ,  defined as  
approximating )(xs  by 

∫ δ
+

−
−

=δ
x
0]b,a[, dy)/y(htan

2
ab

2
abx)x(s , 0>δ . 

and the derivative of δs by 

)/x(htan
2

ab
2

ab)x('s ]b,a[, δ
+

−
−

=δ  

we can have the  regularization of the Hamiltonian 
where H becomes 

( ) })mCC(,CD,CD,s{K)C,(H 2
i

1M

1i
i

21 −+∑ σλ∆=λ
−

=
δ

δ  
 

Let’s have a uniform partition of the time interval ]T̂,0[  

with N/T̂t =∆  for some integer N . Again we 
introduce a uniform grid on M/K̂K],K̂,0[ =∆ , We use 
the notation 

)Tj,Ki(CC )j(
i ∆∆= )Tj,Ki()j(

i ∆∆λ=λ   

Let’s write )Tj,K(C)K(C )j( ∆=  and 

)Tj,K()K()j( ∆λ=λ  and assume that they satisfy a 
symplectic implicit Euler scheme (Sandberg and 
Szepessy 2006): 

)j()j()1j( ),C(THCC λ∆=− δ
λ

+  

)j(
C

)1j()j( ),C(TH λ∆=λ−λ δ+  

 

(18) 

where ( ))1j()j()j( ,CH),C(H +δδ λ=λ .  

 
Convergence of  Euler Pontryagin Approximation 
If  the Hamiltonian in (15) is Lipschitz on RR dd× , if 
(18) has a solution  and )1j( +λ  has uniformly bounded 
variation with respect to )j(C  for all j  and T∆  then 
the optimal solution to the Pontryagin problem (18) 
( ))j()j( ,C λ  satisfies the error estimate (for T~ ∆δ ) 

)T(O
|dK)CC(T              

dKdT)CC(inf

j
R

2)j(
m

)j(

T̂
0 R

2
m

∆=
∑∫ −∆

∫ ∫ −−

+

+
 

For a proof see (Sandberg and Szepessy 2006). 

 

Finally we summarize the above and obtain the 
completely discretized Hamiltonian system 

)j(
i

)j(
i

)1j(
i ),C(THCC λ∆=− δ

λ
+  

)j(),C(TH iC
)1j(

i
)j(

i λ∆=λ−λ δ+  

0)( =j
Mλ  0)(

0 =jλ 0)( =N
iλ 0)( =j

MC SC j =)(
0  

(19) 

This discretization is very suitable for Newton like 
iterations. 
 
Control Approach to Algorithmic Trading 

Algorithmic Trading Control Problem as Viscosity 
Solution 
The value function is defined on  

:)}),0{()E),0(((R)T,0[)e,,x,t{(:D d ϖ∪×∞××∈δ=
Tt <δ+≤δ  or }e ϖ= . 

which can be decomposed in two main regions. (a) the 
active region, the region where 0>δ  and ϖ≠e : It 
corresponds to the set of initial conditions where the 
algorithm is running and the controller has to wait till 
the end of the latency period before passing a new 
order. and (b) passive region, the region where ϖ=e , 
and therefore 0=δ . 

)},0{(R)T,0[:D d ϖ××=ϖ . 
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It corresponds to the set of initial conditions where the 
algorithm is running and can be launched immediately 
with a new set of parameters. These two regions are 
complemented by the natural boundaries of the active 
region when 0→δ  and :Tt →+δ  

ERTD d
E ×××= }0{),[:0, δ  

},:),0(),0[).,.{(:0, TtERTextD d
E =+≤×∞××∈= δδδ  

and by the boundary: 

 ERRTD d
T ×××= +}{: . 

The closure of the natural domain of definition of the 
value function V  is therefore 

TtERRTextD d =+≤×××∈= + δδδ :],0[),,,{(:  or 
}.ϖ=e  

With dynamic programming principle, we can arrive at 
nature of the value function on each component of D : 
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for any ],[ Tt -valued stopped time ϑ . 
 
For ,),,,( 0,>∈ EDext δ  the controller can not change 
the parameter of the algorithm before the end of the 
initial latency period 0>δ . Choosing ϑ  arbitrary 
small  implies that V  should satisfy 

0),,,( =







∂
∂

+− εδ
δ

ε xtVL , 

where ),,,(),( extVLxt e δ+  is defined for ),( eδ  
taken as parameters. 
 
The  boundary condition is 

),,(),0,,(),,,( exfxtVextV += ϖδ  if ,),,,( 0,EDext ∈δ  

and 

),,,(),,,( extVextV =δ  if TDext ∈),,,( δ , 

Boundary condition as t → T   is the terminal condition: 

),,()(),,,( exfxgextV +=δ  if TDext ∈),,,( δ , 

where 0),( =⋅ ϖf  by condition. 
 
The above discussion shows that V  should solve the 
equation 

 0=ϕH  

on D , where, for a smooth function ϕ  defined on D , 

Donext
dLH E 0,         ),,,()( >∂
∂

+−= δφε  (20) 

However, since V  may not be smooth, it has to be 
stated in terms of viscosity solutions in the sense of 
Crandall Lions. See (Bouchard and Touzi 2009; 
Bouchard et al. 2010; Yong and Zhou 1999) for more 
details. 
 
NUMERICAL ALGORITHMS 

Volatility Calibration 

Let’s introduce the two functions 
MNMN RR:G,F →δδ : 

δ
λ

+
+

δ ∆−−=λ ij,
)j(

i
)1j(

iN*ji THCC),C(F  

δ+
+

δ ∆−−=λ ij,C
)1j(

i
)j(

iN*ji THCC),C(G . 

We need ),C( λ  such that 0),C(G),C(F =λ=λ δδ . 
Starting with some initial guess ])0[],0[( λC , the 
Newton method gives 
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]k[Y
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]k[
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]1k[
]1k[C
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where ])[],[( kYkX  is the solution to the following 
system of linear equations 

 








λ
λ
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])k[],k[C(G
])k[],k[C(F

]k[Y
]k[X

J k .  

where kJ  denotes the Jacobean of 
MN2MN2 RR:)G,F( →  evaluated at ])k[],k[C( λ . 

Depending upon the desired level of accuracy this 
iteration can be performed. For some applications of 
this iteration to volatility calibration see (Gatheral 2006; 
Kiessling 2010).  
 
Algorithmic Trading 

Lax Fredrich Scheme 
We can use the viscosity solution of the problem: 

 ),0(R)t,x(foru)u(Hu xxxt ∞×∈∂ε=∂+∂ εεε . 

 Rx for )x(g)0,x(u ∈=ε .  
 

 

to construct solution to the following desired problem 

 ),0(R)t,x(for0)u(Hu xt ∞×∈=∂+∂ . 

 Rx for )x(g)0,x(u ∈= .  
 

 

for which the Lax Friedrich scheme (Sandberg and 
Szepessy 2006; Bouchaouv and Isakov 1997 ) is 
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The stability condition for above scheme is  
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In the two-dimensional case if a first order 
Hamilton-Jacobi equation has the form 

 ,0)V(HV xt =∂+∂   

The Lax Friedrich scheme for this two dimensional 
case is 
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So for our problem which is a four dimensional case 
that scheme will finally reduce to finite difference 
schemes (Almgren 2009; Bouchard et al. 2010). 
 
CONCLUSION 

Inverse problems are ubiquitous in economics and 
finance, some examples are learning market neutral 
measure and volatility estimation etc. Control 
framework comes into picture as many problems can be 
transformed from original form into optimization 
problems for which dynamic programming or optimal 
control theory could be applied. Numerical 
discretization of these problems therefore become very 
important as they can be solved very efficiently for 
lower dimensional cases and these schemes are highly 
parallelizable which makes use of these numerical 
methods very attractive for problems with intensive 
computational needs. 
 
REFERENCES 
Achdou, Y. and O. Pironneau. Computational methods for 

option pricing, volume 30 of Frontiers in Applied 

Mathematics. Society for Industrial and Applied 
Mathematics (SIAM), Philadelphia, PA, 2005.  ISBN 0-
89871- 573-3. 

Andersen, L. and J Andreasen. “Jump-diffusion processes: 
Volatility smile fitting and numerical methods for option 
pricing. Review of Derivatives Research.” 4(4):231-262, 
2000. 

Almgren, R. “Optimal trading in a dynamic market.” 
Technical Report 2, 2009. 

Bensoussan, A. and P.L. Lions. “Impulse control and quasi-
variational inequalities.” Gauthier-Villars Paris, 1984 

Bouchard, B. and N. Touzi. “Weak dynamic programming 
principle for viscosity solutions.” Technical report, 
CEREMADE, 2009. 

Bouchard, B., C.A. Lehalle and N.M. Dang. “Optimal control 
of trading algorithms: a general impulse control 
approach.” SIAM Journal on Financial Mathematics. 2010 

Bouchouev, I. and V. Isakov. “The inverse problem of option 
pricing.” Inverse Problems, 13:L117, 1997 

Cont, R. and P Tankov. Financial modeling with jump 
process. Chapman & Hall/CRC Financial Mathematics 
Series. Chapman & Hall/CRC, Boca Raton. FL. 2004. 

Crandall, M.G., L. C. Evans. and P.-L. Lions. “Sonic 
properties of viscosity solutions of Hamilton Jacobi 
equations.” Trans. Amer. Math. Soc., 282(2):487-502, 
1984. 

Dupire, B. “Pricing and hedging with smiles. In Mathematics 
of derivative securities.” (Cambridge, 1995), volume 15 of 
Publ. Newton Inst., pages 103-111. Cambridge Univ. 
Press. Cambridge. 1997. 

Gatheral, J. The volatility surface; A Practitioner's Guide. 
John Wiley & Sons, Inc., 2006  

Kiessling, J. “Approximation and calibration of stochastic 
processes in finance.” Doctoral Thesis 2010. KTH Royal 
Institute of Technology , Sweden 
http://www.math.kth.se/~jonkie/Introduction.pdf 

Sandberg, M. “Extended applicability of the symplectic 
pontryagin method.” arXiv:0901.4805v1. 

Sandberg, M. and A Szepessy. “Convergence rates of 
symplectic Pontryagin approximations in optimal control 
theory.” Math. Modd. Numer. Anal. 40(ID:149-173. 2006. 

Yong, J. and X.Y. Zhou. Stochastic Controls Hamiltonian 
Systems and HJB equations. Springer Verlag 1999. 

 
AUTHOR BIOGRAPHY 

DEEPAK KUMAR was born in 
Bihar, India and is currently in his 
final year of Masters in Economics at 
Indian Institute of Technology 
Kanpur, India. He is  interested in 
mathematical finance and believes 

that economics fraternity can learn a lot from the 
approach of financial engineering for better 
comprehension of theory and offering better solutions. 
His e-mail address is : kdeepak@iitk.ac.in, 
kdeepak.iitk@gmail.com. His webpage is 
https://sites.google.com/site/kdeepakiitk 

 

 

295

http://www.siam.org/journals/sifin.php�
mailto:kdeepak@iitk.ac.in�
mailto:kdeepak.iitk@gmail.com�
https://sites.google.com/site/kdeepakiitk�


 
 
 

296



 
 
 
 
 

Simulation in 
Industry, Business 

and Services 

297



 
 
 

 
 
 

 

298



Game-logic simulation based on cellular automata and flocking techniques. 

 
Sławomir Nikiel 

Institute of Control and Computation Engineering 

University of Zielona Góra 

Address: 

ul. Podgórna 50, 65-246 Poland 

E-mail:S.Nikiel@issi.uz.zgora.pl 

 

 

 

KEYWORDS 

Cellular Automata, Flocking, Game Logic. 

 

ABSTRACT 

In the paper, a novel approach to simulation for game 

logic is proposed. It is based on the Cellular Automata 

augmented by grouping rules. The idea behind the 

proposed method uses local interaction on the cellular 

grid to obtain a global goal: a simulation of ‘intelligent’ 

behavior of groups. Locally acting bots organize 

themselves in groups to strengthen and perform attack 

on the game user. The proposed method can be used in 

action, role-playing and survival games offering real-

time interaction with dozens and hundreds of bots. A 

prototype implementation of the method is discussed 

along with the performance analysis. 

 

INTRODUCTION 

We can observe the growth of  the game industry. 

Entertainment powerhouses exploit to the limits current-

gen consoles and multimedia mobile devices 

(Rasmusson 2007; Von Lehn and Heath 2003). They 

games are equipped with even better user interfaces, 

complex game stories and 3D graphics simulating real 

life environments (Teo et al. 2000). Game engines 

include combat, open worlds, engaging story and 

multiple characters (Buckland 2005; Rucker 2002; 

Schwab 2004). At the core  of modern game, it is 

always the interaction with player (Johnson 2009). 

Current game environments offer interaction with a 

dozen of characters, which is sometimes explained by 

the rule of simplicity (Alexander 1964; Sirlin 2009). 

However, the action, role-playing and survival games 

require larger number of actors. When we look at the 

film industry, we can observe simulated interactions of 

hundreds or thousands of creatures. It is not 

straightforward to apply similar interaction techniques 

in real-time game environment. However it is possible 

to use potential of high-performance simulations to 

offer massive interactions. The capability of Cellular 

Automata  (CA) to perform simulation of thousands of 

entities can be used to enhance the gamer experience. 

Many studies on CA have been published. The 

publication areas include the simulation and analysis of 

microwave propagation and the distribution of plants in 

ecological models, astrophysics and cosmology models. 

Some of them share real-time simulation property, very 

attractive from the game design point of view (Burks 

1972; Choffurt and Culik 1984).  

 

The organization of this paper is as follows. Section 2 

provides the brief description of concepts and the main 

properties of the Cellular Automata and Flocking 

techniques. In Section 3, the core of the paper, the game 

logic and simulation procedure is presented. Software 

implementation of a prototype application for mobile 

devices is discussed in Section 4. The performance 

analysis is in Section 5, followed by Section 6, which is 

conclusion. 

 

CELLULAR AUTOMATA AND FLOCKING 

Cellular Automata methods have been developed to 

perform the simulation and analysis of complex 

interactions through relatively simple rules of inter-cell 

interactions. They are discrete dynamical systems 

whose behavior is completely specified in terms of the 

local relation. The CA space is typically represented by 

a uniform grid with each site or cell containing a limited 

number of information. The time of simulation advances 

in discrete steps, and the rules of transformation are 

usually expressed with a simple recipe. Given a suitable 

recipe, a whole hierarchy of structures and phenomena 

is modeled (Preston and Duff 1984; Toffoli and 

Margolus 1987; Wolfram 1996). The simulation 

procedure is based on a limited region of space that 

forms a mesh of cells. A number of objects is placed 

either randomly (with a given distribution) or manually. 

Each cell is empty or occupied by an object. In the 

simplest case, the cell is emptied or filled with a 

selected object with some probability. The final 

structure is obtained after several iterations, where each 

cell of the mesh is checked. More complex models can 

be constructed with CA. When we permit interactions 

between cells we obtain simulations of ecological 

models (Burks 1972). Cellular Automata is used to 

simulate large number of entities, but the interaction is 

always a matter of neighboring cells.  

 

A different approach is used to simulate the complex 

motion of a flock of birds, herds of  animals or group of 

fishes as seen in the natural world. This type of 

aggregate motion is rarely seen in computer games. The 

simulated flock is usually an elaboration of a particle 

system, with the simulated elements being the particles. 

The motion is created by augmented behavioral model. 

Proceedings 25th European Conference on Modelling and
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Each simulated element of flock is designed as an 

independent entity that moves according to its local 

perception of the surrounding environment, the laws of 

simulated physics and a set of pre-programmed 

behaviors. The composite motion of the simulated flock 

of birds is the result of the cross-interaction of the 

relatively simple behaviors of the individual simulated 

birds  (Reynolds 1987). 

 

This paper explores an approach based on combination 

of CA simulation and flocking/grouping rules as an 

alternative to scripting the logic of bot navigation 

individually. 

 

GAME LOGIC BASED ON CA 

Game logic is usually perceived to be an Artificial 

Intelligence (AI) of the virtual enemy (ro-bot) 

(Buckland 2005). In particular it is responsible for the 

bot navigation and its decision making.  This Section 

describes and game logic based on CA and grouping. 

 

Derivation of the CA  and Flocking Algorithms 

 

The starting point for game logic based on CA is the 

automaton grouping cells of the same characteristics 

augmented by ‘infection’ capability.  The result of this 

iteration is processed by another automaton equipped 

with the rules triggering attack for ‘large’ groups of 

bots.  The control of bots is performed by Cellular 

Automata acting on a two-dimensional grid, where each 

cell can be a virtual actor. Three general rules govern 

the simulation: 

• The grouping rule- based on the Moore 

neighborhood. 

• The infection rule- two ‘zombies’ in the Moore 

neighborhood of ‘human’  infect him and turn 

into another ‘zombie’. 

• The attack rule-  when the group of ‘zombies’ 

is large enough, it can attack the player’s 

avatar. In the counting process,  similar to 

Margolus neighboring is used. 

 

Grouping and Infection Processes 

Cellular Automata operates on a two-dimensional grid 

size n x m (to simplify n = m). Cells can have any 

number of states s. The border conditions are described 

as periodical. The Moore neighborhood with excluded 

central cell is used.  

The automaton rule- one iteration consist of repeated  n
2
 

following steps: 

1. Randomly pick cell C, with less than S 

neighbors with similar state.  

2. In the vicinity of C  randomly choose 

neighboring cell N 

3. if C -cell state is equal to N -cell state then go 

to step 6. 

4. if N -cell is empty (state=0) – the growth factor 

G is counted:  the number of  neighboring cells 

with C-cell state on location N diminished by 

the number of neighboring cells with C-cell 

state on location C. If G >= 0 then C is 

‘moved’ to N (change C- cell state to 0, a N-

cell state to C-state) and go to step 6. 

5. Count the growth factor G: number of 

neighboring cells to C -cell on location N 

diminished by number of neighboring cells to 

N on location C. If G ≠ 0 then swap N and C 

cells. 

Infection is performer by:  If C is ‘human’ and 

N has G neighbors then C-cell changes its state 

to  N – is changed into the ‘zombie’. The value 

of G determines the ‘infecting’ power. 

6. End if iteration 

 

Attacks 

Attack of ‘zombies’ is performed by moving the group 

of infected bots towards the game player’s avatar. The 

‘infection’ is caused by touching a given number of 

‘zombies’ G. The group of ‘zombie’ bots should be 

large enough to perform the assault. Another 

‘triggering’ condition is the limited movement of the 

avatar. The estimation of the zombie group count is 

performed by the automaton working on the output of 

the grouping algorithm presented in the previous 

Section. 

The automaton defines a similar to Margolus 

neighborhood, the number of cells  (9) is larger than in 

original (4) version. The size of zombie groups can be 

changed according to a given game level (with the 

parameter S- discussed in the next Section). The 

automaton can set the preferred direction of movement 

for group cells. 

 

Choosing S-parameter 

The algorithm was tested  in a prototype test-application 

to help choose experimentally the appropriate S value. 

This parameter determines the minimum number of 

neighboring cells counted in the grouping process. The 

most interesting results were obtained for S=3 (after 500 

iterations), as illustrated on Fig. 1.0 

 

The grouping procedure worked when number of active 

cells is larger than 40. Smaller number of cells results in 

chaotic behavior (Fig. 1.0.a). For larger number of cells, 

the influence of S on grouping process is clearly visible. 

Smaller values of S result in numerous but smaller 

flocks of cells (Fig. 1.0.d) while larger values of S (6 or 

7) end up in  two big Groups of each type of cell (Fig. 

1.0.b and 1.0.c). 

 

SOFTWARE IMPLEMENTATION 

Game Rules 

Based on classical (win-lose) game economy, a set of 

rules for a prototype game was constructed: 

• The main task of the game player is to save in 

limited time  a given number of ‘humans’ from 

infection  changing them into ‘zombies’.   
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a) 

 

b) 

 
c) 

 
d) 

 

Figure 1.0 Experimental Results Obtained for the 

Grouping Simulation (after 500 Iterations): 

a) 20 Active Cells, S = 3; b) 70 Cells, S = 7; c) 90 Cells, 

S = 6; d) 90 Cells, S = 3. 

 

 

• The player and ‘humans’ are attacked by 

‘zombies’ that can form flocks to cumulate 

their ‘strength’.  

• During the game, individual ‘zombies’ are 

trying to group and if there is no apparent 

activity of the player they try to attack him.  

• Contact of player’s avatar and ‘zombies’ 

decreases its  ‘life power‘. Game is over when 

it reaches zero. When  a given number of 

‘zombies’ contact ‘humans’ they turn them into 

new ‘zombies’.  

• The avatar can ‘refill’ life power picking up the 

‘med-aids’ appearing in various places.  

• The avatar has two weapons: the first one, with 

limited ammunition, can be used to destroy 

other game actors. The ammunition can be 

collected over the game area. The second one, 

unlimited, ‘heals’ zombies and turn them into 

‘humans’.  

• When a ‘human’ is destroyed it increases the 

required number of ‘humans’ to save.  

• There is a ‘teleport’ facility on game area, 

enabling teleportation to a random  game spot. 

 

Simulation  

Simulation and  testing environment for the  Java 

prototype application was as follows: 

Mobile phone SE K300i – with CLDC1.1 and MIDP2.0, 

with 30MHz  Java processor (an equivalent to Intel 

Pentium III 540MHz), 512KB stack RAM, with screen 

of 128x128 pixels (Hi-color). 

 

 

Figure 2.0 A Sample Screen Shot Depicting the Game 

Prototype. 

 

The prototype application performed well, achieving 

real-time frame rate during the simulation.  There were 

no visible differences for different RAM  sizes (128 and 

512KB). 

 

SYSTEM ANALYSIS 

In this paper, a game logic simulation is based on 

Cellular Automata and Flocking rules. Cellular 
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Automata has sufficient performance to simulate in real-

time hundreds and thousands of interactions. The 

‘intelligence’ of flocks give the additional feature for 

bots to gather in groups to prepare ‘attacks’ at gamer 

avatar and to disperse in case of his ‘violent’ response. 

The simulation process has to leverage the number of 

drones with their collective behavior. Mobile solution 

presented in previous section, is the most demanding 

programming environment, as far as application 

efficiency is considered (Brecken et al. 2003; Leiterman 

2003, Mulholland and Murphy 2003). Thus, the 

working mobile game logic model opens doors to more 

intricate simulations in PC and console-based 

applications. 

Game Logic 

Given game logic has  some drawbacks, the random 

choice of a cell on the CA grid with large number of 

‘empty’ cells is a waste of processing power. This can 

be changed by introducing  and checking lists of non-

empty cells instead of the entire grid. Another problem 

is a possibility that the same cell is chosen several times 

during one iteration (performs the ‘Lévy flight’). The 

possible solution to that problem is to attach to active 

cells information index with limitation of movement for 

each iteration.  

Another drawback of the prototype implementation is 

the discreet movement of bots on the game arena. This 

is the result of straightforward implementation of CA 

grid to the game space. The solution to that problem 

may be the “off-the-screen” calculation of CA and then 

fluent animation of  moving bots. Extension of grid size 

may also reduce the  movement aliasing effect. Another 

problem that occurred during the simulation, is chaotic 

movement and ‘looping’ of bots around the obstacles. 

This is visible in the straightforward implementation of 

CA, more elaborated versions should reduce that 

artifact. 

 

Efficiency Analysis 

The CA algorithm is able to perform simulation of large 

number of cells on the grid. The performance of 

proposed CA plus flocking game logic simulation is 

examined in terms of its evaluation parameters. The 

performance comparison is done in terms of frame rate 

at Table 1.0 and 2.0. The Tables show time comparison 

of the ‘clear’ CA grid and filled CA grid and needed 

generation time.  

 

CONLUSIONS 

The game programming delivers constant challenges in 

the field of  simulating logic  and behaviour of bots. The 

paper proposes an alternative approach based on 

Cellular Automata and flocking techniques. The novel 

scheme utilizes local interaction of bots on the cellular 

grid to obtain a global goal- the ‘intelligent’ behavior of 

bot groups. The performance of the method allows user 

interaction with dozens and hundreds of bots, extending  

Table 1.0 Test Results for a Mobile Phone 

 

  

Map 30x30  

No ‘zombies’ and 

‘humans’ 

Map 60x60 

No ‘zombies’ and 

‘humans’ 

No.  FPS  FPS 

1 56,70 54,60 

2 56,34 55,09 

3 55,27 55,03 

4 57,00 55,10 

5 55,90 55,15 

Average: 56,24 54,99 

   

  

Map 30x30 

20 ‘zombies’ and  

5 ‘humans’ 

Map 60x60 

20 ‘zombies’ and  

5 ‘humans’ 

No. FPS FPS 

1 45,01 44,99 

2 45,13 45,54 

3 45,90 45,01 

4 45,67 45,49 

5 45,78 45,37 

Average: 45,50 45,28 

 

Table 2.0 Test Results for a Mobile Phone 

 

  

Map 30x30 

40 ‘zombies’ and  

10 ‘humans’ 

Map 60x60 

40 ‘zombies’ and  

10 ‘humans’ 

No. FPS FPS 

1 34,67 34,86 

2 34,55 34,87 

3 34,70 34,57 

4 34,23 34,01 

5 34,17 34,17 

Average: 34,46 34,50 

   

  

Map 30x30 

80 ‘zombies’ and  

20 ‘humans’ 

Map 60x60 

80 ‘zombies’ and  

20 ‘humans’ 

No. FPS  FPS 

1 24,96 24,39 

2 25,01 24,45 

3 23,91 24,58 

4 24,78 24,10 

5 24,59 24,17 

Average: 24,65 24,34 

 

 

programming possibilities in action, role playing and 

survival games. It is possible to greatly enrich the 

interaction in  gaming. The author plans to develop 

further the method in order to support more demanding 

first-person shooter games. 
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ABSTRACT

Lean Manufacturing initiatives try to understand where the
sources of waste are in a manufacturing process in order to
minimize or avoid them and to add value to the stakehold-
ers. The improvement actions related to lean methods are
always incremental, fast and easy; mainly based on peo-
ple’s experience and on simple tools. For example, a Value
Stream Map (VSM) is created to have a visual representa-
tion of the material and information ¤ows involved in the
production process, allowing improvement teams to detect
where is the waste introduced and where is the value added.

The integration of simulation with VSM could consider-
ably improve the results obtained in lean projects, helping
the decision makers in adding dynamic information to the
usually considered static pictures of the processes. The in-
formation obtained from what-if simulations allows to de-
tect improvement opportunities, to prioritize them, to an-
alyze the best implementation alternative, and to quantify
the possible bene£ts of the proposed actions.

This work presents the LeanSim framework, an easy to
use tool based on Matlab and Simulink, capable of inte-
grating a lean method such as VSM with simulation. Fur-
thermore, a case study of an improvement project at a milk
production plant is presented to illustrate the utilization of
this new framework on a real environment.

INTRODUCTION

The key concepts in the current competitive and globalized
context are reducing costs while increasing quality. Fur-
thermore, only ¤exible organizations with fastest adapta-
tion time acquire a competitive advantage and survive in
today’s demanding markets.

This changing scenario leads to new manufacturing
paradigms capable of providing ef£ciency, responsiveness

and quality such as Lean Manufacturing (Shah and Ward,
2007).

The lean paradigm involves dynamic, continuous and
customer-focused improvement processes designed to
eliminate waste and to create value to the organization
stakeholders (enterprise, workers, society and customers).
All these processes are based on a group of more than a
hundred methods and tools (Alukah and Gill, 2008), all in-
cremental and knowledge-based, trying to take advantage
of the ideas, experience and skills of everyone in the or-
ganization. And some have been speci£cally developed
to Lean Manufacturing, while others are general methods
which can be used in this kind of environment too.

In general, all these tools promote, in some way, a whole
re-thinking of how to produce to eliminate waste. But al-
most all of them are based on ”pencil and paper”, because
one of the challenges of the lean paradigm is to use only
simple, fast and easy tools (Field, 2001). And the determi-
nation and prioritization of the improvement opportunities
is based exclusively on the experience of the people com-
posing the improvement team and on a set of well-known
and easy KPIs (Key Performance Indicators).

This kind of declaration of principles has traditionally
excluded simulation of the group of tools considered in lean
initiatives. It is usually thought that simulation demands
a large investment of time and resources and that expert
knowledge of simulation methods and tools is needed. Al-
though some recent works have pointed out the important
advantages of using simulation to improve the results of
lean projects (Lian and Van Landeghem, 2002; Evans and
Alexander, 2007; Deif, 2010; Hoe et al., 2010), it is not a
widely used practice yet.

The main contribution of this paper is to propose a £rst
prototype for a simulation framework based on Matlab and
Simulink, LeanSim, to support lean initiatives, speci£cally,
those based on Value Stream Map (VSM) methods, al-
though the proposed framework could be easily extended
in the future to work supporting another lean methods and
tools. The proposed framework has demonstrated to be
very useful in experimenting with all the possible manufac-
turing system changes to £nd the best improvement options
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before their implementation (a what-if simulation can help
in understanding if a speci£c modi£cation really implies an
improvement) and in prioritizing their implementation.

The rest of this paper is organized as follows. Section 2
introduces the basic concepts of Value Stream Map meth-
ods and discusses previous works focused on improving
their performance using some kind of simulation. Section
3 explains in depth the LeanSim, the simulation frame-
work proposed to support VSM initiatives and discusses
all the details related to its design and utilization. Section
4 presents a real case study to exemplify the use of the pro-
posed framework and to verify its utility in lean initiatives.
And £nally Section 5 summarizes the most important con-
clusions and lines for future research.

BACKGROUND

Value Stream Map (VSM) is a lean method used to improve
the ¤ow of materials and information necessary to produce
a product or a service, eliminating the waste and adding
value (Rother and Shook, 1999).

This tool is based on drawing the current VSM diagram
showing these ¤ows, and the activities or processes in-
volved in the production as well as the KPIs selected to
measure their performance, typically, the Cycle Time (CT),
the Change Over Time (C/O) and the Uptime for each ac-
tivity or process. For the whole process, from end to end,
the Total Lead Time and the Value Added Time are usu-
ally taken into account too. The materials ¤ow is generally
drawn from left to right, while information ¤ow generally
goes right to left. It is important to remark that the symbols
used to create this kind of diagrams are standardized and
they are easily drawn and recognized.

After creating the initial diagram, the involved improve-
ment team, in which each area or stakeholder of the process
must be represented, critique the current situation and the
desired situation is formulated drawing the future VSM di-
agram. This new diagram is only a tool for graphically rep-
resenting changes that could be made, therefore, to identity
all the possible improvement activities usually called for-
mal kaizen events.

The comparison between the current VSM diagram and
the future VSM diagram helps the improvement team to
prioritize these kaizen events and to propose an action plan
to reach the desired situation for the process. Obviously,
there are always many different options and alternatives
to reach this state and the team should carefully consider
all the involved variables and criteria (cost in time and re-
sources, possible bene£ts, risks, etc) to choose the best
method to perform the transition from the current state to
the desired state.

Some recent works have proven that simulation could
be a powerful tool to select the best alternative for moving
toward the desired future state, for example (Solding and
Gullander, 2009) or (Paju et al., 2010), because VSM itself
does not improve anything. It is only an analysis tool, the

action plan proposed by the improvement team is the ac-
tual improvement tool and a what-if simulation could sig-
ni£cantly enhance this action plan. And there are some
software solutions that integrate VSM methods and simula-
tion, such as Process Simulator as a Microsoft Visio plug-in
(ProModel, 2011) or Simcad and its Value Stream Analyzer
(Createsoft, 2011), but all of them with limited functional-
ities.

Simulation is one of the most valuable tools for process
improvement, and its value typically increases as the pro-
cess to be improved becomes more complex and the deci-
sions of the improvement team are more complicated. But
to the moment, simulation is perceived as a too dif£cult and
slow tool to be used in lean projects, and unfortunately, the
£rst attempts to combine both types of methods are still
simple and unmature.

PROPOSED FRAMEWORK: LEANSIM
In this section the LeanSim simulation framework, based
on Matlab and Simulink, is presented. The main goal of
this framework is to provide lean improvement teams with
a simple, fast and easy tool capable of guiding them in their
decisions. In this £rst prototype, the simulation framework
is focused on supporting the VSM method, but the frame-
work architecture has been developed to be easily scaled
in order to support another lean tools related to the man-
ufacturing ¤ow such as Kanban, Takt time calculations or
design of cell layouts.

Challenges
The goal of this work is to propose a framework that al-
lows users to quickly create VSM diagrams and to provide
them the capability of simulating ceratin parts of these di-
agrams to identify inef£ciencies and to determine the best
correction actions in lean initiatives. A number of chal-
lenges need to be addressed to reach this kind of simulation
framework, the most important:

• Capability of rapidly and easily creating modular and
scalable models parametrized to a speci£c process at
a speci£c plant at a certain moment, if possible, reuti-
lizing previous and/or pre-built models.

• If the models need to be built from scratch, the mod-
eling process should not be a time-consuming process
and no high expertise in simulation techniques should
be required.

• The simulations need to be completely data driven and
the data needs to be available from different kinds of
inputs and in different standard formats. The static
picture of the process, drawn with pencil and paper
in traditional lean methods, must be easily completed
with dynamic information.

• Capability of integration with other models, frame-
works and applications.
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The challenges mentioned above lead us to the selection
of Matlab and Simulink (Mathworks, 2011) as the basis for
the LeanSim framework. In fact, the proposed simulation
environment is composed of a set of Matlab functions and
a customized Simulink library (called leansimlib).

The main advantage of using Simulink is in its graphi-
cal user interface (GUI) for building models as block dia-
grams. Furthermore, models can be created using differ-
ent approaches: assembling the model directly in Simulink
using the standard available blocks or creating customized
blocks, using Matlab M-£les, programming S-functions or
interfacing Simulink with other simulation tools and appli-
cations.

The graphical philosophy based on ”drag and drop”
makes it easy to get started building hierarchical models
without deep knowledge about simulation techniques, and
preliminary results can be rapidly obtained. But, at the
same time, Simulink offers powerful tools to model com-
plex systems allowing a tight integration with the Matlab
environment and all its capabilities (for example to de£ne
model inputs the OPC toolbox may be used, the simulation
outputs can be managed for analysis and visualization, the
HLA/DIS toolbox can be used to build distributed simula-
tions, etc).

Preliminary De£nitions and Concepts
For many years, simulation has been used to analyze
production and logistics problems. In many cases,
Commercial-off-the-shelf Simulation Packages (CSP) sup-
port the development and visualization of simulation mod-
els in this kind of contexts.

The standard SISO-STD-006-2007 2.0 de£nes a set of
Interoperability Reference Models (IRM) to create a com-
mon framework and to allow users to create distributed
simulations for manufacturing applications consisting of
CSPs and their models easily (Simon et al., 2007).

The simulation framework proposed in this work has
been designed to be compatible with this standard in order
to use distributed simulation in the future if it is needed to
run complex projects based on distributed models. There-
fore, the same terms and de£nitions have been used:

• Model (M). A model describes and represents a real
world system.

• Time (T). It represents a speci£c simulation time in a
model. Time is an integer value and in this standard
does not have speci£c units to measure it.

• Event (E). An event speci£es an instantaneous system
transition between two different states at a time T.

• Entity (e). An entity is something that is processed,
for example, a raw material or a product. It goes
through some queues and activities representing the
manufacturing system and it is de£ned by its at-
tributes.

• Queue (Q). It is a queue of entities managed with
some speci£c queuing discipline (LIFO, FIFO, etc),
and the typical example is a plant buffer storing the
inventory between two processes.

• Activity (A). It is a time consuming action, process
or step with a known duration. The activity starts and
ends with an event.

• Resource (R). A resource is something that is needed
by an activity to begin. In manufacturing environ-
ments, typically the machines and operators.

• Data Structure (D). It is similar to a resource but
there are modeling differences in terms of semantics.
For example, it can be an inventory record, a produc-
tion order or a bill of materials.

Therefore, in a traditional VSM diagram the material
¤ows represent entities movements, the inventories are
queues, the processes are activities, the machines and oper-
ators are resources and the information (automatic or man-
ual) and kanbans are data structures.

LeanSim Architecture
As it has been said before, the this £rst prototype of the
LeanSim framework is focused only in supporting VSM
projects. Therefore, a Simulink library has been created
(leansimlib.mdl) with three categories of blocks (£gure 1).
Initially, only a limited number of blocks has been de£ned
inside each category but new blocks can be added in the
future:

• Activities. Three blocks have been included in this
category, a static activity, an input-from-Matlab ac-
tivity and a dynamic activity. The traditional VSM
data boxes used to show the processes KPIa are not
needed in the LeanSim framework to give this in-
formation, because each activity is de£ned by its at-
tributes through the Simulink parameters for each
block.

• Drawings. The typical symbols used to create a VSM
diagram have been included in this block category, ini-
tially: automatic information ¤ow, customer, kaizen
event, manual information ¤ow, other (empty box for
miscellaneous information), production control, pull
raw (for materials ¤ow), push raw (for materials ¤ow),
time line and truck.

• Queues. Two blocks have been included in this cate-
gory, a FIFO queue and a LIFO queue.

LeanSim can be used to draw traditional VSM diagrams
with Simulink without using simulation, as any other sim-
ple drawing tool. But if the improvement team decides to
use simulation to guide the VSM method, the activities and
queues are the blocks that can be simulated.
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Figure 1: LeanSim Library and Sublibraries

In these cases, it has to be considered that a tradi-
tional VSM diagram rarely summarizes all the information
needed to run an accurate and complete simulation. The
LeanSim framework expands the information typically in-
cluded in a VSM diagram so that it contains all the informa-
tion needed to run a simulation. For example, each activity
is de£ned by its CT, C/O and Uptime, but also by its associ-
ated resources (machines and operators) including informa-
tion about possible sharing, and by the number of entities
that the activity can process simultaneously. Therefore, the
activities and queues blocks are con£gurable, with a right
click on one of these blocks, the con£guration window can
be opened to de£ne the block parameters (one example is
shown in £gure 2).

Some drawing symbols without simulation capabilities
include con£guration parameters through this kind of win-
dow too, because they can help in completing the VSM di-
agram information. For example, the time line include two
parameters, the Total Lead Time and the Value Added Time
and the information ¤ows (automatic and manual) include
a Frequency parameter (by shift, daily, weekly, etc).

Queue blocks. A queue block is designed to store en-
tities. It has an input port and an output port, it tries to
output an entity but if the output port is blocked, it keeps
storing it. When the output port is open, the entities leave
the queue. The difference between the two initially de£ned
queues, FIFO queue and LIFO queue are only in the queue

management policy, FIFO (First In First Out) or LIFO (Last
In First Out).

The con£guration window in this category is very sim-
ple because only two attributes are de£ned. The £rst, the
Queue length. A queue block is able to store up to L entities
at the same time, if the queue stores exactly this number of
entities, the queue is full and cannot accept new entities un-
til new space is available. An the second, the Average WIP
(Work in Progress) in hours, to quantify the mean delay of
entities inside the queue.

Activity blocks. For the blocks in this category, the con-
£guration window is divided in three areas: the perfor-
mance attributes area, the resource attributes area and the
capacity area (£gure 2).

The performance attributes are the CT, the C/O and the
Uptime (all in seconds), while de resource attributes are
the Number of machines, Availability of machines (as a
percentage), Number of operators and Availability of oper-
ators (again as a percentage). Finally, the capacity attribute
is only one, the Number of entities which can be processed
at the same time by this activity.

The differences between the three initially de£ned activ-
ity blocks are mainly in the method used to give values to
the performance attributes and in their simulation capabili-
ties:

• Static activity: All the performance attributes values
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Table 1: De£nition of the Considered Line (L105) Activities Attributes
Activity CT (s) C/O (s) Uptime (%) Machines Machines av. (%) Operators Operators av.(%) Number of entities

Liquid £lling 0.18 600 57 1 100 4 100 1
Sealing/caping/labeling 0.2 60 99 2 100 2 100 1

Baling 0.15 300 99 1 100 2 100 4
Packing 0.14 3600 98 6 100 3 100 40

Figure 2: Example of Block Con£guration Window: Static
Activity Block Attributes

Table 2: De£nition of the Considered Line (L105) Queues
Attributes

Queue Management Queue Length Average WIP (h)
Bales inventory FIFO 192.000 24
Pallets inventory FIFO 300.000 24

are statically £xed by the user in the same way that
the resource attributes. In fact, this kind of activity
is a drawing symbol and corresponds to the traditional
process symbol in a VSM diagram, without simulation
capabilities.

• Input-from-Matlab activity: The performance at-
tributes are linked to variables de£ned in the Matlab
environment and they are completely dynamic. There-
fore, they can be the result of some computation, or
they can be obtained from an external information
source such as an Excel datasheet or an OPC server.

• Dynamic activity: In this case, the activity is actually
a Simulink subsystem. The block is only a high level
abstraction, but with a double-click increasing levels
of detail can be simulated to obtain the performance
parameters for the considered activity and to perform
what-if simulations.

CASE STUDY
In this section, the LeanSim framework is used to identify
and to prioritize the formal kaizen events present in the £-
nal part of an enriched liquid milk manufacturing process.

Speci£cally, the VSM method has been used at a milk pro-
duction plant in order to improve the £lling/packing line
(coded L105) for the one liter plastic bottle format, because
this line has been the bottleneck of the whole manufactur-
ing process during the last year.

A lean multi-functional team is created with 8 people
(utility specialists, process specialists, product specialists,
quality manager and production manager, this last as the
team leader) during 3 months to develop this VSM project.
They £rst de£ne the project scope and objectives and col-
lect all the needed process information. Tables 1 and 2
summarize the features of the line to improve and £gure
3 shows the initial VSM diagram built with the LeanSim
framework. It has been simpli£ed only to show the con-
sidered line in order to ease the understanding of this case
study and it only shows the essential information related to
the main activities (the information ¤ows and other details
are not included in this version). It can be seen that four
activities are taken into account by the lean improvement
team: the liquid £lling, the sealing/capping/labeling, the
baling (in bales of 4 bottles) and the packing (in pallets of
10 bales).

Initially, the VSM diagram has been created as a tra-
ditional draw, without simulation capabilities. Once the
kaizen events have been identi£ed (in this speci£c case,
three of these events are going to be explored), some parts
of the diagram have been transformed to take advantage of
the what-if simulation capabilities of the proposed frame-
work. The three kaizen events are related to the liquid £ll-
ing activity uptime, to the sealing/caping/labeling activity
wastes and to the packing activity (and associated invento-
ries) bottleneck. Therefore, two Input-from-Matlab activity
blocks have been used to model and simulate the liquid £ll-
ing and sealing/capping/labeling activities, and a Dynamic
activity block has been selected for the packing activity.
With this transformation the simulation results can be used
to de£ne and to prioritize all the possible improvement ac-
tions shown in the £gure as kaizen events. The two activ-
ities modeled with Input-from-Matlab activity blocks use
data from an external Excel datasheet to accurately analyze
all the possible improvement actions. The packing activity
has been modeled in detail with a SimEvents model be-
cause the whole packing process needs to be redesigned.

All these speci£c models are out of the scope of this pa-
per, but the important conclusion is that a future VSM di-
agram has been created with the help of these simulations
and concrete actions to perform the transition from the cur-
rent state to the desired state have been de£ned:
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Figure 3: Simpli£ed Initial VSM Diagram for Manufacturing Line L105

1. Redesign the packing activity and its inventories to re-
duce the WIP average time of the bale inventory from
24 hours to 8 hours. This improvement decreases the
Total Lead Time from an initial value of 2 days (48
hours) to 32 hours.

2. Increase liquid £lling machine uptime from 57% to
70% solving the most important unsterility causes.
This can be done by involving the £lling machine
manufacturer in some updating and maintenance
tasks, implementing TQM and installing new visual
controls at the plant.

3. Implement a new cell for the sealing/caping/labeling
activity to smooth the line, establishing cleaner and
more organized work areas (with the 5S method) and
avoiding unnecessary material and operator move-
ments.

CONCLUSIONS AND FUTURE WORK
Simulation has been used in the past for training and edu-
cation in the context of Lean Manufacturing, but it is not
usually considered as a lean tool.

In this work a simulation framework based on Matlab
and Simulink, LeanSim, has been presented. The £rst
goal of this framework is to demonstrate that simulation
can bring important bene£ts to lean initiatives allowing the
identi£cation, de£nition, evaluation and prioritization of
the improvement actions.

The £rst version of the LeanSim framework has been de-
signed to support Value Stream Map projects. A VSM di-
agram presents only a static view of the process and fails

in capturing the dynamic interactions between all the in-
volved agents. Simulation adds the fourth dimension to
VSM, time, transforming a static snapshot on a much more
complete and powerful what-if analysis tool. It allows the
lean team, not only to determine which improvements can
move the system towards the desired state, furthermore, to
quantify the amount of improvement that can be expected.

All these advantages have been illustrated with a real
case based on a VSM project in an enriched milk manu-
facturing process. The LeanSim framework has demon-
strated to be a useful decision-making tool in fast improve-
ment events, avoiding exclusively human-dependent deci-
sions based only on qualitative methods and past experi-
ences.

We are currently working in many interesting lines re-
lated to this work. The LeanSim library is being completed
with new blocks, templates and functionalities in order to
improve its usability in VSM projects and to support an-
other lean methods. And when the library is £nished, our
intention is to create a website where it can be freely avail-
able for download and for receiving feedback from users.
Finally, we are developing a methodology to model manu-
facturing processes on multiple levels of detail using hier-
archical modeling with the LeanSim framework.
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ABSTRACT 

This article describes the problem of transformation 
management systems in the area of planning and shop 
flow control of production. The authors present 
practical experience of building dedicated planning 
system and using pull logic of flow simulation in this 
process. The research works were carried out in 
industrial engineering in complex environmental 
conditions of production. This was a, multi-department 
environment specializing in technology, characterized 
by multiple streams of values. The work was focused 
upon the transformation of the production system from 
the push logic of flow to the pull logic of flow and 
building a dedicated system based on the lean 
management approach. 
 
INTRODUCTION 

One of the basic decisions in the production logistics is 
the choice of the proper system of production planning 
and control. This choice directly affects the obtained 
level of stock and customer service and, consequently, 
the financial results of an enterprise.   
Among methods that are worth mentioning (APICS 
1995), (Encyclopedia 2000), (Krajewski Lee and 
Ritzman 1996) there is the traditional method of reorder 
point (ROP), the method of material requirements 
planning (MRP), or Just-in-Time method along with 
Kanban operational tool. The selection of the 
appropriate method depends on many parameters, such 
as complexity and variety of the offered goods, 
repeatability of production and market conditions, e.g. 
changeability and  character of demand (Hadaś and 
Domański 2008), (Hadaś and Cyplik 2007a), (Hadas 
and Cyplik 2007b).  
MRPII system is treated as an efficient tool for 
aggregated planning of production potential (Muhleman 
et al. 1997), (Orlicky 1975), (Wight 1984) and a source 
of information used in various functional areas of an 
enterprise. In the area of material flow it works 
effectively as a tool for scheduling production at the 
main schedule level. The possible changes in schedules 
and incorrect decisions as for the quantity of the 

production batch and supply batch may unfavorably 
affect the total level of stock and the use of company 
potential. At the shop floor level, Just-in-Time system is 
the most effective control tool (Ohno 1995), (Liker 
2003). The Kanban tool, its basic component in the 
production area, makes it possible to keep the low level 
of work in progress (Hadas and Domański 2008), 
(Ohno 1995) and also to maintain the suitable rate of 
production in relation to the demand, by means of 
sufficiently implementing pull logic of flow. In 
particular industrial conditions, the validity of the pull 
concept depends upon numerous factors shown in 
simulations (Hopp and Spearman 2004), (Huang and 
Kusiak 1998), (Kim et al. 2002). In the present article, 
the authors show a case study based on a multi-
department enterprise with numerous streams of values 
and a wide assortment manufactured in the 
technological production structure. A special emphasis 
is put upon work in progress, in the context of customer 
service and resistance to typical disturbances related to 
failure frequency of machines.  
 
DIRECTION OF PRODUCTION SYSTEM 
TRANSFORMATION 

Production Environment Characteristics 

Works on the production planning and shop floor 
control system were started by looking at the current 
functioning mode of the enterprise. This is a traditional 
enterprise, with a hierarchical and centralized planning 
structure, supported by MRP II / ERP system. Long-
term planning (1 year) involves drawing up annual 
forecasts, intended to verify income and expenses and 
roughly balance machine and worker production 
capacity. In medium-term planning (1 - 2 months) 
production and supply schedules are prepared based on 
sales plans and confirmed orders. In short-term 
planning production, launch orders are sent to the 
foundry (a division where the production process is 
initiated). Orders are "pushed" through subsequent 
levels (the "push" logic) up to the assembly (product 
ready for marketing) or processing level (orders to 
partners in the supply chain). Machine workload plans 
are rough and workstations are allocated according to 
the technical specification. The analysis of planning and 
shop floor control revealed a number of problems in 
short and medium-term planning: 
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- low level of plan integration, both vertical 
(management board - managers) and horizontal 
(supply - production), 

- low level of MRPII/ERP implementation 
(ranked as C in ABCD checklist), 

- poor planning discipline (no explicit 
processes). 

In short-term planning and current production control 
the following observations were made: 

- no total value stream vision, 
- frequent conflicts about resources, 
- chaotic “spaghetti ” flow, 
- waste of large batches, 
- changeability of performance priorities.   

The total image of the planning system shows the 
enterprise as an organization with poor management 
decisions (no holistic view), significant decision-
making inertia (many management levels) and local 
optimization activities (production unit level), adversely 
affecting Work-In-Progress (WIP) and the logistics 
service level.  
 
Tailored MRP/JIT (Pull) Planning System 

Changing the enterprise planning system involved: 
- diagnosing organizational conditions and 

opportunities to shape them, 
- formulating planning principles based on the 

“Best Practice” analysis, 
MRP/JIT frame integration project based on the “Lean 
Production” path. 
In the first step, the enterprise organizational conditions 
were identified (see section 4.1); areas for potential 
improvement were discussed. Long-established 
relations with customers and market characteristics 
proved to be of particular importance (e.g. "end-of-
month" syndrome and its influence on the planning 
method). In the next step, planning principles were 
formulated for the enterprise by reviewing the "Best 
Practice" in logistics and supply chain management. 
Key conclusions are as follows:  

- the "pull" planning enhances greater flow 
control in process cells, 

- information on demand in the whole process 
chain should be shared upon arising at any 
chain link, 

- decoupling points should be located based on 
market demands (CTLT and demand 
characteristics). 

These were the chief principles applied in creating a 
dedicated planning system. Transformation involved 
MRP II planning logic (unsatisfactory) and "push" flow 
logic (Fig. 1). 
At this point MRPII system implementation status was 
identified as low (ranked C in the ABCD Checklist); 
hence the decision to use the application for order 
servicing and material requirements planning, in line 
with the MRP logic. The long-term potential was 
balanced by the integrated Sales and Operation 
Planning. S&OP took over the role of MRPII and 

supports the decisions in financial liquidity, balancing 
human and machine resources and planning the supply 
function.  
On the performance level, the main objective was to 
transform the push logic into the pull logic.  

 
Figures 1: The direction of transformation of the 
production planning system (Source: own study) 

 
So far, production orders went to the beginning of the 
production line and were launched in the lead time and 
with the required time buffer. Shifting to the pull 
planning logic required that production be planned and 
launched based on demand in subsequent links in the 
process (and end customer). To this end, the planning 
was redefined (Fig. 2) in the enterprise planning system 
of and optimum decoupling points were fixed for each 
group of finished goods. Next, the planning system on 
the enterprise level (S&OP) was linked with the 
planning system on the level of individual divisions, 
thus creating detailed procedures and instructions. 
 

 
Figures 2: The logic of planning (planning input) in the 
"pull" system of with the aggregate sales and operation 

planning (Source: own study) 
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SIMULATION OF PULL LOGIC FLOW AND ITS 
ROLE IN THE TRANSFORMATION PROCESS  

Context and Aim of the Simulation 

The implementation of the concept of flow according to 
flow logic in the conditions of an operating business is 
not an easy task. Both the board of the company and 
middle-level managers were sceptical as for the key 
issue, i.e. filling the production system with the required 
works in progress and interfacial buffers (between the 
main phases of the production process). Since the high 
works in progress already existed in the system, they 
were identified only with problems. For example, an 
average batch of goods was manufactured within three 
weeks, while according to production times, 2 or 3 days 
would be enough.  
Such a situation results mainly from the lack of 
synchronization of the particular stages of production 
and the applied logic of large batches that generate the 
so called ‘remainders’. An excessive accumulation of 
stocks in the production process was also related with 
the lack of an effective mechanism for their level 
control because the settlements of accounts were made 
in monthly cycles based on inter-department warehouse 
stocks and ready products.  
In these circumstances the aim of the simulation was to 
show to the managers that, in the production conditions 
of a given company, the transformation from push logic 
of flow into pull logic is an efficient solution that would 
reduce the level of works in progress without 
deteriorating the level of customer service.  
 
Construction of the Simulation Model and Its 
Validation 

The mapping of the production process in production 
lines (flow shop) is a relatively easy task. Owing to the 
great similarity of operation times and unitary flow 
through production stands, we observe a typical ‘near to 
one piece flow’ with no recurrences, the so called 
looping or bottlenecks. Both the level of works in 
progress and the length of the production cycle (lead 
time) are easy to estimate.  
In the analyzed case, however, the conditions are more 
complex. The production system is made of machines 
grouped according to technological specialization. The 
group of processed details is characterized by 
technological and organizational similarity at the level 
appropriate to the job shop (0.5 – 0.65). The production 
system is unbalanced because of various unit times and 
preparation-termination times, as well as various duties 
of machines that result from technological operations 
addressed to them and from the so called looping 
characteristic to a production unit of the job shop type.  
 
Assumption for Simulation.  
Constant parameters: 

- unbalanced production system with material 
flow of the ‘job shop’ type (with unbalanced 
load and looping of flow), 

- fixed production programmed (representative 
of typical load), 

- fixed production technology. 
Variable parameters: 

- push or pull logic of flow, 
- quantity of transport batches, 
- size of production buffers, 
- level of production disturbances (machinery 

breakdowns). 
Owing to the number of machines (about 50) and the 
manufactured goods (about 500) , only one stream of 
values (family of products) was selected for the 
simulation along with the dedicated group of machines. 
In order to validate the model in terms of mapping, a 
series of simulations were made according to the 
assumed sequence of changes in flow parameters. The 
aim of the simulations was to estimate the usability of 
the tool as an instrument for investigating multi-variant 
logic of the production flow, and the efficiency of the 
performed correction activities (as for the size of 
buffers) in the conditions of production disturbances.  
The series of simulations were performed according to 
the following schedule: 

- comparison of push and pull logic, 
- change of parameters (size of buffers and 

batches) for the push and pull logic, 
- comparison of push and pull logic in terms of 

sensitivity to disturbances, such as machine 
breakdowns and damages of processed goods, 

- change in flow parameters (size of buffers) in 
order to stabilize the production system 
(increasing its potential as for compensation 
for disturbances). 

The obtained results were next used to estimate the 
validity of the production system mapping and its 
behavior in the variable simulation parameters. 
 
Results of Simulation and their Interpretation for 
the Sake of Implementation Process 

Considering the huge number of obtained reports, the 
paper presents fragmentary results. The total scope of 
research included the period of production program 
implementation that amounted from about 1000 up to 
5232 working hours, depending on the intensity of 
material flow. For the assumed available standard hours 
relating to three working shifts from Monday to Friday, 
this is the period of 11 months. 
The analyzed results are throughput per hour and work 
in progress; the analyses are made for particular details, 
as well as their total value for the whole production 
stream. The results provide basic information about the 
intensity of material flow in the particular reporting 
periods of one workday. The results show that the push 
logic of flow requires higher level of work in progress 
than the pull logic (see: Fig. 3 and 4). 
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Figures 3: Results of PUSH simulation (part) 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figures 4: Results of PULL simulation (part). 
 
The detailed analysis of the particular assortments 
downfall shows that the push logic represents 
production to be put in a warehouse according to the 
assumed production plan. The control of the state of 
buffers shows that what we observe is the typical 
‘pushing’ of works through the production system of 
the enterprise. However, the analysis of the particular 
assortments downfall for the pull logic shows, that the 
production reacts to the customer’s demand with the 
mechanism of cascade-like pulling (stepping 
backwards) starting from the bottom of the value 
stream. The analysis of the state of buffers shows that, 

as assumed in the experiment, we attain the stage of 
buffer filling and the stage of replenishing (local control 
according to the loop, preceding stand – subsequent 
stand).  
Simulations beyond push and pull logic were supposed 
to examine the behavior of the created models in the 
situation of production disturbances, such as machine 
breakdowns and defects of the processed goods 
resulting from the breakdowns. In the experiments 
assumptions were made as for the probability 
distribution of the disturbances and an average time of 
repairs. In order to check the validity of the models, six 
series of simulations were made for each logic of flow 
(push and pull) according to the growing number of 
breakdowns (the article is restricted to presenting only 
representative fragments of results). As the occurrence 
of breakdowns is of probabilistic character (within the 
applied probability distribution), the time of 
breakdowns occurrence as well as their number slightly 
fluctuate for particular simulations.  

 
 

Figures 5: Effect of the process disturbances upon the 
amount of production  made for the mapped  PUSH and 
PULL logic in the selected period (Source: the author’s  

study) 
 
The conducted simulations show both the effect of 
occurrence and scale of disturbances upon the amount 
of production made for the mapped push and pull logic. 
Figure 5 presents slightly better results for the 
production made for the push logic of flow, and its 
slightly higher resistance to production disturbances. 
The differences in the results are not significant (below 
5%) for the industrial practices; yet, they show that in 
case pull simulation, the larger stock of work in 
progress acts as a universal compensator of 
disturbances. The comparative analysis (see: Fig. 6), 
taking into consideration the increase of disturbances, 
makes it possible to evaluate the relative ‘resistance’ of 
the mapped system to disturbances with the given forces 
and occurrence  characteristics for the both analyzed 
logics of flow. 
The results confirm that the production system of the 
push type shows a greater ability to buffer disturbances 
than that of the pull type. Nevertheless, earlier results 
show that it happens at the cost of much higher level of 
work in progress.  

 

Throughput per hour 

WIP – Work In process 

Throughput per hour  

WIP – Work In process 
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Figures 6: Effect of the scale of the process disturbances 

upon the amount of production made for the mapped 
PUSH and PULL logic in the selected period.  

 
CONCLUSIONS AND FURTHER RESEARCH  

In the course of the investigations upon mapping the 
logics of flow, the implementation of the pull concept 
caused the biggest problems. In the industrial practice, 
the system is expected to be characterized by the 
simplicity of operation based on decentralized 
automatic steering. In the practice of simulation, the 
created algorithms of the pull mechanism functioning 
required a few significant corrections (these results will 
soon be published). Therefore, the practical 
observations of the authors are confirmed: pull logic is 
difficult to map in computer simulations.  
Another important aspect was the mapping of looping 
characteristic of job shops with technological 
specialization. The mapping was crucial since it directly 
reflected the investigated production conditions. In the 
course of works on mapping the mechanisms of 
looping, the researchers identified a strong correlation 
between the size of buffers and the size of material 
flows ‘serviced’ by them, and a peculiar feedback 
effect. This effect as well its influence upon lengthening 
the production cycle and level of work in progress will 
be subjected to further investigations. 
From the business point of view, in connection with the 
transformation of the planning logic of an enterprise, 
the result of simulation confirmed the ‘reactive nature’ 
of the solutions based on pull logic in the conditions of 
leveling production plan. The results emphasize the 
need for precise management of the interfacial buffer 
size in order to avoid massive increase in work in 
progress or decrease in the logistics level of service. 
The obtained conclusions were used to design 
operational algorithms of planning and control system.  
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ABSTRACT 

Internet is a key technological change which has 

significant economic effects. This paper tries to study 

the diffusion processes of Internet users in the African 

continent, the region of the world with a wider 

technological gap.  In this sense, the main objective of 

the present research is to predict, ceteris paribus, the 

maximum level of Internet users in the African 

continent, in order to help policy makers and firms to 

adopt the correct policies.   

 

Firstly, it is analyzed whether Internet follows in Africa 

the usual S-shaped diffusion curve which characterizes 

the adoption processes of new Information and 

Communications Technologies (ICT).  

 

Once we confirm that the diffusion of the Internet in 

Africa follows an S-shaped diffusion curve, we 

introduce the historical data of this indicator (published 

by the International Telecommunication Union in its 

2010 World Telecommunication/ICT Indicators 

Database) in SPSS, running a logistic function with 

three parameters. This funtion is explained in the article 

by using MATLAB.  

 

The three parameters included in the logistic function 

offer information on the Internet diffusion speed, slope, 

and the maximum potential percentage of Internet users 

in the African continent. 

INTRODUCTION, MOTIVATION OF THE 

RESEARCH AND LITERATURE SURVEY 

Access to the Internet in Africa should not be considered 

a privilege, but a tool for achieving economic 

development and poverty reduction. Nevertheless, it is 

still a privilege used by 10.9 percent of Africans 

according to the Internet Usage and World Population 

Statistics published by the International 

Telecommunication Union (ITU hereafter). This figure 

represents a 5.6 percent of the world Internet users 

(ITU, 2010). 

 

Estimating the diffusion pattern of Internet in African 

countries and predicting its future (potential) level of 

use, is a very relevant research topic because Internet 

diffusion increases the social knowledge network and 

improves the communication efficiency (Jovanovic and 

Rob, 1989), makes it easier and provides better political 

agreements (Norris, 2001), increases the productivity 

(Brynjolfsson and Hitt, 2003; Dedrick, 2003), and 

allows the less-developed countries to accelerate the 

transition from the traditional methods to the new 

techniques (Steinmuller, 2001). 

 

In his “Status report about the ICT in Africa”, Mike 

Jensen explains that the digital divide is larger in Africa 

than in other regions of the world, because of the lack of 

ICT infrastructures and the brain drain that deteriorate 

the technological skills of the African society. 

 

On this issue, Castells (2006) argues that “differences in 

Internet access among countries and regions in the world 

are so considerable that they actually modify the 

meaning of the digital divide, and the kind of issue to be 

discussed”. 

 

The digital divide has been an important research topic. 

The most important studies are those by Pohjola (2003) 

and Caselli and Coleman (2001). These authors explain 

that the main digital divide is due to the heterogeneity of 
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personal computers and the differences of Internet 

diffusion worldwide. 

 

But what is much more important is not the access to 

ICT in the narrow sense of having a computer on the 

desk, but rather in a much wider sense of being able to 

use ICT for personally or socially meaningful ends 

(Warschauer, 2003). 

 

Up to the date, there are not academic papers modelling 

Internet diffusion in Africa. Most of the scientific papers 

on Internet in African countries focus on the digital 

divide and the determinants of the Internet use. Out of 

the specialized literature, the article published by 

McKormick (2002) is outstanding. In “The Internet 

access in Africa: A critical review of public policy 

issues”, McKormick explains that at the end of 1996 

only eleven of Africa’s fifty-four countries had local 

Internet access, but by early 2000 all of the countries 

had secured access, at least in their capital cities.  

 

Banji and Kaushalesh (2005) offer one of the most 

important sub-regional studies on the Internet diffusion 

in Africa. By developing a cross-country analysis, they 

confirm the crucial importance of telecommunication 

infrastructures. In this sense, these authors prove the 

existence of a high positive correlation between 

telephone density and Internet use, irrespective of the 

per capita income level of each country. 

 

The present study is based on the theory developed by 

Rogers (1962) in his book “Diffusion of Innovations”. 

This author examines the way in which the diffusion of 

innovations takes place, and on the researches by 

Andres (2008:7) and Massenot (2008:6) who explain 

that the Internet diffusion process follows an S-shaped 

curve, thus confirming the ideas initially proposed by 

Rogers. 

 

Although there is not abundant bibliography on the 

Internet diffusion models, the understanding of these 

difussion patterns would help to predict its future 

evolution in countries characterized by very different 

socioeconomic conditions and telecommunication 

infrastructures (Dutta et al., 2003).  

  

In this respect, Martin (2000: 170-189) proposes a 

technological diffusion model for Internet based on the 

“value creation law” proposed by Briscoe (2006). 

However, other authors like Pohjola and Kiiski use the 

Gompertz model to study the Internet diffusion process. 

 

Cuberes (2007) carries out an empirical study of the 

Internet diffusion process in different countries during 

the period 1990-2004. In the first part of this article, 

Cuberes demonstrates empirically, at an aggregate level, 

that this process is characterized by an S-shaped pattern. 

In the second part, Cuberes shows that Internet diffusion 

processes follow an S-shaped curve both in the 

developed countries and in the developing ones. Finally, 

in order to reduce the digital divide, this author stresses 

the importance of implementing new policies to 

liberalize the telecommunication markets in the less 

developed countries. 

 

Telecommunication markets, and specially the Internet 

market, are growing very fast with continuous 

innovations due to massive investments into terrestrial 

fibre backbone infrastructure to take the new bandwidth 

to population centers in the interior and across borders 

into landlocked countries. For instance, large parts of 

Africa gained access to international fibre bandwidth for 

the first time via submarine cables in 2009 and 2010, 

and more cables are expected to go online in 2011 

(Lange, 2010). 

 

Although technological changes are inherent to Internet 

evolution, in this paper we assume the ceteris paribus 

hypothesis, what carries with an error given that it is 

foreseeable that this abstract conceptual hypothesis will 

not be kept in the future. In fact, what we do want to 

demonstrate in this research is the crucial importance of 

breaking the ceteris paribus hypothesis via public and 

private investments. A higher level of investment in the 

future growth and development of the African Internet 

market will have as main effect, a higher level of 

Internet users’ percentage, and the increase in the 

percentage of African Internet users would imply, on 

one hand, more clients and profits for companies and, on 

the other hand, new means for policy makers to 

collaborate with the achievement of the UN Millennium 

Development Goals. More specifically, the achievement 

of the goal number eight: “Develop a global partnership 

for development”.  

 

Within this eighth goal, the Target 8F establishes: “in 

cooperation with the private sector, make available the 

benefits of new technologies, especially information and 

communications”. This particular target is monitored by 

three indicators: telephone lines (per 100 people), 

mobile cellular subscriptions (per 100 people), and 

“Internet users” (per 100 people). (UN, 2000). 

 

On 17
th

 December 1998, the General Assembly of the 

United Nations adopted the resolution 53/202, by which 

it decided to designate the fifty-fifth session of the 

General Assembly, which was opened on 5
th

 September 

2000, as “The Millennium Assembly of the United 

Nations” and to convene a “Millennium Summit of the 

United Nations” from 6 to 8 September 2000. 

  

Ten years after the UN’s Millennium Development 

Goals, adopted during the Millennium Summit of the 

United Nations, many of these objectives have not been 

achieved. In this respect, it is possible to observe the 

evolution of the internationally agreed development 

goals in the following two reports: the 2005 General 

Assembly Outcome Document (UN, 2005) and the 
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Millennium Development Goals Report 2010. It must be 

said that the 2010 UN Summit on the Millennium 

Development Goals concluded with the adoption of a 

global action plan to achieve the eight anti-poverty goals 

by their 2015 target date (UN, 2010). 

 

Taking into consideration the indicator under study and 

the geographical area of study, it is even more relevant 

to analyze the World Telecommunication/ICT 

Development Report 2010 –Monitoring the WSIS 

targets: A mid-term review published by the ITU, which 

is the leading United Nations agency for information 

and communication technology issues, and is committed 

to connecting the world. 

 

ITU has a high commitment with development; in fact, 

one of its three main divisions is the ITU 

Telecommunication Development Sector (ITU-D). 

 

Some ITU-D key activities are:  

 

 Cybersecurity: Building confidence and 

security in the use of ICTs.  

 Saving lives: Telecommunication is critical at 

all phases of disaster management.  

 Accessibility: Achieving equitable 

communication for everyone.  

 Partnerships: Working together for results!  

 Connecting the Unconnected by 2015: Actions 

in all regions. 

 

The World Summit on the Information Society (WSIS) 

was held in two phases. The first phase took place in 

Geneva hosted by the Government of Switzerland from 

10 to 12 December 2003, and the second phase took 

place in Tunis hosted by the Government of Tunisia, 

from 16 to 18 November 2005 (WSIS, 2005). 

 

Within the connectivity targets of the WSIS, ITU set an 

Internet connectivity target of a 50 percent of the global 

population. 

 

ITU Program “Connect the World”, campaign which is 

aimed at “connecting the unconnected by 2015”, aims to 

mobilize human, financial and technical resources for 

the implementation of the connectivity targets of the 

World Summit on the Information Society (WSIS) and 

the Regional Initiatives adopted by Member States at the 

ITU World Telecommunication Development 

Conference 2006. 

 

ITU and partners are organizing a series of regional 

Summits to mobilize resources and forge partnerships. 

The Connect Africa Summit, the first in the series, was 

held in Kigali, Rwanda in October 2007. 

 

Connecting Africa aims to mobilize the human, financial 

and technical resources needed to expand ICT 

infrastructures and services. Fifty-five billion USD were 

committed at Summit, and leaders set the following 

ambitious goals: Connecting capitals with broadband by 

2012, rural communities by 2015, plus enabling 

environment, capacity building, applications and 

services (ITU, 2007).  

 

The ITU website contains the 2008, 2009 and 2010 

reports on “Connect Africa Follow - Up Activities” 

(www.itu.int/ITU-D/connect/africa/2008/index.html).  

 

Within the framework of “Connect Africa”, ITU 

Telecom Africa 2008 served as a major networking 

platform for Africa’s top ICT names to come together 

and focus on core issues relating to ICT expansion 

across the region. ITU Telecom Africa 2008 

encompassed an exhibition featuring the latest 

technologies and innovations, and an extensive forum 

that explores key technologies, policies and applications 

driving Africa’s ICT sector. 

 
 

METHODOLOGY 

Since the publication of “Diffusion of the 

innovations” (Rogers, 1962), specialized academic 

literature tries to search for regularities and patterns 

that serve as the foundations for the prediction of the 

future adoption of new technologies by the society. 

Most widespread and contrasted opinion is that this 

adoption process follows a pattern of behavior 

represented by a logistic S-shaped curve. 

 

 

Figure 1. S-shaped diffusion curve: Percentage 

and maximum penetration of technology  

 

Following the mainstream of specialized academic 

literature we try to model the diffusion process 

represented in the previous figure. To this aim, we use 

the Statistical Package for Social Sciences (SPSS). 

Besides visualizing the evolution of the data series, 

SPSS allows us to obtain precise and detailed 

statistical information. In other words, after 

introducing the corresponding logistic function to 

estimate the percentage of Internet users, this 
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statistical program allows us to get a numerical and 

graphical prediction of the future evolution of this 

variable. Moreover, SPPS allows us to calculate, 

ceteris paribus, the maximum (potential) percentage 

of Internet users that could be achieved over time. 

 

Lopez et al. (2006) define a generalized logistic 

model by using a function whose behavior depends on 

the values adopted by the adjustment parameters.  In 

2005, the same authors carried out a very interesting 

compilation of the most representative models inside 

the logistic family of diffusion models. 

 

In their publication “Diffusion of the Internet”, 

published by the World Bank in December 2007, 

Andres et al. present a formula based on the logistic 

model. This formula has a higher adjustment capacity 

which significantly overcomes the prediction level of 

the previous models.      

   

Due to the higher prediction capacity of the formula 

developed by Andres et al. (2007), both in the 

developed and in the developing countries, we use 

this last expresion. 

 

Therefore, following Andres et al. (2007) the formula 

that will be used to determine the Internet difussion 

process, as well as to predict its maximum (potential) 

level, will be:   
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To calculate the parameter values, we need to introduce 

in the previous expresion the historical data series of 

Internet users. To that aim, we use the “Internet users 

per 100 inhabitants” indicator from the World 

Telecommunication/ICT Indicators Database CD-ROM 

(14th edition, 2010). 

  

The data series used to calculate the average percentage 

of Internet users in the African continent have been 

obtained from a set of 41 African States. 

 

The growth and diffusion phenomena over time can be 

modelled by S-shaped curves. There are many families 

and subfamilies of S-shaped curves, and it is not trivial 

to opt for one that allows us to accurately predict the 

technology diffusion phenomena. 

 

One of the studies clarifying the matter is the one carried 

out by Lopez (2007), where there is a classification of 

the logistic family of curves based on the number of free 

parameters and their interrelation. The data set from 

ITU for African countries exhibit an S-shaped curve 

behavior.  

 

To understand the reasons for this behavior, it is firstly 

necessary to know the specific function, its origin and 

parameters. The family of basic logistic functions is 

described by the first-order nonlinear differential 

equation: 

( ) . ( ).( ( )) (1)
d

y t k y t L y t
dt

   

 

Where L is the long-term convergence and k is the 

positive feedback gain. The corresponding solution is 

given by: 

 

( ) (2)
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Where C is an integration constant determined by the 

boundary conditions. Rearranging terms, it is possible to 

get a more compact and convenient formulae that we 

will use to estimate the nonlinear logistic regression with 

SPSS: 
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The parameters δ0, δ1 and δ2 can be estimated and have a 

very precise meaning within the expression. 

 

They are strongly linked to the phenomenon of diffusion 

we try to explain and predict: 

 

 δ0: This parameter determines the long-term 

behavior of the function. Analyzing the 

function when time goes to infinity, we note 

that the function tends asymptotically to δ0: 

0lim ( ) (4)
t

y t 


  

 

Referring to the differential equation (1), we 

find that δ0=L. This parameter is very important 

because some high-quality data allow us to 

obtain the long-term rate of technology 

diffusion. As we shall see, the increase rate is 

directly related to this parameter. 

 

To facilitate the understanding of the influence 

of δ0, figure 2 shows the long-term evolution of 

the S-shaped curve for several δ0 values. 
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Figure 2: Long-term evolution of the S-

shaped curve for several values of δ0  

 

  δ1: This parameter controls the time shift of the 

curve. It allows us to compare a particular shift 

of the curve with others. Thus, we can see 

where the penetration of a technology begins to 

be relevant to other countries. Referring to the 

differential equation (1), we find that 

1 log L C    . The inflection point of the 

curve is determined by this parameter, as we 

can see: 
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To facilitate the understanding of the influence 

of δ1, figure 3 shows the time shift for several 

values of  δ1. 

 

Figure 3: Time shift for several values of δ1 

 

 δ2: Finally, this parameter determines the 

growth rate of the curve. Thus, the higher the 

value of δ2 the faster will be the asymptotic 

approach to δ0. This parameter can also be 

written in terms of the differential equation (1), 

so that 
2 L k   . The growth rate is due not 

only to δ2. If we find the point of maximum 

growth of the S-shaped curve at the point of 

inflection and we analyze the slope of the curve 

at that point, we will find that: 
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The result of the last expression is straightforward: The 

interdependence of the parameters shown in equations 5 

and 6 makes the basic logistic function a good predictor 

of the “saturation point” for a given set of initial 

conditions.  

 

This allows us to foresee not only the behavior of the 

rate of Internet penetration in a certain continent or 

country, but also to predict, ceteris paribus, what will be 

the maximum penetration level. 

 

Finally, to summarize and to emphasize the importance 

of the combined influence of δ0 and δ2 in the overall rate 

of the Internet diffusion, figure 4 represents the 

combined effect of these two parameters for different 

values of δ2. 

 

 

Figure 4: Slope at the inflection point is directly 

related to δ2. The combination of δ0 and δ2 gives the 

overall rate of diffusion. 

 

RESULTS AND CONCLUSIONS 

 

This section shows graphical and statistical results of the 

Internet S-shaped diffusion path. These results were 

generated by using SPSS.  

 

Figure 5 shows the historical evolution of this indicator 

in different regions of the world. Due to the existence of 

enormous divergences in the rate of Internet penetration 

among these regions, it is not very intuitive to infer that 

the diffusion process of Internet in the African continent 

responds to an S-shaped behavior pattern.  
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Figure 5. Comparison of Internet S-shaped diffusion 

in different world regions. 

 

Once we represent only the African curve, then it 

becomes clear that there is also an S-shaped diffusion 

pattern in Africa. 

 

The main reason of this apparent contradiction is that in 

the African continent Internet is still being used only by 

innovator-early-adopter people, while that in other 

regions of the world Internet is used by the majority of 

the population. In other words, Internet diffusion rates in 

all the regions of the world show an S-shaped behavior 

pattern. However, each of these areas are in different 

phases of the diffusion process. 

 

 

Figure 6. Internet S-shaped diffusion and prediction 

of future Internet users´ percentage in Africa. 

 

Figure 6 not only shows the evolution of the Internet 

diffusion process in Africa, it also reflects the prediction 

of the future percentage of Internet users in Africa, 

which is the core added value of this paper. In this 

figure, the black curve represents the historical data of 

the Internet diffusion in African countries, while the 

grey line reflects the prediction of the future evolution 

of the Internet difussion process in the African 

continent. 

 

Table 1 contains the information concerning to the 

estimated parameters of the Internet diffusion model per 

regions. By using SPSS we have predicted the maximun 

(potential) percentage of Internet users not only in 

Africa, but also in Latin America, the European Union 

(15 States), and the USA and Canada. 

 

The estimated parameters of the Internet diffusion 

model per regions can be observed in the following 

table. 

 
Estimated parameters of Internet diffusion model per regions 

Region δ0 δ1 δ2 R2 

Africa 8.199  -5.903 0.440  0.999 

Latin America 39.596  -5.356 0.352  0.990 

EU – 15 States 67.086  -5.672  0.472  0.999 

USA&Canada 72.956  -5.101  0.498 0.997 

Table 1. Estimated parameters of the Internet 

diffusion model per regions 

The most relevant results of the estimated parameters 

included in table 1 is that, ceteris paribus, the maximun 

percentage of Internet users (represented by δ0) will be 

an 8.199 percent in Africa, a 39.596 percent in Latin 

America, a 67.086 percent in the European Union of 15 

States, and a 72.956 percent in USA and Canada. 
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ABSTRACT 

Successful organisations are interested in achieving their 

business policy and goals, ideally with minimal financial 

expenses. Process Management approach is an effective 

way to meet the goal. There are two groups that are 

focused on the field of process standardization: Object 

Management Group and Workflow Management 

Coalition, each of them focuses on the process 

standardization from a different point of view. For 

solving complex issues it is effective to combine both 

approaches. That is the reason why this paper shows 

new Process Framework for Emergency Management 

which can describe precisely the process deployment in 

the area of emergency management taking into account 

its process oriented methodology and complex 

architecture. The correctness of the Process Framework 

is guaranteed by continuous verification, validation and 

optimization of emergency processes. Applicability of 

the solution is shown on a case study that simulates 

progress of an emergency situation in the real 

environment. 

 
INTRODUCTION 

Emergency Management (EM), sometimes called 

disaster management, is a discipline of dealing with and 

avoiding risks. It is a discipline that involves preparing 

for a disaster before it happens, disaster response, as 

well as supporting and rebuilding the society after a 

natural or a human-caused disaster occurs. In general, 

any EM is a continuous process in which all individuals, 

groups and communities manage hazards in an effort to 

avoid or ameliorate the impact of disasters resulting 

from the hazards (Mak et al. 1999; Rüppel and 

Wagenknecht 2007). Effective EM relies on thorough 

integration of emergency plans at all levels of 

government and non-government participants (Fiala and 

Ministr 2007). 

Process Management (PM) is a field of combining 

management and technology focused on aligning 

organizations with the requirements and needs of clients 

(Kubíček et al. 2010; Řepa 2007). It is a complex 

management approach that promotes business 

effectiveness and efficiency while striving for 

innovation, flexibility, and integration with technology 

(Jain and McLean 2003). PM attempts to improve 

processes continuously. It could therefore be described 

as a process optimization process. 

 

Principles of the Emergency Management 

The organisation of the emergency management varies 

between the EU and US. However, there are still 

important commonalities. The nature of emergencies 

means that all levels of government (federal, state, 

regional or local) and all sectors of society are 

responsible for dealing with them (Diehl et al. 2006). 

There generally exists a Bottom Up approach for 

requests for resources support that travel upward until 

appropriate resources are ensured and the incident 

stabilised. Each country has different legislation, 

procedures and obligatory documents to be followed 

within the EM process (Mak et al. 1999). There also 

exists no universal terminology within EM, not only 

internationally but even within the agencies across all 

government levels. 

Coordination of Activities within the Emergency 

Management System is done at three levels, Tactical, 

Operational and Strategic (Rektořík 2004), and is 

corresponding with the generic conclusion defined by 

Orchestra (Klopfer and Kanellopoulos 2008). 

The Strategic Level of the Rescue and Liquidation 

Works (RaLW) management is realised by standing or 

temporary coordinating authorities of the administration, 

region commissioners and Ministry of Interior – General 

Management of the Czech Republic Fire Rescue Corps. 

On the Operational Level, permanent coordination and 

cooperation within and between individual Integrated 

Rescue System (IRS) components takes place; this 

includes operational centres of the basic IRS 

components (Fire Rescue Corps, Police and Medical 

Rescue Service) and dispatching centres, standing 

services, and oversight centres of distributive and 

emergency services. The Operational and Informational 

Centre manages cooperation within the RaLW with IRS 

documentation. 
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The Tactical Level includes activity coordination at the 

place of intervention and cooperation of IRS 

components. The intervention commander proclaims the 

appropriate Level of Alert, which predetermines the 

needs of the Forces and Means for the RaLW. The 

intervention commander organises the RaLW based on 

consultation with IRS component leaders; he or she also 

follows the document Model Action Activities of the IRS 

Components at the Common Intervention. 

 

Principles of Process Management 

Nowadays, there are two significant streams in the field 

of Process Management: i.e.  Business Process 

Management presented by Object Management Group 

(OMG) and Workflow Management, which was 

originally created by Workflow Management Coalition 

(WfMC). 

Business Process Management (BPM) is based on the 

observation that each product that a company gets to the 

market is the result of a number of performed activities 

(Weske 2007). Business processes are the key 

instruments to organize these activities and to improve 

the understanding of their interrelationships. Information 

technology deserves an important role in business 

process management, because more and more activities 

that a company performs are supported by it (Rüppel 

and Wagenknecht 2007). Business process activities can 

be performed manually or with a help of information 

systems (Sell and Braun 2009). BPM activities can in 

general be grouped into five categories (phases): 

Design, Modelling, Execution, Monitoring, and 

Optimization. They are related to each other and 

organized in a cyclical structure, showing their logical 

dependencies. 

Workflow Management is built on architectural 

representation of a workflow management system called 

Workflow Reference Model, that is developed by 

WfMC. It identifies the most important system 

interfaces, covering broadly five areas of functionality 

between a workflow management system and its 

environment (Hollingsworth 2004). 

 

Process Management and Business Processes are 

generally used to solve issues related to EM (Kubíček et 

al. 2010; Sell and Braun 2009; Vondrák 2008). The aim 

of this paper is to define Process Framework for 

Emergency Management, which allows more effective 

and complex process support for EM. During the 

deployment of processes there is also necessary to 

guarantee their overall quality (Jain and McLean 2003). 

Hence the paper describes methods to assure quality of 

processes, i.e. verification and validation (Sargent 

2005). Continuous improvement of processes by process 

optimization is also very important (Rüppel and 

Wagenknecht 2007). Practical use of the Process 

framework, together with methods of process quality 

assurance is illustrated on the case study that describes 

an accident of a vehicle transporting dangerous goods. 

 

PROCESS FRAMEWORK FOR EMERGENCY 

MANAGEMENT 

Process Framework for EM is a new progressive view 

on process support of organizations in the private and 

public sector. It is created for the purpose of better 

understanding of issues that are connected with process 

deployment in the specific area of interest. The model 

covers not only process related issues, but also issues 

related to emergency management. Deep analysis of 

current solutions and approaches (Diehl et al. 2006; 

Klopfer and Kanellopoulos 2008; Sell and Braun, 2009) 

shows, that just this unifying view on process 

deployment is missing. Despite the fact, that the model 

is focused on the emergency area issues, the idea of 

creating a process framework is general and could be 

used also in other areas of expertise, where a complex 

and global view on the area of interest is needed. The 

general purpose of the model is given by two main 

views on the process issues, which are Methodology 

view and the global Architecture view. 

 

Methodology 

The first view is created by process oriented 

methodology. The main goal is to continuously improve 

process, which is the same idea as Deming cycle. This 

view is based on the Business Process Management life-

cycle (Weske 2007). In order to talk about process-

oriented methodology, it is necessary to meet certain 

characteristics. The methodology consists of five basic 

phases, where every phase is further process 

decomposed. Namely there are these phases: Defining, 

Modelling, Configuration, Execution/Monitoring, and 

Optimization. The methodology contains user roles, 

which are necessary for correct progress of the process 

and the roles show responsibilities for the particular 

processes (Ludík and Ráček 2008). The roles are not 

just the ones focused on the ICT view of process 

deployment, as is the role of Analyst, Designer and 

Tester, but there are also roles for emergency 

management. Namely it is Intervention Commander, 

Operator of the Regional Operating Centre and last but 

not least specific Rescue Units. The next essential part 

of created methodology are individual work products, 

either input or output. Some of these artefacts are 

included into the process framework. There are primary 

phases like Defining, Modelling, Configuration and 

Monitoring. Executing and Optimization phases are 

described from a different point of view. Process 

execution is analysed from the view of tools that are 

needed for execution of modelled process instances. On 

the other hand the optimization phase is focused on 

techniques and options of process reengineering. The 

Fig. 1 shows on the left side the general process oriented 

methodology. 

 

Architecture 

The second part of the process model is created by 

process oriented architecture. It is based on WfMC 
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principles and primarily focused on software tools 

required for process deployment into organisations. The 

major task is to define suitable interfaces for 

communication among individual components of 

architecture (Hollingsworth 2004). The architecture 

view is situated on the right side of the process 

framework. The main parts of the system are described 

from the view of software tools or hardware components 

use. Particularly that are parts like Workflow 

enchantment service, Client Application and Invoked 

application. The view is completed with issues of 

emergency management and because of this the model 

contains also components like Map Server, 

Metainformation Catalogue and various hardware 

devices or user interfaces that are necessary to manage 

specific crisis situations (Kozel 2007). The architecture 

view guarantees that outputs from individual phases of 

the methodology meet certain criteria and standards to 

use them in the next phase. The aim of the view is to 

create a global architecture that will serve as the 

essentials for modelled process instances deployment so 

that these instances could cooperate with other services 

and tools within clearly defined interfaces. Particular 

example of the architecture is shown on the Case Study 

(Fig. 4). 

 

Unifying View 

The Fig. 1 shows, that each of this two views covers 

another part of the spectrum needed for depth process 

analysis used in the emergency management. In some 

parts of the model there should be given more emphasis 

on the procedures and defined processes arising from 

the legislation and methodologies related to crisis 

management (Optimization and Defining). The process’ 

architecture and clearly defined interfaces among the 

components are important to enable fast and effective 

communication among them (Client Applications, 

Invoked Applications, Other Workflow Enactment 

Service). The created process framework for emergency 

management contains also parts, where the methodology 

and architecture views overlap. In these parts, both 

views have to be taken into account to better understand 

the research issues. Especially it is very important in the 

Modelling phase of the methodology to determine how 

the modelling process will proceed and what are the 

specifics, keeping in mind that the resulting processes 

should be efficient, transparent, and also in the future 

simply sustainable (Řepa 2007). On the other hand, 

software tools are also very important. It is necessary 

that the modelled processes could be easily readable for 

ICT users as well as for crisis managers. The main 

advantage of this approach is independence on 

particular software modelling tools. It is often necessary 

to use various software tools and combine them, whether 

for modelling, simulation or even possible optimization 

(Kubíček et al. 2010). It is obvious that the resulting 

interoperability between used tools plays a key role. 

 

QUALITY ASSURANCE OF BUSINESS PROCESS 

The Process Framework for Emergency Management 

provides guidance on how the processes can be 

effectively deployed in the field of emergency 

management. Application of the process framework 

shows that ensuring the overall quality of the modelled 

processes must be an integral part of the framework. For 

this purpose, the techniques of verification, validation, 

and optimization of the processes are used as well as 

case studies in the real environment. The verification 

 
 

Figure 1: Process Framework for Emergency Management 
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process allows checking the output of the individual 

process framework phases and validation allows 

checking the completed automated processes in regard 

to customer’s needs and requirements (Reijers 2003, 

Sargent 2005). At the same time, continuous 

improvement of the processes is extremely important 

because it provides organizations with a significant 

competitive advantage. Effective solving of emergency 

situations is critical and therefore it is required to verify 

the functionality of the automated processes in the case 

studies. 

 

Verification and Validation 

Verification and validation (Sargent 2005) enable 

continuous monitoring and testing of any software 

projects. Therefore, it is useful to apply them in the 

automation of emergency management processes. From 

the view of the process framework for emergency 

management it is appropriate to use verification and 

validation in the first three phases of Process Oriented 

Methodology. The phases are called: Defining, 

Modelling and Configuration (see Fig. 2). 

The base of successful information system design is to 

understand customer’s needs and requirements which 

are analysed in the Defining phase. This is a challenging 

process since the customers are not often able to specify 

clearly their needs. The result of this phase is a list of 

business requirements the new system has to meet. The 

list contains identified production, supporting and 

managerial processes. The identified processes are 

essential for the subsequent phases. It is necessary to 

verify whether the final list of requirements is in 

accordance with the relevant legislation and the 

organisation policies. Subsequently, it is appropriate to 

validate the requirements by the customer. 

The following phase is modelling. Its aim is to model 

the identified processes to meet the costumer’s demands. 

The output of this phase are complex process diagrams 

suitable for subsequent automation. The modelled 

processes need to be verified whether they meet the 

business requirements. Validation of this phase 

represents the customer’s approval of the processes. 

Verification and validation is done by the process 

simulation techniques. These techniques detect possible 

defects or bottlenecks in the modelled processes and 

also illustrate the flow of business processes to the 

customer (Reijers 2003). 

It is appropriate to use verification and validation 

techniques also in the Configuration phase. The output 

of this phase are automated processes that can be 

deployed to the Workflow Enactment Service. Testing 

and verification check the functionality of the automated 

process with regard to the process models. The customer 

verifies the functionality of created process-oriented 

system and this validation is critical for this phase. The 

validated system can be then deployed into business 

environment. 

 

Optimization 

To keep the competitive advantage it is not enough to 

deploy business processes but also to monitor and 

optimize them continuously. Process optimization is a 

discipline of adjusting a process so as to optimize some 

specified set of parameters without violating any 

constraints. The most common goals are minimizing 

costs and maximizing throughput and efficiency. This 

leads to a long-term sustainability. Continuous 

improvement is therefore crucial. Processes can be 

improved not only in the Optimization phase but also in 

the Defining, Modelling or Monitoring phase (Fig. 2). 

The first process improvement is possible in the 

Defining phase. Customer describes the current 

processes ("as-is" processes) in the company to a 

business analyst. Some of the processes can be 

improved at this stage. Process automation gives space 

to a better process specification ("to-be" processes). It is 

not easy to change company processes, therefore it is 

necessary to get an external examination of the 

suggested changes by a member of the organization 

management who is not part of the project team. 

The Modelling phase is the next stage where it is 

appropriate to optimize processes. Simulation is one of 

the techniques suitable for redesign support. The 

simulation of business processes helps to understand, 

analyse and design of processes. The designed and 

redesigned processes can be evaluated and compared 

during a simulation. The process simulation allows us to 

detect defects of proposed processes before they are 

deployed into real working environment (Vondrák et al. 

2008). The optimized process is automated and 

deployed on a process engine. 

Monitoring phase follows. Information about individual 

 
 

Figure 2: Quality Assurance of Business Process 
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process instances is collected during this phase. It is 

possible to monitor progress and performance of 

individual process instances via the Key Performance 

Indicators (KPI). In this phase the process can be 

optimized by business rules which allow better 

reflection of the real world conditions (Mak et al. 1999). 

Another possibility to improve the running process is the 

modification of users’ roles and rights. 

The last phase of process framework is Optimization. 

This phase is suitable for comprehensive changes in 

business processes. These changes are supported by 

detailed analysis of data gathered during the monitoring 

of process instances. Statistical methods or process 

mining techniques are used for this purpose. Based on 

the obtained results, continuous or radical process 

improvement can be applied. Continuous improvement 

is represented by the Total Quality Management and 

radical improvement by the Business Process 

Reengineering (Davenport 1993). 

 

CASE STUDY 

This paper focuses on the tactical level of cooperation – 

activity of the intervention commander and decision-

making support during the organisation of intervention 

in the model situation called Accident of a vehicle 

transporting dangerous goods. The principal aim of this 

research is a cross-connection of process modelling and 

adaptive visualisation in the field of emergency 

management. The proposed solution is targeted on 

support of the intervention commander activities during 

the response phase of the accident of a vehicle with 

dangerous goods. 

 

Process Support of the Intervention Commander 

The event Accident of a vehicle transporting dangerous 

goods can be seen in complex view represented by the 

UML (Unified Modelling Language) Use Case Diagram. 

It is a basic view of the defining phase of process 

framework. The main purpose of the Use Case Diagram 

is to find and document modelled business requirements. 

Created diagram is verified and approved by user’s 

validation. Diehl et al. (2006) used UML to model 

actors and relations between them with respect to 25 

disaster management activities as specified in the 

Netherlands. They described and formalised selected 

measurements that might be needed if dangerous 

substances are released in different environmental 

conditions (air, water, soil, and surface). We are 

following similar procedure where each Use Case is 

based on analyses of the EM procedures in the Czech 

Republic. This model is also applicable for EM in other 

countries, but other actors and use cases would probably 

be administered. The border of the modelled system is 

defined by the Czech Fire and Rescue Act. By analysing 

the activities within the event, an actor list is created 

containing different roles that are assigned to persons or 

subjects that use the modelled system. Having 

understood the roles of the individual actors, it is 

possible to start to design the Use Cases. The external 

review of final Use Cases is necessary. 

The Use Case is perceived as the specification of the 

activities sequence that the system or subsystem can 

execute through interacting with external actors. Each 

use case can be specified by a process map (Fiala and 

Ministr 2007) incorporating and defining the activity 

sequences in the particular directives (the modelling 

phase of process framework). A process is a set of 

activities arranged in parts. It creates in a repeatable way  

required output from one or more inputs. To illustrate a 

process map, the use case called Organisation of 

Intervention is elaborated. This directive controlled by 

the intervention commander consists of ten activities 

illustrated in the process map in Fig. 3. In this way, the 

process maps of organisation of intervention are created. 

Subsequently the modelled processes are simulated. The 

simulation reveals bottlenecks and inconsistences. Based 

on the results the processes are optimized. 

During the configuration phase of process framework 

all modelled processes (process maps) are transformed 

to the Business Process Execution Language (BPEL), 

where the individual process activities are assigned to 

the required geoinformation. Within the activities of the 

intervention commander, it is possible to identify 

specific tasks that are more or less spatially dependent 

and thus require geoinformation support. 

To determine what and how to visualise, it is necessary 

to decide what parameters will determine the context in 

which geographic information will be used. In order to 

simplify the application of process framework for 

emergency management, the following parameters were 

selected to define the context: USER – member of Fire 

Rescue Corps, ACTION – organising of intervention, 

SITUATION – accident of a vehicle with dangerous 

goods, DEVICE – TabletPC. Broadly, ACTION and 

SITUATION determine the knowledge that is needed 

 
 

Figure 3: The process map of Organisation of Intervention. 
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for decision-making and thus what to visualise. USER 

and DEVICE specify how to visualise this data, i.e. set 

the visualisation criteria. 

The process formalisation in the BPEL form specifies 

which geoinformation are supposed to be used and finds 

an appropriate way to visualize them. The so-called 

context specific map is used for this purpose and is 

visualised over the background of a topographic base. 

This BASETOPO is a set of topographic features that 

can be reused in other contexts. The BASETOPO is 

defined at several scales – in the application of process 

framework, the use of BASETOPO in large-to-middle 

scale is expected. 

 

Terrain Case Studies 

The case study was led by the researchers of the 

research plan Dynamic Geovisualisation in Crises 

Management and represents business processes 

deployment and their execution and monitoring 

according to the process framework. The case study was 

focused on monitoring processes and testing Contextual 

Web Map Service (CWMS) and also technologies for 

vehicle tracking in a real situation (Friedmannová 2010; 

Kozel 2007), namely during a response phase of a crisis 

since the main scope of the CWMS (and CWMS client) 

is to provide support at the time when a disaster is 

happening. 

During the case study the CWMS client was deployed 

into the complex system that provided support for a fast 

response to a crisis situation (Palas 2010). The system is 

showed in Fig. 4. 

 

 
 

Figure 4: Deployment of the CWMS Client 

 

Each vehicle transporting dangerous substances carries a 

GPS receiver with an accident sensor and a GPRS 

transmitter. All the time the vehicle is  moving, it sends 

its position in regular intervals via GPRS to the database 

that contains positions of all vehicles. When an accident 

happens, a signal alerting the accident is sent to the 

server which handles incoming accident signals. A 

simple PHP script constantly runs on the server. When a 

signal of a new accident is received, the script obtains 

the current position of the crashed vehicle from the 

vehicle-position database. 

Furthermore, the script generates an URL of the CWMS 

client where location and context of the accident in 

parameters are encoded. Such a CWMS client’s URL is 

immediately sent to an operational centre of IRS and 

consequently to on-scene responders for the accident via 

email. 

Having received an email informing about the accident, 

a man in charge clicks the link and the CWMS client 

opens up in a web browser, showing the accident in the 

proper context. Operational commanders in operational 

centres of IRS are likely to use PCs while on-scene 

responders are likely to use PDAs. 

Regardless of the device, the CWMS client requests 

deserved map for the current situation from the Map-

Server via CWMS. Map-Server immediately requests 

required spatial data from Laboratory on 

Geoinformatics and Cartography (LGC) WMS Server or 

Cenia WMS Server and builds the deserved contextual 

map which is sent to the CWMS client afterwards. 

Spatial data for contextual maps including positions of 

tracked vehicles are provided by LGC WMS Server, 

which obtains them from the PostGIS database via SQL. 

Cenia WMS Server provides just aerial photos which 

might be required for several contextual maps. Based on 

the terrain case study results the complex optimization 

of the processes according to the process framework is 

available. 

 

CONCLUSIONS 

The paper introduces a completely new perspective for 

the process analysis and deployment. It integrates the 

current views of organizations as OMG and WfMC and 

designs new and innovative Process Framework for EM. 

A model showed the issue of processes in two 

perspectives, both in terms of process-oriented 

methodology and in terms of process architecture. The 

designed model covers the issues of crisis management, 

which makes the benefits of bridging the two different 

views even more transparent. The created model is a 

supplement with specifics for crisis management and is 

therefore accessible not only to users of IT but also in 

crisis management. 

The functionality of the Process Framework is 

guaranteed by continuous verification, validation and 

optimization of emergency processes. Applicability of 

the solution is also guaranteed by the terrain case study 

that simulates the progress of typical activities of IRS 

that describe the Accident of a vehicle transporting 

dangerous goods in the real environment. 

To complete the Process Framework, it is necessary to 

create and describe a process-oriented methodology, 

which will define actions for the support of processes in 
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crisis management. The second part consists of 

hardware and software analysis. It is also necessary to 

define interfaces between components. The use of 

standards in this area considerably eases the demands 

for interoperability. Functionality and efficiency of 

established methodology and architecture will be 

validated by case studies. Up to this point the proposed 

Process Framework will be considered final and it can 

be deployed in practice, not only on issues related to 

crisis management, but also to other specific areas. 
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ABSTRACT 

Inherited metabolic diseases are rare but may cause 

severe damages if not cared for in time. A neonatal 

screening program, including a first quick test to all 

newborns and a second accurate test for patients with 

positive results, is being planned in Veneto region, 

northeast Italy. A simulation model describing all 

operations has been built and implemented with the 

scope of giving suitable dimension to operating centres, 

in order to care for all revealed pathology within the 

maximum time before they may become dangerous for 

the involved patients. The model is pretty general and its 

application may be extended to changed situation of the 

same region or to other regions. 

 
INTRODUCTION 

The screening is the application of a test to all subjects 

of a population with the scope of identifying a disease at 

the moment when it is asymptomatic. A screening test 

has not the significance of a diagnostic test: it identifies 

a person who appears to be sound but probably suffers 

from a disease among people who do not; people with 

either positive or suspicious result shall be sent to the 

doctor for diagnosis and necessary therapy. 

The idea of an early disease diagnosis and treatment is 

simple; conversely the path, which brings on one side to 

care people for a previously undiagnosed disease and on 

the other side not to damage those who do not need any 

treatment, is not simple. Then in (Wilson and Junger 

1968) leading criteria were fixed to identify pathologies 

for which a screening program is appropriate; such 

criteria were repeatedly updated and are synthetized in 

(Andermann et al. 2008) as follows: 

- the screening program shall meet a recognized need; 

- screening objectives shall be defined from the 

beginning; 

- target population shall be defined; 

- scientific evidence of screening program effectiveness 

is necessary; 

- the plan shall integrate education, evaluation, clinical 

services and management plans; 

- a quality control, which minimizes potential screening 

risks, is necessary; 

- the plan shall assure well informed choices, 

confidentiality and autonomy respect; 

- the plan shall promote screening access and equity to 

the whole population; 

- evaluation plans shall be prepared from the beginning; 

- screening total benefits shall outweigh damages. 

The scope of neonatal screening lays in identifying 

newborns with severe pathologies in order to promote 

appropriate interventions to avoid or to improve adverse 

outcomes (Wilcken and Wiley 2008). 

Biochemical mass test on newborns began in 1960 with 

the adoption of a screening for phenylketonuria, a rare 

congenital metabolism error which, if not treated, leads 

to a severe mental retardation. Gutrie in 1960 developed 

a methodology to measure phenylalanine concentration 

in blood; this test required a few blood drops taken from 

the heel and soaked into a blotting paper now known as 

Gutrie card (Marsden and Levy 2010); moreover it has 

the characteristic of being quickly effected on a large 

sample number. Such a test first became compulsory in 

Massachusetts in 1963, but soon in many states neonatal 

screening test plans took place. Note that the same 

sample may be used for many tests, so that other 

pathologies were introduced in the neonatal screen 

plans. 

In the 90’s the development of tandem mass 

spectrometry brought a great change to neonatal 

screening, as this method permits identification of a 

large number of metabolites from the same sample of a 

few blood drops on the blotting paper, so that the 

screening for 30-40 metabolic pathologies is possible. 

Pilot plans developed in Australia and New England 

studied tandem mass screening effectiveness and 

revealed a higher identification capacity if compared 

with clinical diagnoses (Zytkovicz et al. 2001, Wilcken 

et al. 2003); moreover results showed the advantage of 

better prognosis of identified and precociously treated 

patients. 

Neonatal screening programs with tandem mass 

technology were developed in Australia, Canada, Qatar 

and in the majority of U.S.A.. In Europe 24 states 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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activated such plans, either applied to the whole country 

or limited to some regions (Bodamer et al. 2007). The 

set of screened metabolic diseases is different among the 

various states. 

Even if many papers were written about simulation in 

health care, no paper was found about simulation of 

neonatal screening except (Da Frè 2011). 

 
PROJECT FOR AN EXPANDED NEONATAL 

SCREENING IN VENETO REGION 

A project to execute an expanded neonatal screening in 

Veneto region (northeast Italy), 4,900,000 inhabitants, 

has been recently initiated. Such a project plans to create 

a network which includes two already operating centres, 

placed in Verona (West Veneto) and in Padova (East 

Veneto); the catchment area includes 42 birth centres, of 

which 15 in the provinces of Verona and Vicenza, which 

will refer to Verona, with about 19,000 newborns per 

year, and 27 in the provinces of Padova, Rovigo, 

Treviso, Venezia and Belluno, which will refer to 

Padova, with about 27,000 newborns per year. Probably 

the catchment area will expand to two neighbour regions 

in the future. 

Pahologies to be screened for are listed below; for each 

pathology there is written the official name, the usual 

abbreviation and the priority; high priority pathologies 

are characterized by +++, which specifies that such 

pathologies require beginning the appropriate therapy 

within the first week of life, middle priority pathologies 

by ++, as they require to begin the therapy within the 

second week of life, low priority by +, as they do not 

require any therapy within the first two weeks of life: 

 

Phenylketonuria (PKU) ++ 

Tyrosinemia, Type I (TYR I) +++ 

Citrullinemia (CIT) +++ 

Argininosuccinic Aciduria (ASA) +++ 

Arginase Deficiency (ARG) +++ 

Maple Syrup Urine Disease (MSUD) +++ 

Propionic Acidemia (PA) +++ 

Methylmalonyl-CoA Mutase (MMA) +++ 

Methylmalonic acidemia with homocystinuria 

type C/D (Cbl C/D) +++ 

Isovaleric acidemia (IVA) +++ 

Glutaric aciduria 1 (GA I) ++ 

Very long chain acyl-CoA dehydrogenase 

deficiency (VLCAD) +++ 

Long chain 3-hydroxyacyl-CoA dehydrogenase 

deficiency (LCHAD) +++ 

Medium chain acyl-CoA dehydrogenase 

deficiency (MCAD) ++ 

Short chain Acyl-CoA dehydrogenase 

deficiency (SCAD) +++ 

Glutaric aciduria 2 (GA II)  ++ 

Carnitine palmitoyl transferase 1 deficiency 

(CPT I) ++ 

Carnitine palmitoyl transferase II deficiency 

(CPT II) +++ 

Carnitine-acylcarnitine translocase deficiency 

(CACT) +++ 

Carnitine uptake deficiency (CUD) ++ 

Glycogen Storage Disease Type II (Pompe 

Disease) (GSD II) ++ 

Fabry Disease (FD) + 

Mucopolysaccharidosis I, II, VI (MPS I, II, VI) + 

 

Actions related to neonatal screening for metabolic 

diseases are reported in Figure 1. Within two-three days 

from birth a sample is taken from every newborn; the 

sample is quickly dispatched to the first level centre of 

reference, where it is measured as soon as the machine is 

idle; if the first measuring gives a borderline result, then 

a second measuring is performed; if the result is 

uncertain a new sample is taken immediately, if it is 

related to a premature newborn a new sample is taken 

after fifteen days; if the result is clear and positive, the 

newborn is sent to the second level centre in Padova, to 

make a further test, in order to get an accurate diagnosis 

and to set up a therapy plan; the second level test is 

executed as soon as a free slot is found. Note that first 

level centres are planned to operate for six days a 

week.and the only second level centre for five days a 

week. 

 
THE PROBLEM 

The main concern of Region Health authorities is to find 

the right dimension for the two first level centres, placed 

in Verona and Padova, in terms of capacity, i.e., number 

of measured samples per day, and for the second level 

centre, placed in Padova, in terms of number of tests 

executed  per week. 

It is obvious the capacity shall be decided in order not to 

impose dangerous delays in the processing of samples 

and positive patients, but not to require excessive 

expense by creating overdimensioned centres. Keep in 

mind that the study shall be open to reconsider centres 

dimensioning in the case either the population of the 

catchment area changes, or the catchment area expands. 

Given the variability of birth process and the flexibility 

we require to the model, we chose simulation as the 

most suitable technique to solve the problem; such a 

methodology permits us to know in advance the effects 

of our suggestions without implementing any new 

method in clinical practice; moreover many different 

alternatives can be tested witout any actual experiment. 

 
DATA ANALYSIS 

Data concerning birth process were obtained from the 

local birth records reporting births of year 2009. An 

accurate study revealed that the birth rate depends both 

on the month of the year and on the day of the week: the 

expected amount of births per day is given by a 

regression model expressed by the formula: 
 

µij = α + βi + δj         where i=1,…,12  and j=1,…,7 

 

 

331



 

 

 

Figure 1: Flow Chart of Actions Related to Screening 

 

according to the following parameters: 
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The proportions of births referring to the two centres of 

Verona and Padova are respectively 39% and 61%. 

For what concerns the expected proportions of positive 

results to sample measurements for the various 

pathologies, they are obtained in part from the results of 

screenings operated in other countries or regions and in 

part from clinical studies (Da Frè 2011); as the 

estimated values are strongly different, for every 

pathology a minimal and a maximal proportion has been 

considered, as reported below; note that some 

pathologes are grouped together as their marker is the 

same; the minimum and maximum proportions have 

been treated separately. 
 

PA+MMA+ Cbl C/D 0,0144% 0,0840% 

IVA 0,0156% 0,0213% 

GA I 0,0014% 0,0248% 

PKU 0,0358% 0,0692% 

TYR I 0,0212% 0,0256% 

MSUD 0,0074% 0,0113% 

ARG 0,0037% 0,0057% 

ASA+CIT 0,0072% 0,0122% 

Birth 

First level 
result 

Second level test END 

New sample 

Sample 

Dispatch 

First measuring 

Measuring 
result New measuring 

No borderline 

Borderline 

Uncertain result or 

premature protocol 

Positive Negative 

332



 

 

VLCAD 0,0006% 0,0132% 

LCHAD 0,0030% 0,0048% 

MCAD 0,0042% 0,0283% 

SCAD 0,0156% 0,0254% 

GA2 0,0006% 0,0036% 

CPT I 0,0016% 0,0016% 

CPT II+CACT 0,0012% 0,0192% 

CUD 0,0356% 0,0356% 

GSD-II 0,0390% 0,0390% 

MF 0,38% 0,38% 

MPS 0,0122%  0,0250%  

 

Finally the proportion of repeated tests because of 

borderline measurement result was estimated at 10% and 

the proportion of repeated samples at 2%. 

 
THE MODEL 

A simulation discrete event model of the screening 

process has been built up and implemented in language 

MicroSaint 3.2, available at Paediatrics Department. 

The model implementation graphical representation is 

reported in Figure 2. 

 

 
Figure 2: Neonatal Screening Model. 
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MicroSaint essential objects are only the following: 

- ellipses, called tasks, representing activities, 

connected with time spending and use of 

resources; every  activity is characterized by its 

time distribution, its releasing condition, and its 

beginning and ending effect, which consist in 

sequential codes; 

- striped rectangles, called queues, representing 

waiting lines, characterized by their queueing 

rule; 

- rhombuses, called decisions, which may be of 

three types: multiple, when all following 

activities are performed, tactical, when one of 

the following activities is performed according 

to a condition, probabilistic, when one of the 

following activities is chosen according to 

given probabilities; 

- arrows, representing sequences among 

activities. 

In the model of Figure 2 tasks perform the following 

functions: 

- task 1 initializes simulation and defines all 

coefficients of birth process; 

- task 2 generates newborns in a random 

independent way; 

- task 3 describes time spent between birth and 

sample (rectangular distribution between 2 and 

3 days); 

- task 4  describes time spent to dispatch the 

sample (rectangular distribution between 0.2 

and 1 days) and shares samples between the 

two first level centres; 

- tasks 5 and 7 describe the measurement 

execution in the two centers (which requires 24 

hours) and probabilistically select samples to 

be retested respectively in the two centres; 

retest operations are described by tasks 6 and 

8; capacities of two centres, i.e., maximum 

number of measurement performed per day, are 

to  be stated according to model results; 

measurements are performed for six days a 

week; 

- task 9 describes measurement result 

management: uncertain results and results 

related to premature newborns are addressed to 

task 10 which describes the second sample, 

followed by dispatching and new measurement; 

positive results are addressed to tasks 11 to 29, 

each one related to one pathology, according to 

the given proportions, where the corresponding 

priority is assigned; negative results are 

addressed to task 30 and exit the system; 

- task 31 describes second level centre activities; 

patients related to positive results are enqueued 

according to their pathology priority and get 

diagnosis and treatment protocol; centre 

capacity is to be stated according to model 

results. 

The model performed one run of one year after a warm-

up of one year. The model could be validated by 

comparing the number of generated newborns.with the 

actual one, taken from the Region Health Service 

records. 

 

MODEL RESULTS 

As seen above, model results concern times spent for the 

two tests, related to the centres capacities. 

In a first phase first level centres have been suitably 

dimensioned. In Table 1 there are reported the mean 

times between the sample arrival and the test result 

obtaining, in correspondence of four scenarios, related 

to four different centres capacities (105 and 65, 115 and 

75, 125 and 85, 140 and 90 measured samples per day). 

In the first scenario we observe both centres collapse; in 

the second scenariothe processing times are improved 

but the utilization rate is too high; in the third scenario 

the processing times do not reduce dramatically but the 

utilization rate is acceptable; in the fourth scenario the 

utilization rate is too low; therefore, by observing other 

results too, the chosen dimensioning is 125 and 85, 

which is considered the best compromise for costs and 

service quality; a small percentage of samples requires 

more than 3 days, but that cannot be eliminated because 

of the Sunday closure of the centre. Note that the 

percentage of samples requiring more than 3 days is an 

exact simulation result and not a mean. Other results, as 

for instance utilization, have confidence intervals which 

are not essential as the result is used only as a 

suggestion. 

 

Table 1: First Level Centres Behaviour for Different Capacities. 

 Padova screening centre Verona screening centre 

 1° 

sce. 

2° 

sce. 

3° 

sce. 

4° 

sce. 

1° 

sce. 

2° 

sce. 

3° 

sce. 

4° 

sce. 

Centre capacity (meas/day) 105 115 125 140 65 75 85 90 

Mean time         

All newborns 3,7 1,6 1,5 1,4 13,2 1,6 1,5 1,4 

Newborns without re-test 3,6 1,5 1,4 1,3 13,0 1,4 1,3 1,3 

Newborns with re-test 4,8 2,6 2,5 2,5 14,2 2,6 2,5 2,5 

Maximum time 8,2 3,4 3,1 3,1 20,0 3,2 3,1 3,1 

% newborns >3 days 56,3 1,8 1,7 1,4 100,0 2,0 1,5 1,7 

Centre utilization rate 99% 90% 83% 73% 100% 89% 78% 74% 
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Once stated the first level centres capacities, the second 

level centre capacity is obtained on the basis of the 

waiting times before the second level test for the 

different priority pathologies. In Table 2 such times are 

reported related to the minimum and to the maximum 

proportion of positive first level tests taken from the 

literature. It may be observed that small capacity 

variations cause dramatic changes for low priority 

pathologies; a capacity of 7 is acceptable for minimum 

positive proportion and a capacity of 10 for the 

maximum positive proportion. The exact positive 

proportion will be known after a sufficient operating 

time. 

 

Table 2:  Second Level Centre Behaviour for Different Capacities. 

First level MINIMUM  

positive rate 

First level MAXIMUM 

positive rate 

 

1° sce. 2° sce. 3° sce. 4° sce. 1° sce. 2° sce. 3° sce 

Week capacity  5 6 7 8 8 10 12 

Mean waiting time between birth and second level inspection 

Priority +++ 6,2 5,9 5,7 5,5 5,7 5,7 5,6 

Priority ++ 6,7 6,6 5,9 5,7 6,5 5,8 5,5 

Priority + 78,8 28,0 8,0 6,3 17,8 6,6 5,8 

Maximum waiting time between birth and second level inspection 

Priority +++ 8,4 7,9 8,2 7,5 7,7 7,7 7,5 

Priority ++ 13,5 13,4 8,7 8,2 10,2 9,4 7,8 

Priority + 108,8 53,5 17,9 10,7 36,0 13,6 9,5 

% long times        

Priority +++ >7 days 21,4 14,0 6,8 7,4 10,8 8,8 1,9 

Priority ++ >14 daysi 1,4 0,0 0,0 0,0 0,0 0,0 0,0 

Priority + >21 daya 96,3 62,5 0,0 0,0 37,5 0,0 0,0 

Centre utilization rate 100% 100% 84% 67% 100% 80% 63% 

 

It is evident that the model may be employed 

successfully in different conditions, related to changes in 

positive results proportions, changes in the population, 

changes in the number of operating centres, with small 

adjustments. 

 
CONCLUSION 

A simulation model describing neonatal screening for 

metabolic diseases in Veneto region has been built up 

and implemented to give suitable dimension to operating 

centres. The model may be easily extended to different 

situations either in the same region or in other regions. 
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ABSTRACT 

The combined analysis of an assembly cell using 

simulation models and theory-of-constraints is the aim 

of this article. The cell is a combination of a 

preparation and an operation phase which must keep 

the cycle time even under new product designs and 

demand mix. Simulation models are used to quantify 

the dynamic behaviour of the system under three 

configurations and theory-of-contraint concepts are 

used to illustrate the necessity to minimize the blockage 

of the input flows in order to guarantee the output 

flows. The chosen design synchronizes investments in 

equipment with the minimization of work-in-progress 

and the fulfilment of cycle times. 

 
INTRODUCTION 

New product designs usually involve adjustments in the 

processes both in terms of layout and capacity. This is 

the case of an automobile assembly plant that needs to 

modify its layout in order to incorporate new tasks in 

one of the main cells of the overall process. 

 

The possibility of incorporating new different types of 

parts in the body puts too much stress in the assembly 

cell reaching the point where the throughput rate could 

be reduced considerably. In this particular case, part of 

the bodies will incorporate a new part, that need to be 

either manually or automatically assembled depending 

on the vehicle model. 

 

There exists the possibility however of preassembling 

parts while the vehicle body is waiting in the input 

buffer to the assembly cell. The main objetive is to 

guarantee the current cycle time both at the entrance 

and the exit of the pre-assembly cell, which should 

coincide with the cycle time of the assembly cell (Kim 

et al 2010). 

 

The layout of the current assembly process is depicted 

in Figure 1. After the bodies have gone through a series 

of operations, the rolling conveyor system moves the 

bodies to the buffer of the assembly cell. The input 

buffer is composed of a line buffer that may hold up to 

five units before it feeds three parallel lines of 

conveyors, in which several check operations are 

performed. 
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Figure 1. Current layout 

 

There exists then a transfer system that moves the 

bodies into the assembly cell. The selection of the next 

body is controlled by a powerful information system 

which is in charge of maintaining and defining the 

proper sequence into the assembly cell. 

 

The new product design has forced a redesign of the 

process, and that includes the necessity to perform pre-

assembly operations in the buffer area, either manually, 

automatically or both. In fact, the aim of this study is to 

expand and redefine the waiting area. The 

reengineering task is the main topic covered in this 

article and includes the definition of different 

alternative layouts, their comparison using simulation 

and the selection in terms of the synchronization of 

cycle times as well as the minimization of the 

investment costs. 

 

Synchronous manufacturing (also known as Optimized 

Process Technology – OPT, Theory of Contraints – 

TOC or Drum-Buffer-Rope) is a manufacturing 

philosophy that aims at balancing the flows of each of 

the stages of the process and not their capacity 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
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337

mailto:franciscojavier.otamendi@urjc.es


 

 

(Goldratt 2004). Using simulation to understand 

synchronous systems is a current line of research 

(Gonzalez et al 2010, Rhee et al 2010, Wang et al 

2010). 

 

Section 2 includes a description of the three alternative 

designs that are going to be screened. Section 3 covers 

the quantitative simulation study, which includes the 

introduction of the available data, the definition of the 

decision criteria as well as the presentation of the 

results. Section 4 is then used to perform the 

comparison both quantitatively and qualitatively. 

Section 5 concludes. 

 

DESCRIPTION OF THE DESIGNS 

 

Option A (3+1) 

 

The first possibility is to provide room for an additional 

line in parallel to the current three (Figure 2). The new 

part will be assembled in the new line, so the bodies 

that need to incorporate the part will take this pre-

assembly line composed of two stations: one manual 

and the other automatic. The rest of  the bodies will use 

the original lines. In the new line some bodies will 

suffer a delay 

 

 
 

Figure 2. Layout for Option A 

 

Of course, this layout releases stress out of the old 

lines, that have now less bodies to move. The 

quantitative study has to assess if the new line is able to 

cope with the demand for the new bodies. A capacity 

problem might appear also at the transfer line that is 

now four lines wide with the corresponding increase in 

movement and therefore in transfer times. The input 

throughput rate to the buffer system might also be in 

jeopardy if the new line is not able to cope with the new 

tasks, blocking the entrance and not allowing for the 

required cycle time at the assembly cell. 

  

Option B 

 

To provide flexibility and minimize the blocking 

probability at the entrance, the second option looks at 

the possibility of using the third old line also as an 

input buffer to the new line. This layout implies that the 

third line moves the bodies in the opposite direccion to 

the flow. If the new line is full, the bodies that require 

pre-assembly will take the second line and then the 

third before they reach the new buffer line. 

 

 
 

Figure 3. Layout for Option B 

 

The stress is now put on the bodies that will not go 

through the new operation. The feasibility of this 

design clearly depends on the production mix, as 

always, but even more so in this case. 

 

Option C 

 

The last option is to differentiate between the two types 

of bodies by including an additional line in which the 

manual assembly of parts could be performed, leaving 

the automatic pre-assembly for the last line (Figure 5). 

 

 
 

Figure 4. Layout for Option C 

 

This extra investment with a higher cost will a priori 

allow for a higher throughput with more flexibility and 

less blockage at the entrance. 

 

SIMULATION OF THE DESIGNS 

Available data 

 

The first and most important piece of information is 

that of the demand. The reason for the study is the new 

product mix that has resulted from the possibility of 

including an additional part in the vehicle. This extra 

part might considerably vary the demand mix and 

therefore the capacity potential of the assembly and the 

pre-assembly cell. The demand in this case is not 

known but forecasted, and in fact, the reason for the 

study is to assess the demand (capacity) that each 

design might hold. On this screening phase, the total 

demand is maintained as its current level of 1 every 60 

seconds (input and output cycle time) but with the mix 

included in Table 1 according to the new parts and 

resources that are needed to perform the pre-assembly. 
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Table 1. Demand Mix 

 

TYPE PERCENTAGE 

MANUAL 9.0% 

AUTOMATIC 29.5% 

BOTH 3.8% 

NONE 57.7% 

 

The second set of data is that of the sequence. Due to 

technology restriction, only one manual operation 

might be performed every three bodies. Also, and due 

to set-ups only two robot operations could be 

performed on a row. Combining all the restrictions, a 

repeated sequence of 30 bodies has been used as a base 

sequence to perform the comparisons. 

 

Process and movement rates as well as distances are 

also needed. Conveyor speeds, set-up and assembly 

times are available in the process specifications. 

Breakdowns and maintenance data is also available as 

might be critical (Patti and Watson 2010). 

 

Output Criteria 

 

The alternative designs are going to be evaluated 

according to the following criteria: 

 

 Percent Blockage at entrance 

 Occupation of “Entry Transfer” 

 Occupation of “Automatic” operation 

 Occupation of “Manual” operation 

 Occupation of “Ouput Transfer” 

 Average and Maximum Number at Input 

Buffer before Entry Transfer 

 Average and Maximum Number of Bodies in 

New Area 

 Average Cycle Time 

 Possible Flow Improvement = Idle Percentage 

(Starving) for Entry to Assembly 

 

These criteria relate to the evaluation of synchronous 

manufacturing (TOC). Under this philosophy, the cycle 

time has to correspond with the demand and it should 

provoke a tense, lean flow at each and every stage of 

the process. Then, the occupation of the all the 

processes should be balanced and about 90% of 

utilization, including set-ups and downtimes (Wu et al 

2010). 

 

Results 

 

The results for each of the simulated options are shown 

in graphical form in Figure 5, Figure 6 and Figure 7, 

for Options A, B, and C respectively. The graphs 

correspond to the MsExcel interface that was built to 

easily transfer data to and from the simulator. 

 

Option A shows, as foreseen a very high occupation 

rate in the new line, which provokes a high blockage 

percentage at the entrance. The output rate (cycle time) 

however is enough to keep the pace of the assembly 

cell, which is the one that cannot cope with more work 

due to its high downtime. 

 

Option B puts too much stress on the old system, 

blocking the entrance above 50% of the time. The input 

cycle time dictates then the output cycle time, which is 

too high allowing for idle time in the assembly cell 

(11%). 

 

Option C is more balanced with cycle times similar to 

those of the assembly cell, but occupation rates to close 

to 100%.  

 

COMPARISON 

 

Table 2 summarizes the behaviour of the three designs. 

Buffer space refers to the maximum designed capacity 

whereas average and maximum bodies correspond to 

the dynamic behaviour. The cycle time corresponds to 

the throuput potential and the improvement to the 

blockage ratio, which could be eliminated through 

investments or further process improvement.. 

 

Table 2. Comparison of alternatives 

 

A B C

BUFFER SPACE 31.0 31.0 36.0

AVERAGE BODIES 21.8 14.8 25.3

MAXIMUM BODIES 26.0 17.0 29.0

CYCLE TIME (seconds) 66.5 75.0 67.1

FEASIBLE IMPROVEMENT (%) 0.2 11.0 0.2

OPTION

 
 

The main conclusions are the following 

 Option A and Option C show similar cycle 

times. The call is to disregard Option B due to 

subpar cycle time. 

 The cycle time is higher than the required 60 

seconds, both consistent with the assembly 

cell time, in both Option A and Option C due 

to: 

o Breakdowns of the assembly process 

o Breakdowns of the manual and the 

robot operations 

 The key controlling factor is therefore the 

cycle time of the following assembly system. 

The bottleneck is at the end following the 

theory of constraints (Goldratt 2004) 

 Option A shows a lower average number of 

bodies when comparing to Option C (spaces 

31 vs 36; average approxinmately 21 vs 25), 

so the solution is cheaper in terms of work-in-

process. 

 Option A gives a feasible and viable solution 

with a lowest conveyor investment cost.  

 Option A might be upgraded to option C if 

required in the future for capacity increase or 

additional works. 
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Figure 5. Results for OptionA 
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Figure 6. Results for Option B 
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Figure 7. Results for Option C 
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CONCLUSIONS 

The simulation study shows the weak points of the 

assembly process, pinpointing the necessity to address 

a quality assurance, balancing and improvement 

process. The applicability of theory-of-constraints 

concepts in which there has to be a synchronization 

between input and output flows is also highlighted. 

Both Options A and C also follow TOC principles by 

making the bottleneck be the last stage, that of the final 

assembly process. Work-in-process is optimum also as 

a by-product. 
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ABSTRACT 

Information technology systems represent the backbone 

of a company's operational infrastructure. A company's 

top management typically ensures that computer 

software and hardware mechanisms are adequate, 

functional and in adherence with regulatory guidelines 

and industry practices. Nowadays, due to depressed 

economic and increased intensity of performed 

operations, business highly recognizes the influence of 

effective Information Technology risk management on 

profitability. 

Design of Unified Modelling Language (UML) based 

Domain Specific language (DSL) described in this 

paper achieves synergy from in IT industry widely used 

UML modelling technique and the domain specific risk 

management extensions. As a novelty for UML 

modelling, especially for simulation purposes, the 

presented DSL is enriched by a set of stochastic 

attributes of modelled activities. Such stochastic 

attributes are usable for further implementation of 

discrete-event system simulators. 

 

INTRODUCTION 

Nowadays, business recognizes a great influence of 

effective risk management on profit abilities. Therefore 

risk management techniques have become an important 

part of the company’s management instrument. There is 

no general agreement on the most suitable definition of 

risk for economists, decision makers, and IT theorists. 

As a result, different types of risks and, respectively, 

different risk management methods are considered in 

different areas. Four main general types of risk can be 

recognized in business,: strategic, market, credit and 

operational risks. In many companies, Information 

Technology (IT) related risk is considered to be a 

component of operational risk. However, Information 

Technology risk consists not only of breakdowns in 

computer software or hardware, or lack of expertise of 

the IT staff. IT risk also may relate to risk of loss 

resulting from theft of company’s data or client 

information. IT risk also may be the risk of loss that 

originates from computer software malfunction, such as 

a manufacturer's software license expiration or glitches, 

and the ways it affects corporate activities. A risk 

assessment initiative for IT systems generally helps 

management understand areas in which significant 

losses may arise. IT risk assessment is carried out by 

identifying and evaluating assets, vulnerabilities and 

threats of using information technologies in business. 

An asset is anything that has value to the company – 

hardware, software, people, infrastructure, data, 

suppliers and partners, etc.  

Taking into consideration the extreme complexity of IT 

risk assessment, we conclude that there is necessity to 

apply international frameworks of IT governance and 

risk management, such as Enterprise Risk Management 

Framework by Committee of Sponsoring Organizations 

of the Treadway Commission, Control Objectives for 

Information and related Technology, Code of Practice 

for Information Security Management, Information 

Technology Infrastructure Library, etc. (Klimov et al. 

2008, Romanovs et al. 2008) 

Within our research, an IT risk management domain 

specific language is developed. Nowadays, in the IT 

industry, majority of system specifications and 

procedure descriptions are made using the Unified 

Modelling Language (UML). UML is a graphical 

language and it consists from diagrams which are united 

in a model. The description of a system can be made 

from just a few diagrams in case of simple system or 

from hundreds of diagrams in case of a complex system. 

These diagrams are designed by system architects and 

system analysts.They are used in whole life cycle of a 

system. These models are frequently the main 

documentation for the system that is used for its 

operation and maintenance. That is why the authors 

have chosen UML as the base for designing the IT risk 

analysis DSL. UML uses general system organization 

terms such as Use Case, Activity, Action, State, Event 

etc. However, risk analysis professionals work with 

terms such as Threat, Vulnerability, Asset, Incident, 

Risk, Treatment etc. Therefore, to create an IT risk 

analysis tool, it was necessary to extend UML 

modelling approach with elements used by risk analysts. 

In fact there was an attempt to develop our own Risk 

analysis Domain specific modelling language, suitable 

for system developers and maintenance personnel and 
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for risk analysts as well. Design of modelling tools 

necessary for risk analysts was based on CORAS 

language which is well known in professional 

community (Lund et al., 2010). The CORAS language 

is a graphical modelling language for communication, 

documentation and analysis of security threat and risk 

scenarios in security risk analyses. This paper explains 

how the authors use CORAS Threat and Treatment 

diagrams, connecting them with UML Uses Case and 

Activity diagrams (Kleins et al., 2008). The result of 

this work provides means to unify both risk analysis 

model and IT system model. 

 

COMMON IT RISK MANAGEMENT PROBLEMS  

It is possible to indicate a set of IT risks management 

problems which are typical for Latvian business 

(Klimov et al., 2008). They are: 

 customer service malfunction due to 

interruptions of continuous access to IT 

services; 

 unsatisfied demand for qualified IT 

personnel; 

 delayed modernization of information 

systems software and hardware; 

 insufficient IT qualification of 

information system users; 

 inadequate level of existing IT services 

quality monitoring; 

 inadequate level of cooperation between 

IT specialists and other employees; 

 inadequate assessment of financial 

losses resulting from failures or 

interruptions within information 

systems; 

 absence of IT system development 

strategic plan, based on a general 

development plan of company; 

 inadequately low IT security level; 

 absence of strategy of IT system 

restoration after potential failures and 

interruptions. 

Taking into consideration the extreme complexity of IT 

risk management within the framework of operational 

risk management system, it could be concluded that it is 

necessary to apply international standards and 

frameworks of IT governance, such as Information 

Technology Infrastructure Library, Control Objectives 

for Information and related Technology, Code of 

Practice for Information Security Management. 

The proposed technique for IT risk assessment and 

management could be successfully used as a start point 

for development of the IT risks assessment support 

systems prototype, based on an IT risk management 

domain specification language with a metamodel that 

defines an abstract UML based language for graphical 

approach to identify, explain and document security 

threats and risk scenarios. The next chapter describes 

the Domain Specific Language (DSL) for IT risk 

analysis modelling and simulation. In the chapter 

presented tool will provide both IT process modelling 

and documentation as well as connection of these 

processes with identified risks. 

 

DSL FOR IT RISK ANALYSIS 

A Domain specific language (DSL) is language for 

programming, specification or modelling suitable for 

particular problem domain specialists to solve their 

specific technical tasks (Achim et al. 2007, Lenz and 

Wienands 2006). This chapter describes domain specific 

language for IT risk analysis designed by the authors. 

This language has organically emerged from unifying 

several methods and graphical languages which are used 

by developers and maintenance specialists from 

information systems domain, and also analysts 

responsible for risk analysis and risk mitigation 

activities for IT systems. The designed DSL is based on 

approach to Unified Modelling Language (UML) 

(Kleins et al. 2008), CORAS method (Lund et al. 2010) 

and Misuse Case Alignment Method (Sindre and 

Opdahl 2000; Matulevicius et al. 2008). 

 

 
Figure 1: DVP IT System Use cases 

 

Currently, using UML is one of the most commonly 

used approaches in IT system modelling. The authors’ 

experience acquired while working in IT industry shows 

that UML modelling is used to some extent in all 

medium and large scale projects. 

UML belongs to the group of graphical modelling 

languages. Initially UML was built for information 

systems modelling to facilitate the development and 

maintenance processes. Nowadays the usage of UML is 

broadened. This language is used for building business 

models, which exceed the initial task of modelling of 

information systems.  

As regards system modelling, UML modelling is widely 

used at systems development or enhancement phases. 

UML modelling describes the structure and behaviour 

of the system. This language consists of graphical 

notations called diagrams and builds up an abstract 

model of a system. The UML standard is maintained by 

OMG (Object Management Group). In the beginning, 

UML was built for specification visualization and 

documentation of IT systems development. Nowadays 

usages of UML are not only limited to tasks of software 

engineering. UML is also used for business process 
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modelling and for the development of systems which 

are not pure information systems. 

Modelling with UML promotes model-driven 

technologies, such as Model Driven Development 

(MDD), Model Driven Engineering (MDE) and Model 

Driven Architecture (MDA). Supplementing graphical 

notations with terms such as class, component, 

generalization, aggregation and behaviour, helps save 

Figure 3: DVP Activity diagram 

Figure 2: Treatment diagram for IT Hardware break 
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system designer’s time for system architectural tasks 

and design. 

A UML model consists of a set of diagrams. A diagram 

is a partial representation of the model. A system model 

could be divided into two parts. The first part is a 

functional model, which reflects functionality of a 

system from the system user’s point of view. This kind 

of model is constructed using Use Case diagrams. The 

second part is the dynamical model that reflects internal 

behaviour of the system. A model of that kind is 

constructed using Activity, State, Sequence and 

Collaboration diagrams. 

A system model to be created with UML language 

should not necessarily contain all diagrams. For 

example, when creating Information System vision 

model or requirement specification, it is enough for the 

system analyst to create Use Case and Activity 

diagrams. Use Case diagram answers a question – what 

a system does. Activity diagrams describe scenarios of 

every Use Case, i.e., Business processes. Therefore we 

prefer this work use only Use Case and Activity 

diagrams. 

As mentioned above, IT industry use of UML is mostly 

directed to specification and documentation of a system. 

The authors as representatives of simulationist 

community would like to improve this situation and to 

add more dynamic to this static construction. Obviously 

simulation of the model can give to developer’s 

possibilities to evaluate and forecast behaviour of a 

target system. The authors already addressed this issue 

in (Kleins et al. 2008). During development of the 

presented DSL for IT risk analysis, which is based on 

UML, one of the objectives was possibility of 

simulation of a model. Activity Diagram elements are 

complemented with stochastic attributes for simulation 

purposes (Table 1). 

 

Table 1: Stohastic attributes of Activity diagram 

 

UML element Stohastic attribute 

Task Duration 

Branch Decision probabilities 

Timer Start Delay 

Number of Events in group 

Delay between groups 

Number of Groups 

 

One more approach for the developed DSL is 

application of Misuse Case in a UML Use Case model. 

Misuse cases improve UML diagrams with a better 

support to analyse problems of IT risk management. 

The Use Case diagram is extended with graphically 

black Use case, called Misuse Case and black Actor 

called Misuser. Misusers are related with Misuse Case. 

Misuse cases are related to Use Cases with relation 

<threatens>. During risk analysis stage Use Case 

diagrams are extended with additional Use Cases for 

risk mitigation, which are connected with system Use 

Case with relation <include> and with Misuse Case 

with relation <mitigate> (see Figure 1).  

Considering that the task to be solved by the authors 

was to provide a government institution responsible for 

IT risk evaluation with tools necessary for such tasks, 

the third technology used in this work is security risk 

modelling, analysis and documentation language 

CORAS. The initial CORAS approach was developed 

within the CORAS project funded by the European 

Commission that ran from 2001 until 2003. CORAS is 

both a language and a methodology for its application, 

described in the book (Lund at al. 2010). Although 

initially CORAS was designed for security risk analysis, 

its syntax and semantics allows applying this language 

to complete IT risk analysis scope. In the developed 

prototype only one CORAS language diagram - the 

Figure 4: IT risk analysis tool 
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Treatment diagram - is used. Treatment diagram is 

CORAS method all-inclusive diagram, in which all 

main risk analysis entities – Threat, Vulnerability, Risk, 

Asset, Threat Scenario, Unwanted Incident and 

Treatment Scenario are included. In turn, by 

methodology developed by the authors, Unwanted 

Incident is common entity, which connects risk analysis 

Treatment diagram with UML Activity diagram used in  

IT system Activity diagram model (see Figure 2). 

Additionally, we did similar enhancements to CORAS 

Treatment diagram as we did with UML activity 

diagram. For simulation purposes, Treatment diagram is 

complemented with stochastic attributes (Table 2). 

 

Table 2: Stohastic attributes of Treatment diagram 

 

Diagramm element Stohastic attribute 

Relation between Risk 

and Asset 

Impact 

Unwanted incident Used as connector 

between risk and system 

models. Transfer events 

from treatment scenario 

to system model. Event 

raises a disability of 

selected activity of a 

system model. 

Duration of disability 

TreatmentScenario Start Delay 

Number of Threat events 

in group 

Delay between groups 

Number of Groups 

 

Using the DSL described in the paper, a corresponding 

Activity diagram describing IT system functionality 

should be designed for each system Use case, a 

corresponding risk mitigation Activity diagram for each 

risk mitigation Use case should be designed, and 

Treatment diagram should be designed for each Misuse 

Case (see Figure 3). 

Simulation will allow to perform simulation 

experiments on two models simultaneously - the risk 

analysis model and IT system model and gather more 

adequate risk estimation results. 

For such IT risk analysis approach, a tool prototype 

which is based on Microsoft Visualization and 

Modelling SDK (VMSDK) is developed while 

designing DSL. This implemented modelling tool is 

functioning inside Microsoft Visual Studio Shell. It 

could be distributed either with Microsoft Visual Studio 

Shell, or as Microsoft Visual Studio Add-In (see Figure 

4). Additionally this approach ensures ability of 

simulation program code generation, compilation and 

execution for any Microsoft .NET Framework 

supported language. Specially designed templates ar 

used for code generation purposes, and they consist of 

code snippets for simulation of diagram elements. The 

authors currently are working on this solution. 

Another approach is code generation from DSL 

diagrams for some general purpose simulation package 

(for example ARENA). 

 

CONCLUSIONS 

The current situation within business indicates the 

necessity for more complicated and more effective IT 

risk management system development. In the presented 

paper the given approach allows to perform IT risk 

analysis which is based on the unified IT system model 

specification. In this way the one window approach is 

realised for both system developers and maintainers and 

for those responsible for the security policy of a system. 

The presented DSL and modelling tool are still in the 

early stages. Further work will be performed to improve 

the Domain specific language. The second group of 

further activities will be devoted to implementation of 

an appropriate simulation engine. Model repository and 

tools for storing and processing simulation results will 

be developed for domain specific decision support. 

This approach will be approved on state-wide IT 

systems and important financial sector IT systems. 
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ABSTRACT 

The article presents three spreadsheet models, which 
integrate Monte Carlo approach with other decision 
support techniques, namely: forecasting methods, 
queuing theory and optimization. The authors indicate 
the most important reasons to introduce Monte Carlo 
approach into teaching process of simulation and 
spreadsheet engineering to undergraduate and graduate 
business students. The article concludes with the 
description of the basic exemplary structure of 
simulation modelling laboratory course. 
 
INTRODUCTION 

Spreadsheets are commonly used in modelling the 
business issues by managers and analysts. However, as 
Powell and Baker (2004) conclude, analysts are not 
being appropriately educated as modellers and their 
spreadsheet skills are not sufficient. The spreadsheet 
engineering is much more than just possessing the 
technical skills to use Excel tools. It is more like craft or 
art enabling to design, build, test and perform a model. 
There are many modelling methods based on 
spreadsheet models, which are used as a support in 
business planning and analysis. Simulation is one of 
these tools. It is, however, the unique approach when 
the modeller’s choice is to consider the uncertain 
phenomena. This method is useful when trying to 
understand and quantify in the decision problem the 
potential effects of uncertainty. Simulation is included 
in education curricula in business, engineering, 
management and related fields. Among simulation 
methods being present in academic curricula, the 
dominant role plays discrete-event simulation, which is 
in fact one of the most popular modelling techniques. 
Monte Carlo simulation approach (MC) is introduced 
usually to simulate financial flows in spreadsheet. 
 
The essential role in Monte Carlo method plays the 
random sampling, which tries to replicate the input 
distribution’s shape characterizing the process under 

study. At first, the method was applied mainly in 
physics and mathematics, but now the numerous 
examples can be found in economy, management and 
financial modelling.  
Monte Carlo approach is the method well equipped to 
support decision-making when confronting uncertainty. 
It is one of the more popular tools in risk analysis. In 
some problems, like modelling the price of a stock at a 
future point and in options pricing issues, it is 
acknowledged as the best quantitative method, (Jackson 
and Staunton 2001), (Saliby et al. 2005).  
MC is used in risk assessment of financial projects, c.f. 
(Doctor et al. 2001) and (Elkjaer 2000). Johnston et al. 
(2001) apply MC simulation to assess the risk in 
personal pension insurance planning. On using Monte 
Carlo method for complex scheduling problems, 
numerous papers were written, (Chantaravarapan et al. 
2004). Effective scheduling yield cost savings and 
productivity increases, but it can also save more lives in 
a hospital or reduce a university’s needs to expand 
facilities.  
Rauner et al. (2005) present a MC simulation model 
which enables to evaluate the economic effectiveness of 
diabetic foot prevention programs. Static simulation 
model proposed by Jacobson and Sewell (2002) enables 
to estimate random distribution parameters of maximal 
trade price of four types combined vaccinates protecting 
from six infectious diseases.  
 
FIVE STEPS OF MONTE CARLO SIMULATION 

Monte Carlo simulation is accomplished through few 
main steps usually described by five stages, (Powell and 
Baker 2004). In order however to extend the clarity of 
the simulation process, it could be useful to isolate five 
main and six detailed phases. The short characteristic of 
all the steps is given below.  
 
Step 1 Selecting the probability distributions 
Step 1.1 Selecting uncertain parameters 
The first step is to select the parameters to treat as 
uncertain. It is recommended to assign the randomness 
only to those parameters, which have the strongest 
influence on the results. Introducing a large number of 
stochastic variables into the model will increase the 
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variance in output values, so only the most influential 
parameters should be described by probability 
distributions.  
 
Step 1.2 Fitting the probability distribution 
After making the decision that a particular input 
parameter should be treated as uncertain, we have to fit 
a probability distribution: empirical or theoretical one, 
discrete or continuous. This step involves data analysis, 
expert judgment, and literature review. 
 
Step 2 Selecting outputs 
Simulation usually produces probability distributions 
for more than one output. One of the more essential 
advantages of simulation modelling is the ability to 
consider many output parameters. 
 
Step 3 Running singular simulation experiment 
Step 3.1 Generating random numbers 
In order to obtain the changes consistent with the 
selected distribution, two stages must be accomplished: 
(1) generation of uniformly distributed random variates 
between 0.0 and 1.0, and (2) transformation of the 
uniformly distributed random variates into random 
variates from other distribution, both continuous and 
discrete. In Excel, the first stage may be accomplished 
with RAND() function, a random number generator. It is 
recommended to use separate uniformly distributed 
streams to model every random variable defined in the 
model. 
Step 3.2 Generating random variates 
Formulas to convert uniformly distributed variates into 
random variates from other distributions are usually (but 
not always) accessible in standard version of 
spreadsheet software. 
Step 3.3 Constructing the formulas 
Analytical model connects input data (deterministic and 
stochastic) with output measures through logical 
formulas.  
Step 3.4 Running n independent replications (trials) 
(n→∞) 
Executing one single simulation experiment consists of 
sampling n values from input distributions, introducing 
the samples into logical formulas, calculating output 
values and storing the results of the outputs. The key 
choice is how many samples to draw – the more 
samples we take, the more precise our estimates 
become.  
 
Step 4 Running the full simulation study 
Full simulation experiment may sometimes require 
repeating the single experiment k times (to run n 
replications k times). This approach is recommended 
when observing the typical behaviour of the system and 
will guarantee the better precision.   
 
Step 5 Output analysis 
The final step in the simulation analysis involves using 
the output data to estimate or graphically show the 
output parameters of the model. Usually the histograms 

are drawn, standard deviations and a 90 or 95 percent 
confidence intervals for the mean are computed. 
Sometimes an optimal set of decisions is identified 
through properly arranged what-if calculations.  
 
WHY TO TEACH MONTE CARLO 
SIMULATION TO MANAGEMENT STUDENTS 

Monte Carlo approach is categorized as the static, 
stochastic simulation. It is the method of random 
sampling delivering the approximate solution. In MC 
models time does not play the essential role, though it 
may be used to observe the changes in the systems’ 
states. This dynamic face of MC method is visible 
particularly in financial modelling.  
Monte Carlo simulation is usually done with 
spreadsheets. This transfers from spreadsheet modelling 
onto MC approach the useful features, which offer the 
additional benefits when introducing simulation 
modelling approach to management and business 
students. The main, crucial advantages of Monte Carlo 
modelling approach is given below. 
 
Common knowledge about spreadsheets 
Spreadsheets play the crucial role in business analysis 
and they are commonly used in academic studies. 
Students entering the simulation modelling courses are 
in majority familiar with MS Excel and have basic 
Excel skills. It allows the academic teacher to start the 
simulation course directly with simulation knowledge, 
without necessity of introducing the new computer 
tools. Though, usually, the discrete-event dedicated 
software like Extendsim, Arena, GPSS or others will be 
obligatorily demonstrated in further part of the course, 
the introductory part may be entirely dedicated to 
stochastic simulation basics.  
The additional favourable circumstance is the access to 
licensed version of the spreadsheet software, which is 
the common standard in academic laboratories and, 
even more important – in business practice. The future 
manager will probably prefer to practice the simulation 
methods with at-hand tool, than to look after 
sophisticated software which may not be available at 
once.  
 
Uncomplicated  structure of the models 
The nature of static simulation causes the models to 
have simple structures compare to dynamic models. 
Less complicated models allow to focus on the nature of 
the stochastic simulation modelling rather than to pay 
attention on the multiple model elements. Monte Carlo 
model is composed of few logical expressions, which 
are replicated in the succeeding rows (trials) according 
to the assumed number of replications. This gives the 
“end-user modellers” (and this applies to management 
students) who are not specialists in modelling and 
software programming, the possibility to learn more 
about uncertain simulation mechanisms. The model 
answers are clearly visible immediately after the 
simulation run is completed. 
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Broad range of applications 
Simulation model is a mean to achieve the goal and not 
the goal itself. The overall aim of the simulation 
modelling course is to teach the students the skills to 
formulate the questions referring to system’s behaviour, 
to use the modelling skills to observe the system and to 
recognize the right answers. Only then the tools, 
techniques and methods may be introduced. The broad 
range of Monte Carlo models’ applications makes it 
possible to plan the academic course according to the 
student’s profile. MC models have been employed for 
the solution of different problems in finance (option-
pricing, cash-management, risk estimation, setting the 
optimal investment strategies) and management 
(inventory models for stock control, allocation models 
for scheduling production, what-if planning, project 
management). The authors used Monte Carlo approach 
in teaching process to work out the models: of 
production line processing, of clients’ being serviced in 
work centre, of tickets’ sale for mass sporting event, of 
communication between client and on-line shop, of 
planning the optimal investment stock-market portfolio, 
of identifying the uncertain disturbances in sewage 
treatment plant, and many others.  
 
Transparency of MC simulation process 
Based on the Monte Carlo models, the difficult and non-
intuitive issues related to the probabilistic behaviour of 
the phenomena under studies, as well as the strategy of 
inserting uncertainties into simulation model, can be 
described and explained in comprehensive and 
convincing way. 
The consequences of manipulation with uncertainties 
are instantly visible in spreadsheet. Uncomplicated 
analytical model does not shade the simulation process, 
and the relations between probabilistic input and output 
data are easily understandable. 
In spreadsheet, the formulas are inserted manually. It is 
not always possible to call the ready-to-use built-in 
function. Sometimes student has to construct the 
formula, for example for generating discrete variates 
and a number of continuous random variates. It helps to 
study the random mechanisms more deeply. Generated 
random values along with partial output data are 
incessantly presented on the screen. When running the 
simulation experiment, student observes not only the 
mean output values, but also the random changes 
influencing the output measure. This is a good 
encouragement to appreciate the need for proper 
statistical analysis of simulation output. 
The benefits of applying the variance reduction 
techniques to control the randomness in simulation 
experiment are visible in the course of simulation run. 
Also, when running the experiment, the number of 
replications is set-up through the continuous observation 
of half width intervals. 
 
 
 

Easiness of integrating Monte Carlo simulation with 
other Operations Research techniques 
There are many specific models and many specific 
approaches to these models, but the real challenge is to 
train students in solving the management problems, not 
only in applying the certain method. Monte Carlo 
simulation enables a more general approach to the 
model-building process as it may be easily combined 
with other decision support techniques. The next section 
presents three exemplary spreadsheet decision models, 
exploring the relationships between the inputs and 
outputs and enhancing the problem analysis by the use 
of Monte Carlo simulation to observe the uncertain 
parameters.  
 
MONTE CARLO SIMULATION MODEL WITH 
ECONOMETRIC MODULE (FORECASTING) 

Basic Idea of the Model 

Monte Carlo simulation may be used to extend the 
abilities of forecasting models. Once the multiple 
regression model is created, a dependent variable may 
be predicted by random sampling the values of the 
independent variables.  
The model described below was developed by the 
diploma student (Otczyk 2008), under supervision of 
one of us (Bożena Mielczarek). The purpose of the 
model was to analyse trends in delinquency caused by 
the global economic situation. The model is divided into 
two sub-models (fig.1).  
 
Multiple regression sub-model

of global delinquency with
regression coefficients estimated

based on the historical data

MC simulation sub-model
generates values of five expalantory

variables from the fitted random
distributions

Output variable (global delinquency)
is generated in 100 experiments (each

experiment = 1000 trials)
 

Figures 1: An overview MC-econometric model 
 
The multiple regression sub-model explores the 
relationship of delinquency to few independent 
variables, namely the unemployment rate, the purchase 
tendencies, monthly and annual inflation, and industrial 
production. The second part uses Monte Carlo approach 
to simulate the values of five input variables. The 
computer experiments are aimed to forecast the level of 
delinquency based on the changes in economic situation 
expressed by five selected independent variables.  

Regression Sub-Model 

The multiple regression model of global delinquency is 
a linear function of the explanatory variables (1): 

Y = α1X1+ α2X2+ α3X3+ α4X4+ α5X5+ α6        (1) 

 Where: 
Y – delinquency in general 
X1 – unemployment rate 
X2 – purchase tendencies 
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X3 – monthly inflation 
X4 – annual inflation 
X5 – global industrial production 
α1, α2, α3, α4, α5, α6 – the regression coefficients 
estimated using the principle of least squares, based on 
the historical data from ten-year period. 

Monte Carlo Sub-Model  

Monte Carlo sub-model generates input values of X1, X2, 
X3, X4, and X5 from random distributions fitted from the 
historical data: 
unemployment rate (X1) – Uniform, 
purchase tendencies (X2) – Triangular,  
monthly (X3) and annual (X4) inflation – Gamma,  
industrial production (X5) - Normal distribution. 
Then, 100 experiments, each consisting of 1000 
replications are run (fig.2).  
 

 
Figures 2: A Fragment of Step 3.4 of MC Simulation 

Module Presenting 26 of 1000 Replications 

One replication generates five random numbers with 
RAND() formula, then transforms random numbers into 
adequate random variates and calculates value of 
delinquency (Y) from multiple regression equation (1). 
The mean value of Y is estimated from 1000 
independent replications and the procedure is repeated 
100 times. It means that one full simulation experiment 
consists of 100 singular experiments, and one singular 
experiment requires 1000 replications. The output mean 
value of Y and the confidence interval is calculated 
based on 100 singular experiments. 

What-if Calculations 

What-if calculations are aimed on the observations of 
the changes in delinquency, being the result of the 
macro-changes in five input variables. It is shown, 
through the simulation experiments, that macro-

economic changes have strong influence on such social 
phenomena as global delinquency. 
 
MONTE CARLO SIMULATION MODEL WITH 
QUEUING MODULE AND ACTIVITY-BASED 
COSTING APPROACH 

Basic Idea of the Model 

The following model is inspired by the next-event 
approach in queuing system simulation and the need to 
acquaint the students with activity-based costing 
technique (fig.3). 
The first stage of activity-based costing procedure, c.f. 
(Garrison and Noreen 1994), consists in assigning the 
costs to activity centres (i.e. firm’s departments or the 
groups of activities), where they are accumulated until 
being transferred onto the products. Costs may be 
assigned directly or by the means of cost drivers. The 
second stage assigns the costs to the products, taking 
into account two factors: easiness of collecting data 
related to cost drivers and usefulness of cost drivers as 
the measures of activities’ engagement and utilization 
by the product. 
 

MC simulation sub-model
generates clients arriving to the system

for the pre-defined time horizon

MC activity-based costing
procedure calculates costs of the

activities
 

Figures 3: An overview MC-queueing model activity 
based costing approach 

Monte Carlo Sub-Model 

One server queueing model with activity-based costing 
module (fig.4) is run with input values generated from 
uniform distributions (inter-arrival time and holding 
time). The total yield is calculated according to the 
equation (2): 

TotalYield = FinishedUnits * Price – TotalCost      (2) 

A number of independent replications is then run and 
the output statistical measures are calculated. 

ABC-Module 

The total cost is calculated according to activity-based-
costing approach. There are two groups of cost: the cost 
of queue rates, which is calculated if the product item is 
waiting in the queue, and the cost of activity rates 
related to the resource usage. Two coefficients (waiting 
cost per time unit and cost per item) are needed to 
calculate the first type of cost and two others (cost per 
time unit and cost per item) are used to estimate the 
second variable. The calculations are performed 
constantly during the simulation run. 
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Figures 4: Steps 1 and 3 of Monte Carlo Method. Core Queue Model. One Server Version 
 

 
Model Outputs 

The aim of the simulation experiment is to observe the 
queue during the simulated process and to study the 
profitability of different variants in clients’ servicing 
modes, with the use of activity-based costing approach. 
 

MONTE CARLO SIMULATION MODEL WITH 
OPTIMIZATION MODULE 

Basic Idea of the Model 

The model is based on the example presented 
originally by Winston and Albright (1997). Simulation 
does not belong to optimization techniques but the 
simulation experiments in spreadsheet may be planned 
to find the best value of decision variable, i.e. a value 
that maximizes (minimizes) the selected output 
variable (fig.5). 
A company plans a purchase of a product (Valentine 
cards) to meet customer demands. If they order too few 
items, they will lose potential profit. If they order too 
many – they will have to store cards, which were not 
sold, for the next year.  
 

MC simulation sub-model
generates demand and calculates Profit
for Fixed Order through 250 replications

MC optimization sub-model
finds the Order value that maximizes

the Profit
 

Figures 5: An Overview of MC Optimization Model 

Monte Carlo Sub-Model 

First (fig.6), demand for Valentine cards is generated 
according to discrete (empirical) probability 
distribution. Then the profit is calculated according to 
the formula (3) for a fixed order quantity: 

Profit = Revenue + Refund  – OrderingCost            (3) 

Each Profit value corresponds to one of 250 randomly 
generated demand and it illustrates an idependent 
replay of the company’s problem. The average value 
and standard deviation of 250 profits values is 
calculated below. 
 

 
 

Figures 6: MC Simulation Module. Valentine Cards 
 
Optimization Sub-Model 

Optimization sub-model investigates the way the profit 
depends on the order quantity (fig.7). Optimization 
experiment are run 100 times separately for different 
order quantities. Each cell in the table on fig.7 shows 
the average profit calculated based on 250 replications 
of MC model (fig.6) for a particular order quantity. 
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The summarized statistics allow to point the best order 
quantity – the quantity which maximizes the profit. 
 

 
Figures 7: Optimization Module. Valentine Cards 

 

SIMUALTION LABORATORY COURSE 

The typical laboratory course on simulation modeling 
usually starts with repetition of basic statistical 
definitions. Then the simple “on-hand” simulation 
model in spreadsheet is run and the basic Monte Carlo 
concepts are introduced: the formula for random 
numbers generation RAND(), the technique for discrete 
random variates generation through VLOOKUP() 
formula, the method to transform random numbers into 
a range of continuous distributions (Unifirm, 
Triangular, Exponential), the Excel formula to 
generate normal variates NORMINV(…), the 
importance of confidence interval calculations and the 
choice of adequate number of replications. Finally, the 
concept of applying Data/Table command is 
introduced. The command  enables to change the value 
of decision variable and to compare the selected 
performance measure in repeated simulation 
experiments. 
A range of simulation spreadsheets models may now 
be introduced to illustrate the usefulness of simulation 
approach in solving decision management problems. At 
this point, the exemplary models integrating Monte 
Carlo method with other decision solving techniques 
may be discussed to show the students the flexibility 
and versatility of spreadsheet simulation modeling. 
 
FINAL REMARKS 

Spreadsheets are the principal vehicle for modelling in 
business and despite some limitations they are 
willingly used in teaching process in logistics, 
management, finance, marketing, engineering and 
operations research. Spreadsheet-based Monte Carlo 
simulation models may support wide range of decision 
problems (Schriber 2009) and this methodology may 
be easily adopted by management practitioners. 
Spreadsheet-based approach is also the recognized 
method, c.f. (Pecherska and Merkuryev 2005) to 

present the basic concepts of static stochastic, discrete-
event and System Dynamic simulations. 
This paper describes the benefits of integrating Monte 
Carlo approach with other decision support techniques 
to create spreadsheet-based models to be used in 
teaching process of management studies.  
The paper examines the spreadsheet based Monte Carlo 
simulation technique and its elasticity when integrating 
with other modeling methods. This feature inhances the 
value and practical applicability of Monte Carlo 
simulation as a decision support tool in management 
practice.   
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ABSTRACT 

Tool steels are widely used materials for making 

elements of metals, polymers, ceramics and composites. 

Inflated consumer expectations of contemporary 

civilization entail the manufacture of better and better 

tools, accompanied by reduced energy consumption. 

The application of simulators and controls of 

technological processes enables the design of optimum 

processes without the need for time consuming and 

costly experimental research.  

   The present article is devoted to a tool for simulation 

and control of tool steel quenching in gases (helium, 

nitrogen, argon, hydrogen), both at negative as well as at 

high pressures. The simulator takes as its input the 

quenching parameters, the individual characteristics of 

the furnace and the material, dimensions and shape of 

the treated workpiece, yielding in effect a cooling curve 

and the forecast post-quench hardness. The monitoring 

program, which constitutes an integral part of the tool, 

works on-line with the industrial equipment, thus 

allowing continuous control of the quenching process 

with respect to the simulation in progress. 

   In the subsequent sections the article presents the 

operation of the simulator and the monitor, the field of 

practical applications thereof, and describes a practical 

application working with an industrial furnace. 

Particular attention is drawn to the verification stage of 

the mathematical model and the results of experimental 

processes of tool steel quenching. 

 
INTRODUCTION 

The accelerated development of civilisation has given 

rise to boosted consumer expectations towards a number 

of industries, particularly concerning product quality 

and durability with simultaneously anticipated  reduction 

of detrimental emissions and minimised energy 

consumption.  This resulted in a series of changes in 

attitude towards manufacturing. Today, the traditional 

manner of arriving at optimum product and process 

parameters through trial and error method is commonly 

replaced with simulation and prediction methods which 

facilitate the design of both the product and its 

production process with a computer. In numerous cases 

the computer has entirely taken over the control of 

manufacturing while the increasing popularity of this 

solution is reflected in the expanding market for digital 

equipment (milling machines, lathes, machine tools, 

etc.) 

   Heat treatment and thermo-chemical treatment also 

indicate an interest in applications for modelling and 

simulation of such phenomena. This pertains both to the 

technological process itself (heat flow, diffusion, 

emission effects) as well as to the resulting properties of 

treated elements (material hardness, quenching 

deformations) (Dybowski 2005; Dobrzański et al. 1996; 

Dobrzański and Sitek 1999; Dobrzański and Trzaska 

2004ab; Kwaśny et al. 2007; Liujie et al. 2006; Liujie et 

al. 2007; Kula et al. 2007; Kula et al. 2009; Wołowiec 

2009). 

   The simulation programmes in general use take into 

account only the model parameters of a phenomenon, 

which yields results with certain errors. One way to 

increase calculation accuracy is to take into account the 

ambient parameters of the process environment, in this 

case the individual characteristics of the heat treating 

furnace. It would seem that the individual properties of a 

machine  tie the application to that particular piece of 

equipment, nevertheless a proper parameterisation of the 

program allows the universality of the software to be 

maintained. Thus, it may be applied with various units 

of equipment.  

   The circumstances outlined above as well as the 

growing interest in heat treatment dedicated to 

individual parts of machines were the impetus to launch 

research into a new software for the simulation of 

quench processes. A detailed market analysis 

determined the need to have the software functionality 

expanded by introducing the function of monitoring the 

furnace process in real time, which permits the 

operator’s intervention should any irregularities in the 

quenching process be detected. Until now such software 

has not been available in industry. 

 
TECHNICAL PRINCIPLES AND RANGE OF 

OPERATION 

At the first stage of work on the new simulator, detailed 

technical principles and range of operation for the latter 

were determined. 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

357

mailto:Emilia.Wolowiec@p.lodz.pl
mailto:M.Korecki@secowarwick.com.pl


 

 

   Generally, the cooling process may be effected in a 

number of ways. There are steel grades which harden in 

the air, so in that case no further action is required. 

However, in a vast majority of cases special equipment 

is needed to ensure adequate conditions for the proper 

removal of heat from the quenched element. In industrial 

applications, oil baths have enjoyed popularity for some 

years now as they provide efficient quenching, although 

other quench methods have also been considered due to 

the drawbacks of oil baths such as excessive harmful 

emissions, the need for  a post-quench wash and the 

troublesome recycling of the used quench oil. 

 
Universal Vacuum Furnace 

Today the universal vacuum furnaces (Fig.1) constitute 

the basic technological equipment of the most 

sophisticated commercial hardening plants as well 

corporate heat treatment centres in aviation, motor, tool 

and machine industries. In the last decade the technical 

potential of such furnaces has been expanded to include 

the technologies of high temperature, low pressure 

thermo-chemical treatment of construction elements, 

mainly vacuum carburizing and advanced modifications 

thereof, carried out sequentially in one unit of 

equipment, complete with high pressure gas quench 

(Olejnik 2002; Korecki 2005). 

 

 
 

Figure 1: Universal Vacuum Furnace for High Pressure 

Gas Quench 

 

   These furnaces are considered to be extremely 

environmentally friendly. The consumption of process 

gases and emission of greenhouse gases in the universal 

vacuum furnaces are from several dozen to several 

hundred times lower when compared to traditional 

equipment. The replacement of oil quench with gas 

quench is definitely more environmentally friendly, not 

to mention the application of nitrogen or helium which 

are totally neutral to the environment. In this regard, the 

energy saving potential is merely an additional 

advantage.  

   Therefore, a perspective outlook at the heat treatment 

trends authorizes the thesis that a simulator should be 

engineered with a view to using modern, efficient and 

energy saving gas quench equipment, although at 

present such equipment is still second in popularity 

behind the traditional oil quench systems. 

 

Tool steels 

A major impulse to create a new piece of equipment was 

the authors’ current interest in the issue of effective 

quenching of a steel group known as tool steels.  

   Tools made of tool steels find application in cold and 

hot forming of all types of materials: metals, polymers, 

ceramics and composites. Furthermore, tool steel is the 

basic material for manufacturing tools, components of 

gauging instruments and top-reliability holders.  

   Properly hardened tool steels are characterised by high 

hardness, abrasion resistance, minor deformability and 

little susceptibility to overheating. Since the essential 

properties of those steels (abrasive wear resistance, 

strength, crack resistance, ductility) are largely 

dependent on the hardness they reach, it is that 

parameter that so often comes into focus. Therefore, 

properly handled quenching of tool steels is of utmost 

significance for the final hardness of the steel element 

and thus a decisive factor in its operational suitability. 

 

SIMULATIONS OF QUENCHING PROCESS 

Determining the dependence between structure, 

technological process and functional properties is of key 

importance for properly optimised tool manufacturing 

processes. The selection of appropriate material and 

technological process ensures the best product durability 

at the lowest cost (Sitek 2010). 

 

 
 

Figure 2: General view of the G-Quench Pro program 

 

   The G-Quench Pro program (Gas Quenching 

Simulator) (Fig. 2) is used to simulate and control the 

process of tool steel gas quench, also at high pressure, 

and it reduces the need for test runs. It was developed by 

the authors hereof for the use by the worldwide 

manufacturer of heat treatment equipment 
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Seco/Warwick S.A. The mathematical basis for quench 

process and dependence of material hardness on quench 

time were worked out on the grounds of the research 

carried out at the Polytechnic of Łódź and at 

Seco/Warwick S.A., supported with available literature 

(Atraszkiewicz 2005). 

   The simulation of a process follows the parameters 

defined by the user. A major stage is to define the 

material for which quench processes will be simulated. 

Pursuant to that input the program displays a phase 

diagram for a given steel. At the next stage cooling 

parameters are determined: the pressure and the type of 

quench gas, the fan rotation speed and the temperature 

at which quenching begins (Fig. 3). The result of a 

simulation is largely dependent on both the dimensions 

and the curvature of the quenched element. The packing 

density of the workload in the heating chamber also 

influences the quench rate, so this parameter is also 

taken into consideration. 

 

 
 

Figure 3: Quench Process Parameters Display 

 

   An immediate outcome of a simulation is the 

determination of the cooling curve for a particular 

material in given conditions. Combined with the phase 

diagram, the cooling curve provides information about 

the phases the material will go through in the course of 

treatment. The final effect of the simulation is defining 

the expected hardness of the processed material. 

   Individual parameters of a heat treating unit 

extensively determine the real course of treatment and 

cause the situation where the same parameters preset on 

two different units of equipment may result in differently 

hardened steels. For that reason, at the installation phase 

the G-Quench Pro program requires configuration of its 

settings in relation to the particular piece of equipment it 

is assigned to.  In this way the individual characteristics 

of a furnace will be taken into account when calculating 

the outcome properties of a product. 

   To sum up, in the simulation mode the software 

provides a fully functional tool for the design and 

analysis of gas quench processes, which features 

adaptability to a given piece of equipment. 

 

QUENCH PROCESS CONTROL 

Simultaneously to predictive functionality, the functions 

monitoring the course of real quench process were 

developed. In the monitoring mode, the software 

requires connection to the furnace by being mounted 

thereon or by a remote connection between the furnace 

computer and the computer on which the software is run. 

G-Quench Pro co-operates with the furnace software to 

receive an input indicating the current temperature in the 

furnace chamber or in the heat treated element. The user 

defines the location of the temperature readout. 

   In the subsequent moments a real process curve is 

superimposed on the cooling curve determined by the 

simulator. In this way a progressive verification of the 

quench process correctness is ensured. 

   It must be pointed out that the program features the 

possibility of simulation and control not only for 

hardening, but for every process of cooling in the 

general understanding of the term. 

   Apart from the functionality described above, the 

program features a number of standard functions such as 

logging and readout to file, making screen dumps or 

reports for printout, which, due to their self-evident 

nature, will not be detailed herein. 

 

EMPIRICAL VERIFICATION 

Empirical verification of the simulator was carried out in 

two ways.  At the first stage,  the G-Quench Pro 

simulation results were compared to the results obtained 

from a commercial heat treating simulation program by 

Dr Sommer (Dr Sommer 2004). In the majority of cases 

the results from both simulators were compatible or 

indicated negligible differences. Fig. 4 and Fig. 5 

present material hardness diagrams  in cooling time 

function for quench at temperature range 800
0
 - 500

0
 C. 

The causes for divergence should be sought in the 

assumptions concerning properties of materials, as in the 

literature there also exist discrepancies in the 

descriptions of thermal dependence of density, heat 

conductivity and the specific heat of individual grades of 

tool steel. 

 

 
 

Figure 4: Hardness Diagram (HV) for WNLV (W500) 

Steel in Cooling Time Function (s) 

 

 
 

Figure 5: Hardness Diagram (HV) for H10 (W303) 

Steel in Cooling Time Function (s) 
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   Simultaneously, experimental treatments were carried 

out on a real industrial furnace. 

   The research material consisted of samples of WCLV 

steel (1.2344) of cylindrical shape and dimensions from 

25x150 to 200x500 mm (Fig. 6). 

 

 
 

Figure 6: Furnace with Samples 

 

The samples were quenched in a 25.0VPT-4035/36 

furnace (manufactured by Seco/Warwick S.A.) in 

nitrogen at the pressure of  9 bar (0,9 MPa), then tested 

for the cooling curve and hardness of surface and core, 

and finally compared to the simulation results.  

 

 
 

Figure 7: Cooling Comparison for WCLV steel 

 

The real and the simulated cooling curves are presented 

in Fig. 7. Both curves are convergent and the difference 

does not exceed 5% of the cooling rate at the key 

temperature range 800-500
o
C. Comparative results of 

the hardness test are also highly satisfactory, reaching 54 

HRC +/- 1 HRC. 

 

CONCLUSIONS 

Tool steels constitute a basic material for forming all 

groups of materials and for the manufacture of tools. A 

properly designed and controlled quench process is of 

major significance for the final effect of heat treatment 

of an element and thus for its durability and service 

usability. Modern equipment and technologies of 

vacuum heat treatment provide for high-volume and 

effective heat treatment of tool steels, while simulators 

such as the G-Quench Pro enable engineering of new 

treatments with a simultaneous reduction in time-

consuming experimental research. 

   Currently, the program is undergoing the complex 

verification process for compatibility of the simulation 

with real processes. Following this stage, a commercial 

implementation of the application is scheduled to be 

effected on equipment working in industrial conditions, 

as well as further development of the software. 
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ABSTRACT 

This paper presents the new approach to the formation 

of the gas turbine engine diagnostic matrix employing  

A.Tikhonov’s regularization method and taking into 

account the compressor properties shift under the 

condition of engine air-gas channel alteration. This 

method allows eliminating the certain inadequacy of the 

diagnostic matrices in some cases and removes the 

restrictions on their implementation for gas turbine 

engines diagnostics. The elaborated regularization 

algorithm of the calculation-identification matrix 

reversion permits to determine the diagnostic matrix 

persistently. The suggested method of registration of the 

compressor properties shift allows providing the 

adequacy of the engine mathematical model taking into 

consideration the depreciation of the engine and air-gas 

channel and consequently obtaining the adequate 

diagnostic matrix. 

It is offered to employ the obtained diagnostic model in 

the on-board systems of the gas turbine engine control 

and diagnostics.  

 

INTRODUCTION 

Gas turbine engine is a complex technical system, 

operation of which is determined by the whole range of 

the complicated physical processes, interconnected and 

interacting tightly. The contemporary gas turbine 

engines comprise a lot of components and have a 

complicated structure; these components interact 

continuously with the external environment in the 

process of operation, and cooperate with other sub-

systems of the aircraft as well. The accurate forecast 

cannot be done for the further technical state of such 

complicated system as aircraft engine since it is 

impossible to present the full comprehensive description 

of the impact different factors can have on the engine in 

different situations. Accordingly, there is a necessity to 

take the decision on the engine state under the 

circumstance of indeterminacy. 

The task solved by the diagnostics system in the 

operation process concerns receiving the data necessary 

for exact decision taking the further engine running as 

an object of diagnostics, and for possible maximal 

decreasing the existing indeterminacy.  

Nowadays there are different methods and diagnostic 

models for control and diagnostics of the gas turbine 

engines, but it is worth mentioning that there is no 

universal method or model. That is the reason why the 

diagnostics system comprises as a rule the whole 

complex of models and methods employed for 

determining and forecasting the engine technical state. 

Mathematical models as a means of forecasting the 

object state possess an important advantage – it is the 

possibility of examining the engine state under the 

influence of different factors under different conditions. 

The issue of developing the general mathematical model 

is identification and discovering connections between 

the fact of malfunction appearance and the engine 

parameters alteration as an object of diagnostics. The 

parameters under control are chosen on this purpose, 

then the algorithms of parameters transformation are 

worked out, the accuracy of measurement and the 

diagnostics regularity are specified, the complete 

association between the diagnostics results and the 

engine technical state are established. 

One of the methods of the engine air gas channel 

diagnostics is the method of diagnostic matrices.  The 

essence of the method is the following: the equations in 

minor deviations describing the gas turbine engine 

become the basis for constructing and forming the 

diagnostic matrix 1
C A B

−
= , where the matrix 

A components comprise the coefficients of the 

calculated parameters, and the matrix B  components 

comprise the coefficients of measured parameters. 

As it was said above the task of determination of the gas 

turbine engine diagnostic matrix is an equivalent of the 

task of the stable reversion of the calculation 

identification matrix which as a rule occurred to be the 

ill-conditioned one (here is the matrix of the first type) 

or the matrix, the components of which fully or partly 

are specified approximately (here is the matrix of the 

first type also) or it is the underdetermined matrix since 

the values of certain components are not identified (here 

is the matrix of the second type). Consequently, for its 

stable reversion it is necessary to employ the special 

methods implementing the apparatus of the poorly 

conditioned problems theory (Morozov 1984, Engl et al 

1985). In case when the calculation identification matrix 

is the matrix of the first type, the general theoretical 

fundamental of constructing the regulating reversed 
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calculation identification matrix is the following 

(Tikhonov et al 1986): the element/vector 0 u U≡ ∉  is 

given, where U  is Hilbert space (in this case it is finite 

dimensional) and the equation 

Az u,=  (1) 

is considered, where A : Z U→  is a linear operator (in 

this case it is finite dimensional, in other words matrix), 

Z  is Hilbert space, and z Z∉  is the unknown desired 

element/vector. Then finding the element z Z∉  which 

is to be continuously dependent on the right part u  of 

the equation (1) will result in determining the stable 

reversed operator 1A .−  For fulfilling this, instead of the 

operator equation (1) the optimization problem  

U z Z
Az u min

∉

− →  (2) 

is considered { }R  marks the class of these positive 

definite self-adjoint operators Q  that the quadric form 

( )
2

U Z
Az Qz,z+  is not less than 

22

Z
z ,β ⋅  in other 

words ( )
2 22

U Z Z
Az qz,z z ,β+ ≥ ⋅

 
where 

( ) 0A,Qβ β= >  is a constant, not dependent on 

( )z D Q .∉  The composed function is 

introduced:

[ ] ( ) ( )
2

def

U Z
M Q; z,u Az u Qz,z , z D Q .≡ − + ∉  Then the 

element ( )ex
z D Q ,∉  minimizing the composed 

function [ ]M Q,z,u ,  satisfies the equation 

( )
* *Q A A z A u,+ =  having the unique solution 

( )z R Q u,=  where ( ) ( )
1def

* *R Q Q A A A .
−

≡ +  Then the 

element u  is given approximately, in other words it is 

assumed that u u ,δ= +%  where δ  is a certain random 

process with the values in U,  for which the 

probabilistic average is zero, in other words { } 0E .δ =  

It is marked 

( ) ( ) ( ){ }
22

def

z
Q;z u ; E R Q z z uδ ∆ ≡ −  %  

and 

( ){ } { }
( ) ( ){ }

{ }

( )
2 2

,

; ; sup ; ; ,
def

z u z u

Q z u Q z u
∈

δ∈ δ

 ∆ δ ≡ ∆ δ   
%

 

where ( ){ }z u  is the class of the admissible solutions of 

the task (2), and { }δ  is the class of the admissible 

perturbations of the optimization task (2). The optimal 

regularization is the operator 

{ }
( ){ } { }arg inf ; ; ,opt

Q Q
Q Q z u

∈

 = ∆ δ 
%

 

 in other words { }
opt

Q Q∈  is determined as the task 

solution  

( ){ } { }
{ }

; ; inf .
Q Q

Q z u
∈

 ∆ δ → 
%   (3) 

If the solution of the extreme task (3) exists, in this case 

the element ( )
opt opt

z R Q u∈ %  is called as ( ){ } { }( ); ;Q z u δ  – 

an optimal regularized solution of task (2). In this case 

the value ( ){ } { }
{ }

( ){ } { }; ; inf ; ;
def

opt opt

Q Q
Q z u Q z u

∈

   ∆ δ ≡ ∆ δ   
% %  is 

error ( ){ } { }( ); ;Q z u δ  – the optimal regularized solution. 

In case when { } { }: ,Q Q Q I= = α⋅  where I  is a unity 

operator, and 0α >  there is a certain parameter (in 

general, it is unknown), called the parameter of 

regularization, and the extreme task (3) is reduced to the 

determination of the optimal value of the regularized 

parameter .opt
α = α  Then it is assumed that ( )z u  is the 

solution for task (2) with the minimal admissible norm, 

in other words it is assumed that  

1. { } { }: , ,
i i i

Q Q Qe e i= = α ⋅ ∈�  where { }i i
e

∈�
 is 

orthonormalized system of own values of the self-

adjoint operator * :A A  * , 1,2,...;i i iA Ae e i= λ ⋅ =  

0, ;
i

iλ > ∈ �  { } .
i

λ ↓  

2. { } ,
γ

δ∈ δ  where 

{ } { }{ }2 2 2
: , 0 sup .

def

i i i i
i

E
γ

∈

δ ≡ δ δ = γ < γ ≥ δ
�

 

Then ( ){ } { }( ); ;Q z u δ  is an optimal regularized solution 

opt
z  is expressed by the formula  

( )

( )

2

2 2
1

,
i i iopt

i

i i i i

u u
z e

u

∞

=

⋅ + δ
= ⋅

λ ⋅ + γ
∑   (4) 

where 

( ){ } { }( )
( )

2 2
2

2 2
1

2

2

; ; ,

, .

opt opt i i

i i i i

opt i i

i

i

u
Q z u

u

i
u

∞

=

γ ⋅
 ∆ δ =  

λ ⋅ + γ 


λ ⋅ γ 
α = ∈ 



∑%

�

  (5) 

From (4), (5) it is possible to receive the formula for 

( ){ } { }( ); ;Q z u
γ

δ  - the optimal regularized solution :opt
z

γ  

( )

( )

2

2 2
1

,
i i iopt

i

i i i

u u
z e

u

∞

γ

=

⋅ + δ
= ⋅

λ ⋅ + γ
∑   (6) 

where 

( ){ } { }( )

( )

2

2

2 0

2 2
1

2

2

; ;

0;

, .

opt opt

i

i i i

opt i

i

i

Q z u

u

u

i
u

γ

∞

γ→

=


 ∆ δ =  



= γ ⋅ → 
λ ⋅ + γ 


λ α = γ ⋅ ∈



∑

%

�

  (7) 

It is obvious, that in this case – in case of the finite 

dimensionality of the operator :A Z U→  from the 
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original equation (1), or when { }
, 1,

,
ij i j N

A a
=

=  – the above 

demonstrated formulae (4), (5) and (6), (7) stand in 

force, only if the lines in these formulae are exchanged 

by the corresponding sums consisting of N  summands. 

For instance, for this case ( ){ } { }( ); ;Q z u
γ

δ  – is the 

optimal regularized solution opt
z

γ
 of matrix equation (1) 

will be the regularized solution of the equation 

( ) ( )
* *

A A I z A u+ α ⋅ = + δ  when 
2

2
,opt

c

γ
α = α =  and the 

error ( ){ } { }( )
2

; ;opt opt
Q z u

γ

 ∆ δ 
%  will be the following 

(Guseynov at al 2003): 

( ){ } { }( )
2

2 2

2 2 2
1

1
; ; ,

N
opt opt

i i

Q z u c
cγ

=

 ∆ δ = γ ⋅ ⋅  γ + ⋅λ
∑%  

where ( ){ } ( ) ( ){ }
2 2: , , 1, , .

def

iN
z u z u z u Z u c i N c const≡ ∈ ≤ = =  

Imposing these or those restrictions on the coefficients 

rate of decay , 1,
i

u i N=  and the values , 1, ,
i

i Nγ =  it is 

possible to receive the exact values for the error 

( ){ } { }; ; .opt opt
Q z u ∆ δ 

%  The particularization of such type 

is the essence of the following two parts of the work 

under consideration. 

 

FORMATION OF THE DIAGNOSTIC MATRIX 

FOR CONTROLLING THE STATE OF THE GAS 

TURBINE ENGINE AIR GAS CHANNEL 

Developing the Adequate Mathematical Model of the 

Engine for Diagnostic Matrix Formation  

Since Urban (Urban 1974, 1982) introduced his gas path 

analysis in the 1970's, a substantial number of papers 

have been published in this area. These papers have 

proposed a wide variety of algorithms, employing linear 

(Doel 1994, Xia et al 2009) and non-linear methods 

(Stamatis et al 1990), genetic algorithms (Zedda et al 

1999, 2002), neural networks (Denny 1965) and fuzzy 

expert systems (Fuster et al 1997, Siu et al 1997). 

Comparisons of these methods were extensively 

reviewed in (Li 2002, Kamboukos et al 2005). 

Currently, gas path analysis is used in gas turbine 

analysis both widely and commercially. All the 

peculiarities and properties of the diagnostic matrices 

useful for practice are the results of the analysis of the 

mathematical model of the processes taking place in the 

air gas channel of the gas turbine engines. The equations 

describing the processes in the components of the gas 

turbine engine are complicated, some of them are given 

graphically (for example, the compressor features). The 

operational process of the gas turbine engine represents 

the aggregate of the whole range of closely 

interconnected complex processes, and changing even 

single of the gas turbine engine parameters – sectional 

area, loss coefficient, coefficient of efficiency etc. – 

results in changing almost all other parameters of the 

flow (pressure, temperature, velocities) and further in 

the changes of the engine properties – thrust, power,  

fuel consumption. For simplifying the analysis of 

dependence between the increments in the 

interconnected equation parameters the approximate 

mathematical method is implemented – the method of 

minor deviations, allowing obtaining the linearization of 

the process original equations. As an example there is 

the way of obtaining the equations in minor deviations 

from the process principal equations. The work, spent 

for compressing 1 kilo of air in the compressor is 

expressed via the equation: 

( )
0 286

1

1
1

1

.

c t c

c

k
L RT ,

k
π

η
= −

−
 

where  

1tT  – is the temperature of the stagnated flow before the 

compressor, 

cπ  – is the degree of increasing the full pressure in the 

compressor,  

cη  – is the compressor adiabatic efficiency on the 

stagnated flow parameters.  

After taking the logarithms of the right and the left parts 

of the equation  

( )
0 286

1
1

1

.

c t c c

k
ln L ln R lnT ln ln

k
π η

 
= + + − − 

−   

and then differentiating the received equation and taking 

into consideration that  

( )
dx

d ln x
x

=
,  

it is possible to discover  

0 286

1

0 286

1

0 286 .

c t c c c

.

c t c cc

dL dT . d d

L T

π π η

π ηπ
= + −

 

Though, the connection between the relative changes is 

found, and the following notions are introduced: 

1 1

1 1

с c
с

с c

t t
B

t t

c c
c

c c

c c
c

c c

dL L
L

L L

dT T
T

T T

d

d

δ

δ

η η
δη

η η

π π
δπ

π π

∆
≈ =

∆
≈ =

∆
≈ =

∆
≈ =

 

then 

1 1c t c cL T Kδ δ δπ δη= + −  

This is the final equation of the process of compressing 

in minor deviations. The coefficients of 
1t c cT , ,δ δπ δη  in 

this equation are the coefficients of influence on
cL . It is 

obvious, that in 
1tTδ the coefficient is 1, and in 

c
δη  it is 

-1, and in 
c

δπ it is 1K  
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0 286

1 0 286

0 286

1

.

c

.

c

.
K

π

π
=

−
 

The equation in minor deviations should be understood 

in the following way: if the air temperature 1tT  increases 

by 1%, the operation of compressing, ceteris paribus, 

( )0
c c c c

const , const ,π η δπ δη= = = =  increases by 

1%. Similarly to this, in case of increasing cη by 1% the 

operation of compressing decreases by 1%, and if cπ  

increases by 1% the operation of compressing increases 

by 1K % . So the equation allows the determination of 

changing the operation of 
c

L  with simultaneous 

alteration of 1t c c
T , ,π η , as well as finding the 

connection between the changes of 1t c
T , π  and

c
η  under 

the determined change in the compression operation, in 

other words finding solution for the reversed task. As an 

instance there is a mathematical model below. This 

model was obtained with the implementation of the 

method of minor deviations for the turbo propeller 

engine ТВ7-117С, presented in the following form  

1. the equation of parity of the compressor and 

the turbine operations (absence of bypassing 

and air bleeding): 

1 4 3c c t T T
K T Kδπ δη δ δπ δη− = + +  

2. the correlation of pressures in channel:  

out c T in ch outδπ δπ δπ δσ δσ δσ= − + + +  

3. the equation of compression process in the 

compressor: 

2 1 2 2t c cT K K Kδ δπ δη= ⋅ ⋅ − ⋅  

4. the equation of the extension process in 

turbine: 

4 3 3 4 4t t T TT T K K Kδ δ δπ δη= − ⋅ ⋅ − ⋅  

5. the equation of the continuity between the 

compressor inlet and the throat section of the 

turbine nozzle cascade: 

30 5air in c ch T tG F . Tδ δσ δπ δσ δ σ= − + + −  

6. the equation of the continuity between the 

turbine nozzle cascade and the jet nozzle: 

6T out T out outF F Kδπ δσ δ δ δπ− + = +  

7. the equations describing the compressor 

properties:  

10

11

δ δπ δσ

δη δπ δη

= +

= +

air c in

c c c

G K

K
 

8. the equation of the heat input: 

( )5 3 5 1δ δ δ δ δξ= + − − −f air t c chG G K T K T  

9. the equation of the jet thrust:  

( )9 7 8 9 9 1δ δ δπ δ= + ⋅ ⋅ − −
out pc air

R K F K K K K G  

Nevertheless, in the obtained linear mathematical model 

the alteration of the engine air gas channel state is not 

taken into consideration, and this fact does not allow 

further forming the adequate diagnostic matrix. For 

taking into account the changes of the engine air gas 

channel it is suggested using the idea of introduction of 

the specific components into the compressor equations. 

It is assumed here that under the condition of changing 

the state of the compressor air gas channel its head-

capacity characteristics shift in the equidistant way by 

value 0 1air
G

−
∆ horizontally and 0 1π

−
∆

c
 vertically (Fig.1.) 

 
 

Figures 1: Diagram of Property Shifting  

 

Besides the property shift there is also the shift of the 

operational modes line and the operational point on it 

(1-2) in the way that the cumulative change of the air 

consumption and the degree of pressure are 

correspondingly 
air

G∆  and π∆
c
. Simultaneously there 

is the change in the efficiency by value 0 1η
−

∆
c

, and 

taking into account the operational point shift - by
c

η∆ . 

Employing the approach (Chercez 1975), the full 

relative increments of the parameters in this case are 

determined as the sum of relative partial increments in 

the first (0-1) and the second (1-2) transitions: 

0 1 1 2

0 1 1 2

0 1 1 2

air air air

c c c

c c

G G Gδ δ δ

δη δη δη

δπ δπ δπ

− −

− −

− −

= +

= +

= +

 

Taking into consideration that 

1 2 10 1 2

1 2 11 1 2

1 2 0 1

air c

c c

c c c

G K ;

K

δ δπ

δη δπ

δπ δπ δπ

− −

− −

− −

=

=

= −

 

the following correlations are received: 

0 1airG
−

∆

airG∆  

0 1с
π

−
∆  

с
π∆

0 1с
η

−
∆

с
η∆ 1 

0 

2 

0 

1 

2 

air
G

с
η

с
π  
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( )

( )

0 1 10 0 1

0 1 11 0 1

air air c c

c c c c

G G K

K

δ δ δπ δπ

δη δη δπ δπ

− −

− −

= + −

= + −
 

The parameters relative increments along the line (0-1) 

are marked as δ δη δπ
air c c

G ; ; , then 

( )

( )

10

11

δ δ δπ δπ

δη δη δπ δπ

= + −

= + −

air air c c

c c c c

G G K

K
 

Is expressed 10δ δπ=
air c

G K , where 

1 0 0 0

10

0 1 0

π π

π π π

− ∆
= =

− ∆

air air c air c

air c c air c

G G G
K

G G
 

This is the coefficient of the connection of alteration of 

the given air consumption and the degree of the 

compressor pressure increase along the line of shifting 

the head-capacity curve (it is assumed, that this shift 

takes place along the operational modes line). 

Accordingly there is the additional parameter air
G∆  in 

the equations, and this parameter characterizes the shift 

of the head-capacity curves of the compressor 

properties. The set of equations describing the 

compressor properties taking into consideration the 

malfunctions of the compressor and correspondingly the 

shift of its properties is the following:  

10
10

10

11
11

10

1air c air in

c c c air

K
G K G

K

K
K G

K

δ δπ δ δσ

δη δπ δη δ

 
= + − + 

 

= + −

 

Accordingly the original equations describing the 

compressor properties, in the original mathematical 

model are exchanged by the newly obtained ones. The 

obtained mathematical model will be implemented for 

the diagnostic matrix formation.  

 

General Approach to the Diagnostic Matrix 

Formation  

The diagnostic matrix formation is demonstrated by 

setting the diagnostics of the air gas channel of the 

engine ТВ7-117С, for which the mathematical model 

was developed. It is worth mentioning that the depth of 

the engine air gas channel diagnostics is connected with 

the number of the registered fluid dynamics parameters.  

In this case the following parameters are supposed to be 

the registered (measured) ones: 

1. full temperature and air pressure at the engine 

inlet; 

2. speed of the compressor rotor; 

3. full gas temperature behind the turbine;  

4. full air pressure behind the compressor; 

5. fuel consumption per hour; 

6. speed of the free power turbine rotor.  

For obtaining the diagnostic matrix the measured 

parameters are taken into the right part of the equation 

and the left part comprises the others. The necessary 

number of the measured parameters is determined as a 

difference between the number of variables and the 

number of equations. The number of the measured 

parameters needed for the diagnosis is determined by 

the number of independent criteria of calculation, the 

deviations of which characterize the state of the engine 

junctions. The diagnostic matrix is formed for the mode 

of maximum operation duration (under the condition of 

power N=2720 kW). The left parts of the equations are 

used for matrix A creation, and the right parts – for 

matrix B. Substituting them with the numerical values 

of the coefficients, calculated for this operation mode, 

and solving the set of equations: 1
C A B

−
= . 

The engine diagnostic matrix is obtained. Formation is 

described in details in the work (Labendik and 

Kuznetsov 1992) The first four lines of the diagnostic 

matrix present the information on the gas generator 

state. The other lines have the referential features. For 

examining the diagnostic matrix it is possible to 

simulate the gas generator malfunctions, giving any 

deviation of the junctions state parameters 

( )δ δη δ δη
air c T T

G , , F , .  

Nevertheless, the practice has shown that the diagnostic 

matrix development is not always possible, that is why 

certain papers (Novikov et al 2007) point the restrictions 

of their employment. It is connected with the fact that 

obtaining the reversed matrix 1
A

−  is impossible, and 

consequently it is impossible to obtain the diagnostic 

matrix as well. Next part of the paper suggests the 

regularizing algorithm of obtaining the stable 

calculation identification  matrix on the basis of 

Tikhonov’s method. 

 

The Regularizing Algorithm of the Steady Inversion 

of the Calculation Identification Matrix  

The algorithm, enables finding the inverse calculation-

identification matrix, is based on the regularization 

method idea by academician A.Tikhonov. The put-

forward algorithm comprises the following stages. 

Stage 0. The calculation identification matrix is found 

as a result of gas-dynamic calculation, the order of this 

matrix is m n× , where m n= , or ;m n>  

Stage1. First, the arbitrary vector u  of order 1m×  is 

found. Then the set of simultaneous linear algebraic 

equations is done.  

,Az u=   (8) 

where z a task is is required solution vector (8);  

Stage 2. In system (8) the matrix A  and the right part of 

u  are disturbed:  

,h
A A h− ≤

 
,u u

δ
δ− ≤  

where h  and δ are supposed to be invariably defined. 

As a result, instead of (8) there is the following 

disturbed set of simultaneous linear algebraic equations: 

,h
A z u

δ
=%   (9) 
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where z%  is the required approximate set (9) solution, 

dependent on the inaccuracies{ }; ;h δ  

Stage 3. The set (9) on the left is multiplied by the 

transposed matrix ( ) :
T

h
A  

( ) ( ) .
T T

h h h
A A z A u

δ
=%  

Here indicating ( ) ( ); ,
T T

h h h h
A A A u A u

δ δ
= =% %  the 

following is found: 

;h
A z u=% %%

δ
   (10) 

Stage 4. The matrix { }, , 1,i j i j m
B

α α
β

=

=  is built up. The 

components of this matrix are detected according to the 

formulae (Guseynov 2003, 2004) 

, , ,

1

, , 1, .
m

i j i k j k

k

a a j j mβ

=

= ⋅ ∀ =∑  

The value α  is added to the matrix components on the 

principal diagonal, it is the parameter of regularization.  

11 21 1

12 22 2

1 2

n

n

m m nm

B ;

+ 
 

+ =
 
 
 

K

K

K K K K

K

α

α β β β

β α β β

β β β

 

Stage 5. The regularizing parameter (matrix) 

( )
1

k
R B A

α α
−

= ⋅ %  is detected (Guseynov 2007);  

Stage 6. The approximate solution for the set of 

simultaneous linear algebraic equations is found. 

z R u
α

δ
=%  

Having the invariable value of the rate δ  and changing 

the value of α , the optimal value is detected. 

 

Application of the Worked-out Algorithm for 

Finding the Steady Information-Diagnostic Matrix  

The diagnostic matrix of ТВ7-117С engine was 

obtained with this worked-out algorithm, and the 

number of measured parameters is four (tab.1). It is 

important, the matrix under consideration is the matrix 

of the definite operational and efficient engine.  

The achieved diagnostic matrix (DM) allows analyzing 

the diagnostic properties, which are response for the 

fluid dynamic parameters’ minor deviations. The 

diagnostic matrices allow locating mostly the charging 

set failure. At the engine operation process the gas 

generator failures develop as a rather specific, inherent 

for this trouble, set of deviations of measured 

parameters ( )4 2

* * *

f t t c
G , T , T ,δ δ δ δπ . 

 

 

 

 

Table 1: Engine Diagnostic Matrix 

 

 
Tcnδ  TcTδ

 

fGδ  cδπ
 

airGδ  -2.48 -0.702 0 0.053 

Cδη
 0.189 6.736 -8.803 0.482 

TFδ
 0 -1.397 1.287 -1 

Tδη
 0 -5.667 6.229 -0.551 

cδη  0 6.809 -8.803 0.553 

airGδ  0 -0.757 0 0 

Tcδπ  0 0.257 0 1 

Tfδπ  0 -0.257 0 0 

4tTδ  0 -1.284 2.574 0 

2tTδ  0 -3.871 5.005 0 

 

But even the experienced engineer, an expert, cannot 

estimate the whole variety of these parameters 

deviations. The diagnostic matrix allows locating the 

problem in the engine air-gas channel by means of 

defining trouble partial criteria (for compressor they are 
*

δη   and air
Gδ and for turbine they are 

*

T
δη  and TFδ . 

Suppose at the process of engine operation the 

following set of parameter deviation is received: 

0 074Tcn . ,δ = − 4 1 659 1 472 0 426*

t f c
T . , G . , .δ δ δπ= = = , 

where 
Tcnδ  is the engine speed deviation, 

4

*

tTδ  is the 

deviation of gas temperature behind the turbine, 
fGδ  is 

the fuel consumption deviation, *

cδπ  is the engine 

pressure ratio deviation.  Multiplying the coefficients of 

the efficient diagnostic matrix by the received 

deviations of the measured parameters, and summing 

these products up, we obtain the deviations 
*

c
δη  and 

air
Gδ in the engine compressor, and 

*

T Tc
F ,δ δη  in the 

engine turbine. 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

2 48 0 074 0 702 1 659

0 1 472 0 0503 0 426 1 00368

0 189 0 074 6 736 0 702 8 803

1 472 0 482 0 426 2 00231

δ

δη

= − ⋅ − + − ⋅ +

+ ⋅ + ⋅ − = −

= ⋅ − + ⋅ − + − ⋅

⋅ + ⋅ − = −

air

*

c

G . . . .

. . . .

. . . . .

. . . .

 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

0 0 074 1 397 1 659 1 287

1 472 1 0 426 0 00284

0 0 074 6 736 1 659 6 229

1 472 0 553 0 426 0 003113

δ

δη

= ⋅ − + − ⋅ + ⋅

⋅ + − ⋅ − =

= ⋅ − + ⋅ + ⋅

⋅ + − ⋅ − = −

T

Tc

F . . . .

. . .

. . . .

. . . .

 

With this set of values the diagnostic matrix points the 

trouble in the compressor, as we see the compressor 

efficiency loss by 2% and air consumption rate by 1%, 

and the turbine is practically operational at this moment, 

as there is practically no any change in the passage area 

of the set of nozzles and no change in the turbine 

efficiency.  
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The values for every pair of criteria for every block 

allow introducing them as the defect field of vector, and 

then to estimate the development trends of these defects 

from flight to flight, and taking into consideration the 

access scope to anticipate the time of these defects 

dangerous development and engine malfunction. 

Certainly, the measured parameters deviations sets for 

every flight are average samples, obtained after flight 

information processing and referencing it to the definite 

engine work modes (typical operation, cruise rating, 

etc.). 

 

CONCLUSIONS 

The paper under consideration presents the approach to 

the formation of the adequate diagnostic matrix of the 

gas turbine engine. For formation of the adequate 

mathematical model it is offered to introduce the 

additional components, capable of accounting the 

depreciation of the engine air gas channel, into the 

compressor equations. For determining the diagnostic 

matrix С of the gas turbine engine the regularizing 

algorithm is suggested. The idea of Tikhonoff’s 

regularizing method is the basis of the suggested 

algorithm. This algorithm for determination of the 

diagnostic matrix is universal, and this fact allows 

implementing it (with minimal modifications) for the 

tasks of determination of the diagnostic matrices for 

different gas turbine engines of complicated schemes. 

Accordingly the principal reasons restricting the 

diagnostic matrices implementation are eliminated.  The 

diagnostic matrices can be introduced directly into the 

on-board systems of control and troubleshooting of the 

gas turbine engine as well as implemented for training 

the neural network. The neural network trained on the 

diagnostic matrix, permits to define the technical state 

of the engine under the condition of incompleteness or 

absence of the data on certain engine parameters. These 

tasks are assumed to be the identification tasks with the 

uncertainty.  
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ABSTRACT 
 
The research in mechatronics focuses on the design and 
implementation of reliable, secure and economic 
systems. Our study is to modeling the operative part of a 
CNC machine using a bond graph approach with 
optimal placement of sensors in order to achieve a 
model for an integrated design of supervision. The 
proposed model allows a conception technically feasible 
and economically realizable to be integrated into 
production lines. The generation of analytical 
redundancy relations can find the FDI (Fault Detection 
and Isolation) matrix, that optimizes the maintenance 
function. 
 
INTRODUCTION 

Mechatronics is the synergistic and systemic 
combination of mechanics, electronics and computers in 
real time, the value of this pluridisciplinary engineering 
field is to design powerful, reliable, economic  and 
automated systems to allow control of complex systems 
(Bishop 2006). From this definition we deduce that each 
mechatronic system can be modeled and simulated with 
an efficient in the design phase. 
A unified modeling approach is necessary for analysis 
and mode. The graphical tool is well suited for this 
purpose. This methodology allows the display of the 
power exchange system, which includes storage, 
dissipation and transformation. In   addition, this tool 
takes into account not only the generation of a behavior 
of the system, but it can also be used for structural and 
causal analysis, which is essential for designing control 
systems and surveillability. The flexibility of this tool 
allows us to add more elements such as losses or 
thermal effects. The causal and structural properties of 
the graphic language allows the modeler to solve the 
algorithmic level model in the formulation stage before 
the detailed equations have been derived, this context 
has been developed in (Samantaray and Ould 
Bouamama 2008). 
These properties can be used for the design of systems 
for monitoring and supervision, these methods are 
illustrated in (Ould Bouamama 2002; Djeziri et          

Ou. 2009; Medjaher et Sa. 2006; Cocquempot 2004). 
Therefore, this graphical method can be considered an 
integrated tool for computer-aided design. The bond 
graph, abbreviated by (BG) are, (Ould Bouamama and 
Tanguy 2006) :  
 

− Representation graphs of the dynamic behavior 
of systems regardless of the domain 
considered. 

− Graphs based on energy flow. 
− An object-oriented modeling of systems. 
− A powerful modeling tool for engineers. 

 
In the bond graph language there is a set of multiports 
which are necessary for modeling a physical system in a 
generic way using generalized variables of effort and 
flow. These elements are classified into three categories, 
(Ould Bouamama and Tanguy 2006): three passive 
elements (R, C and I), two active elements (Se and Sf) 
and four junctions (1, 0, TF and GY). The notion of 
causality has been developed in (Borutzky 2009). 

 
CASE STUDY 
 

In our study we model and simulate the operative part of 
a CNC machine using the bond graph tool to lead a 
model for integrated design of supervision. This 
machine consists of two parts:  
 

− Control part for machining program,         
instrumentation and monitoring display. 

− Operative part for piece machining. 
 

An electric motor drives through: set reductor and 
screw/nut, a table piece porter moving horizontally. The 
engine is powered by a voltage  and the table is 
marked with its rated position Pos(t), view figure 1. 
 
 

 
 
 
 
 

 
Figure 1: Presentation of the table. 

 
The parameters of the table are illustrated in the       
table 1, (Vergé and Jaume 2004): 

 
Electric 
motor

 
Reductor 

 Screw/ 
  nut 

F Piece  
porter 

Pos(t)

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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Table 1: Parameters of the table. 
 

 
Value 

 
Definition 

 

 
Unit 

Kv = 0,47 Constant of  the motor (rad/s)/v 
L = 0,0019 Inductance of  the motor H 

R = 0,61 Resistance of the armature Ω 
J = 0,01 Inertia of the rotating part kg·m² 
n = 0,5  Reduction ratio  
h = 0,01 Pitch of the screw m/rad 
M = 8  Mass of the table Kg 

f = 6000 Viscous friction N·s/m 
k = 300000 Stiffness N·m/rad 

 
MODELING AND SIMULATION OF THE BOND 
GRAPH MODEL 
 

Modeling is to build the bond graph model into the 
software. In our case we have chosen the SYMBOLS 
2000 (The BondPad module), that is powerful for 
research. A comparative study of different software has 
been treated in (Djeziri 2007; Mellal 2009). The figure 2 
shows the bond graph model proposed which was 
modeled on SYMBOLS 2000: 

 
 

Figure 2: Bond graph model proposed. 
 

This bond graph model has allowed us to ask 
analytically all equations of the system without reducing 
the causal path: 
 

Junction  1 : I 
  = = = {  }  = − −         
 

 
 

 
 
 

(1) 
 

Element  I : M 
 =                          = 1 ×  

 

 
 

 
 

(2) 
 
 

Junction  1 :  
  = = {  }  = −                   
 

 
 

 
(3) 

Element  C : 1/k 
 =                              = ×    

 

 
 

 
(4) 

Junction  0 
  = = {  }  = −            

 
 
 

 
 

 
(5) 

Element  R : R 

 
 = ×  

 
 

 
(6) 

 
 

Junction  1 : Motor 
 = = {  } = −  

 

 
 
 

(7) 
 
 

Element  R : f 

 
 = ×     

 
 

 
(8) 

Element  I :L 
 =                    = 1 ×           
 

 
 

 
(9) 

Transformer  TF : 
  = ×    = ×

 
 

 
(10) 

Element  I : J 
 =                       = 1 ×        

 

 
 

 
 

(11) 

Transformer  TF : 
  = 1 ×                       = 1 ×

 
 
 

 
 

(12) 

Gyrator  GY : r  
 = ×= ×  

 

 
(13) 

 
 

  

The SYMBOLS 2000 allows directly generate the 
simplified equations. It takes into account the causal and 
causal paths, hence the elimination of unknown 
variables. The rank of the proposed bond graph model is 
four (I:L ; I:J ; C:1/k ; I :M) and we obtained the same 
number of equations (view figure 3), this confirms that 
our bond graph model is well structured (causality, 
coupling and information links). 

 

Figure 3: Equations generated by the software. 
 

CONSTRUCTION OF CAPSULES TO 
GENERATE THE FDI MARTRIX 

This software can also make out the fault detection and 
isolation matrix, to model a system of oversight on this 
program we must construct capsules that contain the 
various components of the system, therefore a capsule is 
the bond graph of each part of the system that assigns a 
representative icon. These capsules are connected with 
sensors that are coupled to junctions. In SYMBOLS 
2000 we have only capsules of process engineering, 
hence the need to build our own capsule to our system. 

Electric motor Reductor Screw/Nut 
Piece 
porter 

1/k 
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Figure 4: System modeled by the built capsules. 
 

 : Detector of the motor’s internal resistance.  : Detector of the motor’s inductance.  : Speed detector of the motor’s rotating part.  : Speed detector of the reductor.  : Torque detector.  : Speed detector of the set screw/nut.  : Speed detector of piece porter. 
 
RESULTS 
 

The BG model allows to obtain the numerical values of 
the residues but also the matrix of failure signature  . 
Indeed, this later is essential for localization of failures 
may occur during operation of the system. The route of 
the causal paths helps to eliminate the unknowns 
variables to generate the  RRAs (Analytical 
Redundancy Relations). The route of the causal paths of 
unknown variable to the sensor is used to construct the 
matrix of failure signature, the figure 5 show the RRAs 
generated. 
 

 
 

Figure 5: RRAs generated by the software. 
 

DISCUSSION 
 

From these results, we note that : 
 

− Our system contains seven (7) detectors and we 
have obtained the same number of RRAs, 
which means that our model is correct, 
therefore the rule: n number of detectors is 
equal to n number of RRAS was imple-   
mented (Djeziri and Ou. 2009; Busson 2002).  

− The RRAs are structurally independent. 
− We have an observable bond graph which 

implies:  for each junction 0 or 1 with one 
detector, corresponds one RRA. 

 
FINDING THE FDI MATRIX 
 

The detectability and isolability of the process 
compnents can be tested in using the RRAs generated 
by ModelBuilder of SYMBOLS 2000. For this, we must 
first exclude components that are, according to the 
specifications laid down, supposedly infallible. In our 
case we assume that the input voltage of the machine is 
excluded from the specifications. 

 
RESULTS AND DISCUSSION 
 

The matrix of failure signature (also called: matrix for 
detection and isolation of faults -FDI-) obtained is 
represented in figure 6. 

 

Figure 6: FDI matrix generated by the software. 
 

On the matrix of figure 6 displayed the variables are 
measures, sources and components of the process. On 
this window, it was specified that the components found 
infallible in the scope of process, so they will not be 
displayed. 
It should be noted that  , ,...,  represent the 
corresponding residues to RRAs and ( , ) are 
respectively the detectability and isolability of failures. 
The  rows of the matrix are the signatures of the 
components (i.e. dependence of residuals in relation to 
failures of components). A value 1 means that the 
failure of the component theoretically influence on one 
response of (or several) residue(s), 0 else. When the 
variable associated with a component appears in at least 
one residue, then its failure is detectable ( = 1). If the 
signature of a component is unique (strictly different to 
others signatures) her failure is isolated ( = 1). 
 

From the matrix of figure 6, we note that: 
 

− All values of the column  are equal to 1, 
therefore all failures of the system can be 
detected. 
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− On the other hand, the signatures of detector 
De1 and the ensemble Screw/Nut are identical 
which means that defects affecting these 
components can not be isolated therefore the 
torque sensor can not contribute effectively to 
the supervision of the part Screw/Nut. 

− The motor and reductor are supervisable as 
their signature is different. 

− The set Screw/Nut is not entirely supervised. 
 

It is important to note that the matrix of failures 
signatures built from the causal paths is a configuration 
(or operation mode) well definite and therefore the 
associated model. The form of equations for each 
component bond graph is the same throughout the 
period of operation in a given configuration. 

CONCLUSION AND FURTHER WORK 

In this study, we propose a solution for the integrated 
supervision of this mechatronic system technically 
feasible and economically realizable to be integrated 
into production lines, to assist the maintenance 
operators. The advantage of this method lies in :  
 

− The possibility to have an integrated 
supervision system adapted for monitoring the 
parameters of the machine in real time. 

− Direct generation of the FDI matrix signature 
in real time. 

− Versatile method for modification of the 
parameters of the machine.   
 

Since we found that all the faults at the ensemble 
Screws/Nuts are not entirely monitoring, further study 
may lead to the solution taking into account the 
following parameters: 

 
− Incorporate into the calculations of the 

mechanical wear (reductor, Screw/Nut, gyrator 
of the motor). 

− Incorporate into the integrated conception of 
supervision the tool carry. 

− Installation of a control system modeled by 
bond graph. 
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ABSTRACT 

This paper presents first industrial application of a new 
CFD, full 3-D simulation approach. The numerical 
approach was developed as user friendly, engineering 
Web-based tool that enables engineers to start fully 3D 
reactive molding simulations remotely. The tool that is 
based on commercial CFD software - Fluent - enables 
the simulation of filling and curing stages and gives 
useful information helping to understand the phenomena 
occurring inside the mold.  
The elaborated method starts with CAD geometry 
preparation according to the set of specific rules. 
Secondly the geometry is uploaded via the Website. In 
the next step the Web application analyzes the geometry 
and detects its structure automatically. This initial 
information allows creating a specific Website where, in 
consequence, engineer (responsible for the final process 
and product design) is able to enter process parameters 
(e.g. velocities, temperatures, material properties etc.) 
and start calculations. The meshing and solving stages 
are  performed  in  fully  automated  way.  Afterwards  the  
Web application creates the report with simulation 
results. This report is available via Website. Based on 
these information the engineer makes decision to accept 
the design and process parameters or to restart the 
simulation for further optimization. 
 
INTRODUCTION 

The fast development of new numerical computing 
techniques and availability of highly powerful working 
stations make it possible to reduce the time necessary to 
design and manufacture final products, at the same time 
maintaining their high quality and reliability (Baron et 
al. 2004). Continuing this trend, numerical computing is 
more and more often used for solving design tasks on an 
industrial scale, where frequently in the course of 
implementation of methods and systems of automated 
product designing the designers analyze at the same 
time the flows of fluids and the problems of transport of 
heat and mass within a designed geometrical model of a 
product  and  its  mold.  In  the  case  of  a  process  in  the  
reactive molding technology, in order to better 
understand the physical phenomena the knowledge of 
the structure of very complex 3-dimentional geometries 

and the ability to analyze them is required. Partial 
differential equations, for example Navier-Stokes 
equations, which describe mathematically and 
completely fluid movement and heat exchange, usually 
are not suitable for an analytic solution, with the 
exception of simple cases, because their degree of 
complication is too great. Therefore, solution of such 
equations on an industrial scale is possible only in a 
numerical way using the methods of numerical fluid 
mechanics. 
Reactive molding is a technology widely used in 
processing of epoxy resins, and consists of a number of 
process stages, including mold filling, curing with 
exothermic reaction, and post-curing. This process of 
thermosetting materials is a very good example of 
industrial area where advanced computer simulations 
can be utilized to design, optimize and visualize 
products digitally and evaluate different design concepts 
before incurring the cost of physical prototypes. This is 
a typical virtual prototyping process that leads, on the 
one hand, to cost decrease and on the other hand can 
provide useful information about highly complex 
phenomena taking place inside the mold during the 
filling and curing stages and in addition to detect 
molding problems prior to the mold making, such as 
premature gelation, undesired weld-line locations and 
air traps (Macosko 1989;  Wang and Turng 1991; 
Grindling and Gehrig 1998). 
However, existing numerical methods and solutions are 
limited to numerically advanced engineers and 
scientists. Besides, activities that consist of CAD 
geometry preparation and/or simplification, 
computational domains discretization and finally 
solving are time-consuming. 
Additionally nowadays we are facing fast growing 
market competitiveness. Time-to-market factor is the 
one of the most important and may influence the final 
product success in the global market. Therefore 
development time of new concepts and products must 
be as short as possible. 
That is why it was necessary to develop completely new 
approach allowing, engineers even not familiarized with 
CAE problems, running advanced reactive molding 
simulations. 
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REACTIVE MOLDING AND MODELING 
PRINCIPLES 

Reactive molding technologies can be divided into two 
main groups:  

· Vacuum casting 
· Automated Pressure Gelation (APG) 

Vacuum process is mainly used for large parts for high 
voltage applications. Usually, these products are cast in 
short production series and have long casting cycles 
(large distribution transformers coils, instrument 
transformers and gas insulated switch gears).  
The Automated Pressure Gelation process is used for 
products manufactured in mass production. This process 
can be characterized by short molding cycles (minutes 
versus hours for vacuum casting) and high accuracy. 
In the typical reactive molding – APG process, see Fig. 
1, two or more liquid reactants with additional 
components are mixed. After homogenizing and 
degassing, the mixture is introduced by injection 
system, into the heated mold. Polymerization of the 
resinous material generates additional heat and the 
component becomes harder obtaining a desired shape. 
Afterwards, de-molding is done and secondary heat 
treatment, aiming curing completion is carried out - 
very often in tunnel furnace (Riaz et al. 2006). 
 

 
Fig. 1 Scheme of the reactive molding process 

(Sekula and Saj 2003) 
Numerical calculations performed include fluid flow 
calculations with viscosity model, reaction kinetics 
modeling, thermal and chemical shrinkage, stress and 
strain modeling. 
The proposed and implemented simulation procedure 
involves commercial CFD software Fluent, however to 
calculate the behavior of thermosetting mixture two 
additional models were implemented (as so called user 
defined subroutines) in the software: Kamal's model for 
reaction kinetics and Macosko's model to describe the 
viscosity changes. In most of industrial cases the 
Macosko's model can be neglected when results are still 
accepted. 
The fundamentals of the used methods for thermo- and 
fluid dynamic modeling and material characterizations 
are briefly described below (Wang and Turng 1989).  
Because of the principle of the conservation of material 
the solution must satisfy the continuity equation: 
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Where t is time, r is density and u  velocity of the fluid. 
For simplicity, we assume in this paper that each phase 
(i.e. resin and air) is incompressible, but in the filling 
stage the average density of mixture in cells containing 
both phases changes and that is why for generality 
dr/dt≠0 in (1). 
From Newton’s second law we can obtain the 
dynamical equation describing the fluid motion, namely 
the momentum equation: 
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where p is the pressure, t  is the stress tensor (these 
components  are  function  of  the  viscosity  η and  the  
spatial derivatives of u ) and g  is the acceleration due 

to the gravity. 
Dt

uD -term is the substantial (or particle) 

derivative of the velocity computed. 
The viscosity of thermosetting material is a complex 
function of the shear rate g& , the temperature T, and the 
extent of reaction α. The reaction extension so called 
conversion or curing ratio and, as the progress of the 
reaction is directly linked to the curing of a thermoset, 
thus α can be interpreted as the degree of cure.  
In many applications to obtain better accuracy the 
following model derived by Macosko (Macosko 1989) 
is being used: 
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with: 

T
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In the equations above, hc and h0 present the modified 
cross model and the zero-shear-rate viscosity, 
respectively.  In  addition,  B,  Tb,  C1,  C2,  C  and αgel (the 
value of α when gelation occurs) are material dependent 
constants.  A  typical  value  of  αgel  is  in  the  range  of  
0.65-0.75. Mostly in the current studies, the model 
without shear thinning effects is being applied (the 
power law coefficient n is set equal to 1 in equation (5)). 
Thus, the viscosity becomes a function of the 
temperature and degree of cure only. 
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The most important remains to determine kinetics of the 
curing process. In such cases the Kamal's model is used 
(Kamal and Sourour 1973; Kamal et al. 1973). 
According to this model a degree of curing at time t is 
defined as: 
 

å

=
H

tH )(a     (7) 

where: 
H(t) -heat of reaction released at time t, 
Hå - total heat of reaction. 

 
The progress of the curing phenomenon is linked to the 
mass conservation, and thus the degree of curing α is 
governed by its own un-steady state conservation 
equation:  
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where Sa is the source term of degree of curing based on 
the used curing kinetics model. Based on used Kamal’s 
curing kinetics model such that 
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where the reaction rate constants is given as the 
following: 
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and: 

i = 1,2; 
m, n - constants, 
ki - reaction rate constants, 
Ai - pre-exponential factors, 
Ei  - activation energies, 
R -  the universal gas constant, 
T -  absolute temperature 

 
Conservation of energy is guaranteed by the energy 
equation in the form: 
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where cp is  the  specific  heat,  k  is  the  thermal  
conductivity. The left-hand side of the equation (4) 
describes the change in the internal thermal energy 
including convection. The terms on the right-hand side 
represents – in the respective order - the heat transfer by 
conduction, the reversible conversion between kinetic 
and thermal energy, the irreversible conversion of 
kinetic to thermal energy due to viscous effects (i.e. 
viscous dissipation) and the source term of the thermal 
energy such that ST=SaHå. 

In the applied approach no diffusion term for the 
Kamal's equation was used.  
Taking into consideration industrial scale of geometries 
and in consequence their complexity and in addition 
complex physical phenomena taking place during the 
described technology process it is expected, especially 
by business units, often located far away from Research 
&  Development  or  Technical  Centers,  to  possess  an  
access to automated method for good quality numerical 
simulations of reactive molding processes (CFD mesh 
generation, CFD computations, reporting). 
 
TOOL ARCHITECTURE 

The developed tool is based on the Web platform (a 
number of interacting, developed applications), 
commercial CAD software, commercial Pre-processor, 
Processor and Post-processor (all customizable). 
 

 
Fig. 2 Architecture of the presented approach  

 
The scheme Fig. 2 presents the simplified tool 
architecture. In general, boxes green-marked mean that 
the end-user interactions are desired and the grey ones 
represent fully automated stages. Mentioned stages 
allow designing reactively molded products and molds 
in automated way with utilizing advanced CFD 
solutions.  
 
CAD modeling principles 

The very first step is CAD modeling – geometry 
preparation. It is suggested to perform it in the advanced 
3D CAD software e.g. SolidWorks. During that stage it 
is obligatory to take several recommended actions: 
· all important, from geometry and technology point 

of  view,  regions  must  be  labeled  according  to  the  
following rules: 
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o all fluid and solid regions must be labeled 
starting with “fluid” and “solid” respectively 
(e.g. fluid_cavity, fluid_inlet_pipe, 
solid_insert_steel, solid_insert_copper, etc.); 

o all remaining regions like for example screws, 
washers, wires etc. may stay unnamed but then 
all of them will not be taken into consideration 
during pre- and consequently post-processing; 

· all regions must be kept as full solids (no Boolean 
operations on the geometry allowed); 

· the geometry symmetry should be set (if exists) on 
z plane (in Cartesian coordinate system); 

· export the geometry to the STEP file format. 
The CAD geometry preparation is a crucial operation 
that  must  be  done  by  the  end-user,  since  only  at  this  
stage it is feasible to select regions, which will be taken 
into consideration during the computation stage. 
 
Case creation 

The next step is the case creation via developed Web 
platform. In order to perform that operation the 
following steps are required, Fig. 3:  
· connection to the defined Website;  
· login; 
· browse local directories for the CAD geometry 

prepared in the previous stage; 
· selection of the computational module related to 

different processes e.g. epoxy resin, poliurethan or 
silicon. Each module consists of specific tasks. 
Each task definition can employ different 
application or use it in one of many possible ways 
(e.g. by using specific configuration files); 

· upload – it finally creates the case. 
 

 
Fig. 3 Case creation page 

 
Geometry of the product and its mold is uploaded via 
the Web platform as a file in a well known and widely 
used “STEP” format. 
 
Analysis of the CAD geometry 

When the upload is successfully finished the CAD 
geometry is automatically (without any further user 
interaction) analyzed to detect how many elements 
(parts) of each type (e.g. fluid or solid type) it contains. 
This stage is extremely important because the saved 
data will be used during the meshing and solving 
operations. In addition, based on that information the 
specific Web page will be created to allow entering 
process parameters. The actions defined and performed 
in that stage are invisible for the end-user. 

Automated geometry discretization 

The solution for equations (1)-(11) is searched by 
applying a control-volume-based technique to convert 
the governing equations to algebraic equations that can 
be solved numerically. This means that the solution 
domain (including mold walls, mold interior, cavity 
interior and possible inserts) is decomposed into small 
control volumes (or cells), and discrete values for each 
cell center is searched by integrating the governing 
equations over the faces of the cell. 
Geometry discretization (mesh generation) is the second 
fully automated part of the entire tool. The process of 
mesh generation can be explained as geometry 
decomposition into finite number of volume elements – 
in the described tool: control volumes. It has long been 
considered as a bottleneck in numerical simulations due 
to the lack of fully automated mesh generation 
procedures.  
Automated discretization procedure is initiated and 
controlled by its own Pre-processor Launcher. The 
mentioned automation at the discretization stage is 
ensured by the script – a sequence of consecutive 
commands, which gives orders to the meshing software 
(commercial software named HyperMesh). Thanks to 
that the Pre-processor is able to not only recognize and 
import the CAD geometry but also perform the 
following actions on the geometry: 
· cleaning and repairing (removal of holes, fillets, 

intersections, overlapping surfaces, etc.); 
· discretization of the computational domains in 

accordance with the rules stated in the script. 
Different regions can be meshed with different 
methods. It is possible to obtain both: non-
structural and structural meshes; 

· set-up of boundary conditions (e.g. inlet, outlet, 
convection etc.) based on the specific part names; 

· export for the Processor (Fluent) in the “cas” 
format – the output file includes discretized, 
correctly labeled regions with boundary conditions 
properly assigned. 

Finally, the files generated by the Pre-processor are 
stored safely in the process folder and might be used 
when the Processor Launcher is free to accept another 
task. 
It should be stressed here that the Pre-processor is able 
to perform all mentioned actions only when the regions 
and their names are well defined in the very first stage – 
CAD geometry preparation. 
This  is  the  one  of  the  biggest  advantages  of  the  
presented simulation approach – end-users can focus on 
solving real engineering problems and not on CEA 
model, meanning discretization. In current approach 
only the meshing operation takes days or even weeks to 
experienced CFD engineers.  
 
Process parameters definition 

After the proper CAD geometry preparation, 
verification and geometry discretization end-user has to 
provide for the given process all the necessary 
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parameters like the initial temperatures, velocities and 
material properties. Therefore the system creates 
dynamically (depending on geometry complexity) the 
Web page to allow entering all required data for all 
detected parts, Fig. 4. 
 

 
Fig. 4 Case details definition 

 
Submitting the process parameters saves them in the 
process folder and then the automated simulation 
process can be started. 
 
Automated computations 

The next step is computation (alternatively named 
solving or processing). It is the subsequent, fully 
automated part of the developed tool.  
As there are two fluids present in the mold filling stage 
(namely resin and air), multiphase flow modeling is 
required. One of the main interests in the reactive 
molding modeling is to know whether all and when 
different regions of the mold are filled, and thus the 
volume of fluid method (VOF) is used to predict 
accurately the location of the interface between the resin 
and air. The VOF formulation relies on the fact that two 
(resin and air) or more fluids are not interpenetrating 
(Tsamasphyros and Vrettos 2009). In the VOF approach 
the volume fraction of  the resin a in each cell (i.e., a = 
0: no resin in the cell, 0 < a < 1: a partly filled cell and a 
= 1: the cell full of resin) is solved from a conservation 
equation: 
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The volume fraction of air b is,  of  course,  the  
complement of a, (i.e., b=1-a). 
In the numerical solution of the equations, implicit first 
order time discretization is used, and for the convection 
terms first order upwind discretization is used. For the 
material properties (i.e. r,  η,  cp,  k) volume fraction 
averaged values in each cell are used. Initial values and 
boundary conditions must be also defined before 

calculations. In setting boundary conditions for the 
model the most important issues are the definitions of 
the appropriate values of the inlet, the outlet and the 
mold walls. In addition, appropriate material properties 
like thermal conductivity, specific heat, density, 
viscosity and curing kinetics must be measured and 
modeled for the used epoxy system.  
The mentioned CFD code does not have an option for 
definition of reactive nature of the simulation system 
such as epoxy resin; therefore it was necessary to 
implement in the Fluent software the models describing 
viscosity changes and reaction kinetics of thermosetting 
material as external user defined subroutines.  
At  the  very  beginning  of  the  computation  stage  the  
model geometry, discretized (meshed) in the previous 
stage,  is  imported  into  the  Processor.  Next,  the  
following actions are executed: 
· Model preparation, which is based on the 

mentioned user-defined information. This includes 
setting of: 
o boundary conditions (injection velocity, heating 

temperature etc.); 
o initial conditions (initial temperatures); 
o operating conditions; 
o materials constituting the particular geometry 

parts (physical properties definition). 
It is worth stressing that the model set-up described 
above is performed according to the rules, which 
strictly define the way of parts labeling at the CAD 
geometry preparation stage. 

· Solver configuration related to the numerics, which 
ensure reliable and accurate CFD computations. 
This concerns choice of proper solver parameters 
and mathematical models suitable for the analyzed 
problem. The nature of reactive molding process is 
very complex and hence one has to consider many 
phenomena simultaneously (3D multiphase mass 
flow, course of the curing reaction, coupled heat 
transfer, exothermic effect resulting from the curing 
reaction). In this connection both the models built-
in in the Processor as well as the ones extending the 
standard Processor capabilities (e.g. curing kinetics 
model) are used. 

· Stable computations (represented mainly by 
solution convergence), which are controlled 
automatically. This solution stability was one of the 
biggest challenges and simultaneously achievement 
of the developed tool. It should be stressed that this 
is quite big issue even in the case of computations 
run manually. One should also keep in mind that all 
steps required at the complex processing stage are 
executed in the background and hence are invisible 
to the user.  

· Results export. 
All the mentioned operations are running in batch mode 
that allows saving total computation time, which 
remains one of the end-user requirement. 
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Automated post-processing and results visualization  

Post-processing is the next fully automated stage of the 
presented approach. 
This stage gives users complete insight into their fluid 
dynamics simulation results.  
The final report is created with using macros. We 
recorded the interactive steps in a master session. Then 
the file was used for replay and re-use with similar 
cases. This approach allows creating images, charts, 
tables, and reports automatically for different simulated 
cases and their results. 

 
Fig. 5 Reporting page of filling stage 

(flow pattern and temperature distribution) 
 
Data produced by the Processor are finally used to 
visualize results via the Web page and to create the 
printable “pdf” version of the final report. Results are 
formatted according to the user requirements and 
present the following useful information: 
· Animations: 

o Resin flow pattern during filling stage; 
o Temperature distribution during filling stage, 

Fig. 5; 
o Temperature distribution at the end of filling 

stage; 
o Degree of curing during curing stage; 
o Temperature distribution during curing stage; 
o Temp. distribution at the end of curing stag, Fig. 

6; 
· Graphs: 

o Degree of curing in cavity during filling stage; 
o Degree of curing at the end of filling stage; 
o Temperature in cavity during filling stage, Fig. 5; 

o Degree of curing in cavity during curing stage, 
Fig. 6; 

o Temperature in cavity during curing stage; 
The final report allows end-users making decision if the 
process and/or the product design are correct or not. The 
acceptance of the obtained results means the end of the 
tool work. In the opposite situation the end-user has two 
options, namely: 
· to modify the process parameters - it does not 

require the CAD geometry to be uploaded once 
again; 

· to redesign product or/and mold and consequently 
to upload the new CAD geometry. 

 
Fig. 6 Reporting page of curing stage 

(degree of curing and temperature distribution) 
 
One of the provided benefits of the developed approach 
is the reporting page that can be easily modified exactly 
according to the end-user requirements and 
expectations. It is possible by the use of commercial 
software CFD Post that allows to utilize scripting 
language to create the final report. 
To save the computation time the CFD Post is running 
in batch mode as well. This functionality is extremely 
important due to the relatively long computation time. 
Generating one animation takes around one hour and 
requires working station equipped with huge RAM 
consumption – more than 8 GB. 
 
CONCLUSIONS 

The presented novel numerical approach can be 
successfully utilized for new products/processes design 
as well as for optimization of the existing ones. 
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Thanks to the automated CFD meshing and solving 
stages it is possible to save the simulation time and 
eliminate, essential in the traditional approach, high user 
knowledge and experience in that field. The other issues 
are the process repeatability meaning manual-error 
resistance, user-friendliness and unlimited access to the 
tool. 
Probably the biggest advantage of that tool is fully 
automated meshing procedure – no user interaction 
needed. 
All  of  that  leads,  on  the  one  hand,  to  reduction  of  
development time of new products manufactured in the 
reactive molding technology and on the second hand to 
improvement of the quality of the epoxy components. 
The presented approach can be easily adapted to solve 
other highly complex physical phenomena via Website. 
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ABSTRACT 

The developed analytical model refers to an 
electromagnetic device intended for sorting conductive 
materials, as in the waste management domain. The 
main component of the device is a probe coil with 
ferrite open core that has to be placed near the piece of 
conductive material subject to sorting. When the probe 
coil is supplied by a mean frequency voltage source, 
eddy currents are induced into the tested conductive 
media, the measured impedance depends on its physical 
parameters. The influence of the physical parameters of 
the coil probe and of the relative position of the probe 
coil and material are also analyzed. Based on our new 
analytical model of the system, many numerical results 
corresponding to a wide range of working parameters 
have been investigated, in order to identify most proper 
possible implementations in engineering practice. 
 
INTRODUCTION 

Technical applications of eddy currents are based on 
revealed changes in the physical properties of materials, 
e.g. electrical conductivity and magnetic permeability, 
properties that belong to the object to be controlled. The 
conductive material is subjected to the alternative 
magnetic field of a probe coil supplied by mean 
frequency AC current. The alternative magnetic field 
induces eddy currents into the conductive material, 
currents whose magnetic field opposes the inducting 
magnetic field of the probe coil (Rothwell and Cloud 
2001). The resulting magnetic field of the coil depends 
on the frequency, the material properties, the material's 
structure or its integrity. From these facts, the eddy 
currents applications may be applied to measurement of 
physical properties, material parameters (conductivity, 
hardness etc.), detection and determination of surface 
flaws, measurement of covering layers, control of 
corrosion effects or sorting conductive materials. Eddy 
currents applications for sorting materials are developed 
since the management of electrotechnical and electronic 
waste has become an intense concern for companies in 
the domain. Therefore, an analytical model of the 
conductive piece-mean frequency supplied coil 
ensemble has been developed. The coil impedance 

modifications due to the induced eddy currents from the 
conductive material depend on the electrical 
conductivity and the magnetic permeability of the 
conductive material, on the frequency domain, on the 
position of the material relative to the coil and also on 
the value of the working airgap. Marking the current 
variations through the probe coil allows separating the 
metallic conductive materials or separating the ferrous 
and non-ferrous materials for managing electrotechnical 
and electronic waste. The analytical model based on the 
equivalent lumped circuit diagram The probe coil 
impedance modifications due to the induced eddy 
currents from the conductive material depend on the 
electrical conductivity and the magnetic permeability of 
the conductive material, on the frequency domain, on 
the position of the material relative to the coil and also 
on the value of the working airgap. Marking the current 
variations through the probe coil allows separating the 
metallic conductive materials or separating the ferrous 
and non-ferrous materials for managing electrotechnical 
and electronic waste.  
 
PROBE COIL MODELING 

Our study is focused on the particular case of a probe-
inductor (fig. 1) manufactured as a coil – 2 wrapped on 
a half pot-core – 1 of magnetically-soft ferrite. An 
unavoidable airgap ( δ ) exists between the core and the 
tested metallic piece – 3. The magnetic field produced 
by the current flowing the inductor crosses the low-
reluctance domain – 1 and the tested piece – 3 (as the 
shortest path outside the core), assuming, for simplicity, 
the leakage magnetic flux as negligible; two field lines 
are shown in fig. 1. The domain of tested piece crossed 
by the magnetic field can be approximated by the 
cylindrical crown of radiuses 21, rr , with the field lines 

oriented radially. 
In order to find an equivalent impedance of the 
inductor, a proper model of the system is required. 
Assuming that the ferromagnetic core remains 
unsaturated, it can be modeled as an electric linear 
resistance, as well as the airgap. Thus, due to the 
values of the electric resistivities, the eddy currents 
flowing the ferrite core (it has the electric resistivity 
up to m105Ω ) are negligible compared to those in the 
tested piece ( m1010 68 Ω÷=ρ −−  usually).  
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Figure 1: Probe-coil with pot core 

 
Let us consider an infinitesimal slice of the tested 
piece, as a cylindrical sector of radius r , angle αd  
and thickness h  (fig. 2a). Its lateral surface can be 
treated as an infinitesimal rectangle of width αdr  
(fig. 2b). Such a cross section of the tested piece (fig. 
2b) is crossed perpendicularly by an elementary 
magnetic flux 

π
α

⋅ϕ=ϕ
2
dd , (1)

where ϕ  is the total flux produced by the coil of N  
turns flowed by a current i  (both quantities are 
instantaneous values). According to the Faraday's law, 
the time-domain evolution of the elementary flux 
enforces an electric field (see a field line as dashed 
line in fig. 2b).  
It is imperatively to observe that the electric field 
intensities of two such neighbor cross-sections are 
canceled along the common border (they are opposed 
equal vectors). Therefore, the resulting electric field 
has no component along the thickness, the field lines 
being circles of radius ],[, 21 rrrr ∈ . 
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Figure 2: Helpful figure. 
 

The Faraday's law expressed for the path Γ  shown in 
fig. 2b is 







 ϕ

⋅−=∫
Γ

h
x

t
d2

d
dd lE , (2)

Where ld  is the length element associated to the 
path Γ ? Because the electric field has horizontal 
components only (as in fig. 2.b), replacing eq. (1) in 

(2), one obtains:  









π
α

ϕ⋅−=α⋅
2
d

d
d2d),(2
th

xrrxE . (3)

The absolute value of the electric field is obtained as 
function of x  and r : 

2
0;

d
d

2
),( hx

trh
xrxE ≤≤∀

ϕ
⋅

π
=  (4)

The Ohm's law explains that the electric field enforces 
(eddy) currents along the same paths as the electric 
field lines, the current density being 

),(1),(),( rxErxErxJ ⋅
ρ

=⋅σ=  (5)

According to the Joule's law, the eddy currents 
involve the instantaneous power loss in the 
corresponding domain: 

∫ρ=
Volume

vrxJtp d),()( 2 , (6)

where de volume element vd  is chosen conveniently, 
as the cylindrical crown of radiuses of r  and rr d+  
respectively and thickness xd : 

rxrv dd2d π=  (7)

The expression (6), computed within the domain 
crossed by the magnetic field in the tested piece, gives 
us 

∫ ∫
−
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The total (or equivalent) eddy current can be 
computed similarly: 
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where the constant value K  depends only on the 
geometry of the system and the electric resistivity of 
the tested piece: 

.ln
16 1

2
r
rhK

πρ
=  (11)

The equivalent eddy current corresponds to an 
equivalent eddy current-loss resistance: 

.
)(
)(

2 ti
tpR

e
e =  (12)

Replacing eq. (9) and (10) in (12), one obtains: 
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or 

.
3
2
K

Re =  (14)

If the eddy currents are ignored, the magnetic 
reluctance of the cylindrical sector of the tested piece, 
assumed as linear, homogenous and isotropic medium 
of absolute permeability µ  is: 

.ln
2

1
2
d1

1

2
2

1
r
r

hrh
rR

r

r
m ⋅

πµ
=

πµ
= ∫  (15)

It can be modeled as an electric linear resistance, 
numerically equal to mR . The presence of eddy 
currents imposes completing this simple model with 
additional circuit elements, as it was explained in 
(Mandache and Topan 2009). The model, adapted for 
harmonic behavior, is shown in fig. 3, surrounded by 
the dashed line. The element parameters used in the 
diagram are given by the expressions: (15) – mR , (11) 
– K and (14) – eR . Obviously, since the drop voltage 
at the terminals AB is numerically equal to the 
magnetic force, the current is numerically equal to the 
flux. 
 

 I  

E  
mR  

eI⋅1  

eI  

I  

1UK ⋅  

I⋅1  

eR

1=L  
1U

EU =  

A  

B   
Figure 3: Model of the tested piece crossed by 

magnetic field. 
 
In order to compute de complex impedance relative to 
the terminals A-B, the circuit is supplied by an 
arbitrary chosen independent voltage source E  and 
the corresponding current I  is computed using circuit 
analysis methods (Wilson and Riedel 2001).  
A convenient mathematical model of this circuit can 
be written as follows: 









ω=

=

−=

IjU
UKI

IEIR

e

em

1

1
 (16)

Reducing the variables eIU ,1 , one obtains: 

( ) EIKjRm =⋅ω+  (17)

It results: 

.KjR
I
EZ mAB ω+==  (18)

This impedance is enclosed in the model of the whole 
inductor, which is built as in (Mandache and Topan 
2009) and adapted for our application (fig. 4). Other 
parameters of the diagram are: the electric resistance 
of the coil ( LR ), the number of turns ( N ) and the 
magnetic reluctance of one airgap, assuming that both 
airgaps have the same reluctance ( δR ). The reluctance 
of the ferromagnetic core has been deliberately 
neglected. The terminals of the probe inductor are 
noted M, N and the impedance MNZ  will be 
computed. Using the arbitrary chosen independent 
voltage source LE  and applying circuit analysis 
methods (Wilson and Riedel 2001), a convenient 
mathematical model is built: 

( )








Φω=

=Φ⋅+

−=

δ

jU
INZR

UNEIR

LAB

LLL

1

1
2  (19)

Reducing the variables 1U  andΦ , the mathematical 
model (19) becomes: 
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Consequently, the impedance of the inductor is 
obtained: 

.
2

2

AB
L

L

L
MN ZR

NjR
I
E

Z
+
ω

+==
δ

 (21)

 
 

LI

LE LR

1UN ⋅  

Φ  

Φ⋅1  

LIN ⋅  

δR  

1=L  1ULU

M

N

δR  

ABZ

Φ  

 
Figure 4: Model of the probe-inductor. 

 
It could be useful to bring the expression (21) under 
the form 

MNMNMN jXRZ += . (22)

where, using (18), the real and imaginary parts are: 
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RESULTS 

Using the analytical relations that describe the probe 
coil impedance variation, a Matlab application has been 
developed in order to obtain graphical and numerical 
results. The numerical results reveals, in case of 
powering the coil from a mean frequency generator, the 
influence of frequency, material parameters and piece-
probe coil mutual position over the coil impedance and 
the current, respectively. The Matlab application has 
been applied for non-ferrous materials like copper, 
aluminum and their alloys (bronze aluminum and 
brass), as well as for ferrous metals like steel and nickel. 
For all these materials, the values of electrical resistivity 
and magnetic permeability are known. The application 
may be used for other materials whose parameters are 
known. For a 1...20kHz frequency range and a 0.1mm 
air gap between the material and the coil, the model 
results are graphically presented in figure 5 for non-
ferrous materials and figure 6 for ferrous materials. 
As figure 5 depicts, as frequency increases, so does the 
coil impedance and hence, the value of the current 
decreases. For frequency values lower than 1 kHz, the 
difference between the current values are minimal, so 
sorting becomes difficult. Optimal working frequency 
values are set around 10 kHz.  

 
Figure 5: The current variation vs frequencies - non 

ferrous materials 
 

As one can expect, for a given frequency, the highest 
current value is obtained for bronze aluminum, a 
material that has the lowest conductivity, and the lowest 

current value is obtained for copper, a material having 
the highest conductivity value.  
Figure 6 present similar results, but for ferrous  
materials. For the same frequency value, the highest 
current value is obtained for nickel. For the ferrous 
materials the magnetic permeability has a great 
influence over the current value. It can be seen that 10 
kHz is a good frequency value for sorting.  

 
Figure 6: The current variation vs frequencies - ferrous 

materials 
 
Figure 7 for non-ferrous materials and figure 8 for 
ferrous materials, were drawn in order to analyze the 
influence of airgap over the current value. 

 
Figure 7: The current variation vs airgap - non ferrous 

materials 
 

For the same 10 kHz working frequency value, 
important changes in the value of the current are 
obtained for values of the air gap lower than 1 mm. For 
higher values of the air gap, differences are 
insignificant, sorting becomes almost impossible and 
current values are close to those of the current absorbed 
by the coil in absence of the metallic material. The same 
conclusions are drawn in case of ferrous pieces, as 
shown in figure 8. 
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Figure 8: The current variation vs airgap - non ferrous 

materials 
 
To emphasize the above mentioned conclusions, figures 
9 and 10 were drawn. The graphical families of curves, 
for 3 frequency values (5, 10 and 15 kHz) and for 2 
types of materials (copper and aluminum in figure 9 and 
steel and nickel in figure 10) are also presented. 

 
Figure 9: The current variation vs airgap – cooper and 

aluminum, f=5, 10, 15kHz 

 
Figure 10: The current variation vs airgap – nickel and 

steel, f=5, 10, 15kHz 

Sorting ferrous and non-ferrous materials using a device 
based on the presented analytical model can be obtained 
by comparing the values of the currents to the value of 
the current absorbed by the coil in absence of a metallic 
material. This is depicted in figure 11. 

 
Figure 11: Comparison of the currents for non ferrous 
material or ferrous materials and the current of coil in 

absence of the metallic piece 
 
Hence, one can observe that the value of the current 
absorbed by the coil when a non-ferrous material is 
present is higher than the values of the currents through 
the coil when a metallic material is absent, while the 
values of the current through the coil when a ferrous 
material is present are smaller than those obtained when 
a metallic material is absent. 
Hence, one can observe that, as expected, that the 
currents values through the coil in the presence of non 
ferrous materials are above the current values in the 
absence of metallic piece, because of the higher 
equivalent impedance of the coil, while the currents 
values in presence of the ferrous materials are under the 
current values in the absence of metallic piece. 
 
CONCLUSIONS 

The analytical model of the probe coil-metallic piece 
ensamble, presented in this paper, based on eddy 
currents can be used for sorting conductive materials or 
for separating ferrous metals from non-ferrous metals, 
while supplying the probe coil with frequencies around 
10 kHz and values of the working air gap lower than 
1mm. The analytical model based on the equivalent 
lumped circuit diagram is quite simple and it allows the 
detailed study of the sorting device. The model has a 
good accuracy for the specified applications. 
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ABSTRACT

We present a system to simulate the dynamic object be-

havior of an automation plant within an interactive vir-

tual environment. The area of application is the field

of industrial training and educational software systems.

Our contribution is a method to simulate the material

flow through the plant in real time using a time discrete

game physics simulator in combination with a petri net

based state model. The dynamic behavior of virtual ob-

jects and the user interaction with the virtual environment

is described using a component- and data flow based ap-

proach. We conducted several test series to assess the

physical plausibility of our model.

INTRODUCTION

The adoption of virtual technologies has made its way

into almost every area of industrial production. These

technologies have been running through a considerable

evolution, leading to a multitude of real time simulation

and visualization techniques. Using these technologies

for employee training has gained an increasing interest

by the industry within the last years, leading to various

research projects focusing on the topic, such as (Gerbaud

et al., 2008), for example.

Within our research project, we investigate to which

extent computer game technology is suitable to imple-

ment a realistic simulation of an automation plant and

how a virtual training environment can be embedded in

such systems.

Training simulations for the automation industry de-

mand several requirements from the underlying software

system. From a didactical point of view, it is desirable

to have a lifelike and realistic virtual counterpart of the

teaching content (Rilling et al., 2010), which implies,

in the case of the automation industry, having a system

which simulates and visualizes the dynamic behavior of

an automation plant in real time. Besides the simulation

aspect, interaction is the second requirement arising from

the scenario. The virtual automation plant has to repli-

cate all relevant user interactions of its real counterpart

and respond to these user interactions.

We have a real automation testing plant at our disposal

which gives us the opportunity to validate the outcome

of our developed training environment within a realistic

setting. This testing plant simulates procedures of the

automation industry and consists of several modules re-

sponsible for the filling of small glass-bottles with solid

parts, their closure with a cap, and their commission. The

movement of the bottles through the plant is realized by

conveyor belts, the flow control of the bottles is achieved

by the means of track switches, stopping-, and separating

stop elements. A single bottle is identified by the plant

management system by a bar code which is attached on

the outside of the bottle read by a bar code scanner. Bar

code scanners are placed at discrete positions within the

plant and serve to determine the position of the bottles.

RELATED WORK

Simulation models can be classified (Zeigler, 1985),

amongst others, by the used time model (discrete or con-

tinuous), by the involved state variables (discrete, con-

tinuous or a combination of both) and by their interac-

tivity (autonomous or non-autonomous). According to

(Klingstam and Gullander, 1999), two main simulation

approaches within the field of factory simulations can be

found: discrete event simulation (DES) and geometric

simulation.

Three-dimensional virtual environments (VE) are clas-

sified by the presentation form, the object behavior (Watt

and Watt, 1991) and the interactivity. A realistic appear-

ing VE involves an immersive presentation, dynamic ob-

ject behavior, and is fully interactive. These systems are

usually referred to as virtual reality.

The work of Choi et. al. (Choi et al., 2003) de-

scribes a virtual prototyping tool for an automated manu-

facturing system (AMS) simulator based on a DEVS and

a 3D-visualization. The DEVS results from a prelimi-

nary conversion of a graphical modeling language (JR-

net). The JR-net framework has been extended by vir-

tual resources, a visual (3D model) and physical descrip-

tion (animation data) for the simulated factory modules.

Virtual Resources comprise a state model as well as an

animation controller, which implements the 3D visual-

ization of the simulation results based on the approach

of (Hwang and Choi, 2001), where the sequence of sim-

ulation events is synchronized with the animation data.

A simulated stacker crane can be subject to user-defined
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control by a scripting language.

The work of Moon et. al. (Moon et al., 2007) is

another example of the virtual prototyping and system

design field of application. A DES is used to sim-

ulate the interaction of resources, buffers, transporters

and workers within an automotive transmission case line.

The authors point to the usefulness of the involved 3D-

visualization to evaluate spacial constraints and working

areas.

Within the work of Mueck et. al. (Mueck et al., 2002),

the problems arising from the connection of an interac-

tive 3D visualization (called walkthrough system) to a

DES concerning time synchronization are shown. The

authors propose an architecture which separates the sim-

ulation time from the visualization time. An intermedi-

ate layer arranges for the interchange of messages be-

tween the simulation system and the visualization sys-

tem. To provide a fluent visualization of the simulation

results, a forerun time is given to the simulator. The al-

gorithm presented in the paper makes sure that the time

forerun is small enough to respond to user interaction,

but large enough so that the visualization time does not

outrun simulation time.

Thapa et. al. (Thapa et al., 2008) show a comparable

approach to the connection of 3D visualization to a DES.

For each simulation event, the involved graphical repre-

sentation is selected and updated until visualization time

meets the simulation time.

The previous work showed in this section has the ap-

plication of a DES to describe the plants behavior in com-

mon. The problems arising with this approach are the

synchronization of a 3D visualization and the incorpo-

ration of user interactions. Within the field of training

simulations, these two factors are crucial.

1 SYSTEM DESCRIPTION

We formulated an entity-based description methodology

in which atomic elements, called Dynamic Object (DO),

form the basic structural element. In the field of game en-

gines, an entity-based classification of the virtual world

is common practice. In our system, a DO is defined as

an item in the virtual world, which has a perceivable, dis-

tinct behavior, resp. an influence on the behavior of the

virtual world. The DO acts as a container element which

encapsulates several components. The components them-

selves comprehend the according functionality.

Data flows

Alongside components, data flows are another key ele-

ment within our system. Data flows are used to imple-

ment communication among the various components of

a DO and actually among DOs themselves. For example,

the position and orientation of a physics component can

be written to the position and orientation of a graphics

component using the data flow mechanism. A data flow

connects one input slot with one output slot at a time (c.f.

Figure 1), whereas one input- or output slot can take part

in several data flows. A component can send data via an

input slot, and receive data via an output slot. Input and

output slots are typed, only slots of the same type can be

directly interconnected. In addition, there is a void slot,

which does not transport any data and which can be used

to implement event mechanisms.

dataflow

Component A

input slot

Dynamic Object A

Component B

output slot

Component C

Dynamic Object B

Figure 1: Data flow between objects and components.

Data flows are marked as blue boxes and connect one in-

put slot with one output slot at a time. The arrows within

the slots denote the data flow direction. Arrows pointing

outwards of the slot denote output slots, arrows pointing

inwards denote input slots.

Data flows, input- and output slots are identified via a

unique ID, so that the input- and output slots of a spe-

cific data flow can be denoted by a combination of the

DO's ID, the component's ID and the slot ID. This makes

the description of the whole data flow network on an ID-

basis possible and hence arranges for the extensibility of

the architecture.

The execution of a data flow can depend on the activity

state of the involved in- and output slots. Four possible

execution conditions can be defined: The input slot needs

to be active, the output slot needs to be active, the input

slot and the output slot need to be active, he input slot or

the output slot needs to be active.

Furthermore, the execution of a data flow can occur in

a continuous or singular manner. Continuous data flows

are executed with each update step of the runtime envi-

ronment, singular data flows are executed only once and

then deactivated until their reactivation is triggered.

Several data flows can be connected by logical data

flow connectors. A data flow connector contains two out-

put slots serving as signal input and one input slot serving

as signal output (cf. fig. 2). Each of the two signal inputs

can be negated. In- and output slots are void slots, which

means that no data is transported through the connector.

The connector performs a logical operation (AND, OR)

on the activity status of its two signal inputs within each

update step. If the logical operation results in TRUE, the

signal output is activated.

in0

in1

out

Figure 2: Logical data flow connector. The input signal

in0 is inverted. The connector activates its output as soon

as in0 is deactivated and in1 is activated simultaneously.

Components

Components encapsulate functionality of the different

middleware used within a virtual environment, such as

3D-graphics engines or physics engines, and provide an

388



interface to these self-contained software systems using

the input- and output slot system. Each component com-

prises basic functionality, e.g. registering and querying

input- and output slots. The implementation and integra-

tion of own specialized components can be realized via a

plugin-system, which arranges for the extensibility of the

system and enables the integration of various middleware

systems.

We developed different components to needed to

model the factory simulation with the project-specific

software rendering and simulation systems. We give an

overview of these components below.

The graphics component describes the visual proper-

ties of the virtual object, such as geometry data, position

and orientation. A DO can consist of several graphics

components, arranged in a transformation hierarchy. The

actual geometry data is not included into the dynamic ob-

ject description. Instead, the data is referenced by a sim-

ple alphanumeric URL, which has to be interpreted by

the run-time environment parsing the object description.

This mechanism eases the integration of various render-

ing systems. At a minimum implementation, the graphics

component provides input- and output slots for position

and orientation.

Simulation components describe time-discrete simu-

lation objects, whose state variables are advanced over

the simulation time by their supervising simulation sys-

tem. Within our system, simulation components gener-

ally include position and orientation within their set of

state variables. Thus, the simulation component pro-

vides input- and output slots for position and orientation,

whereas the position is stored as a three-dimensional vec-

tor and the orientation is expressed as a rotation quater-

nion. A physics simulation component is a specialization

of a general simulation component, which encapsulates

the physical description of a virtual object. The physical

description includes rigid body properties, the collision

model as well as mechanical constraints between two

physics simulation components. Furthermore, physics

simulation components can be equipped with box shaped

force field volumes with an extension ~e ∈ R
3, a direction

~d ∈ R
3 with

∣∣∣~d∣∣∣ = 1, and a target speed vtar ∈ R.

The physics simulation component provides several

input slots to provide access to the several simulation

state parameters like position, orientation or linear and

angular velocity. Furthermore, the component’s ability

to collide with other physically simulated objects can be

enabled and disabled via a data flow.

A DO’s state component represents a set of finite states

and the transitions between these states. Our system im-

plements a Petri-Net based state machine. A Petri net

is a tupel (P, T,F,B) where P is the set of places, T
is the set of transitions, F and B are the forward- and

backward-matrix. We refer to literature (e.g. (Priese and

Wimmel, 2008)) for a more comprehensive overview on

the topic. A DO’s state is defined by the marking of the

corresponding state component’s net. Within our system,

the petri net’s firing behavior in the case of forward con-

flicts (cf. (Nielsen et al., 1981)) defers from the specifi-

cations found in literature: Active transitions always fire

at the same time, resulting in a deterministic behavior of

the net (cf. fig. 3).

(a) (b)

Figure 3: Firing behavior for forward conflicts: A to-

ken on an input place activates both transitions shown in

(a), which thereafter fire simultaneously, resulting in the

marking shown in (b).

Within the state component, an output slot which trig-

gers the placement of a token, and an input slot which is

activated by a placement of a token, is provided for each

place. With this system, state transitions can be triggered

via data flows, and data flows can be triggered via state

transitions. Figure 4 shows an example representing an

on / off state component. The state transition is triggered

by a control state using its assigned output slot.

State Component 

off Input Slot

on Input Slot

ctrl Output Slot

t0 t1

on

off

ctrl

Figure 4: An example state component with the corre-

sponding petri net. For the sake of clarity, only the rele-

vant in- and output slots are shown. Places with outgoing

dotted arrows are related to an input slot, places with in-

coming dotted arrows are connected to an output slot.

The trigger component reacts whenever a DO resides

within the trigger’s area of influence. The component

provides output slots, which allow the connection of spe-

cific trigger mechanisms within the connected middle-

ware, as well as input slots, which are activated as soon

as the trigger component notices a DO. The trigger com-

ponent reacts whenever a DO resides within the trigger’s

area of influence. As specific trigger mechanisms can

be found within a multitude of existing middleware like

3D engines or physics engines, an abstract interface to

connect these specific trigger mechanisms is provided by

the component. A volume trigger component informs the

virtual environment whether an object is entering, stay-

ing inside, or leaving the volume defined by the trigger

component. In each case, one of the component’s corre-

sponding input slots is activated, thus a data flow can be

initiated by a volume trigger. The slots are named ”‘on

enter”’, ”‘on stay”’ and ”‘on leave”’, respectively.

MODELING THE AUTOMATION PLANT

Basically, two types of objects determine the plant’s be-

havior: actuating elements and the sensory system. The
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group of actuating elements includes the system of 18

interconnected conveyor belts, switches, separators, and

robotic arms. The plant’s sensory system comprises bi-

nary sensors and ID-readers. In the following sections,

we describe how these elements are modeled with our

system in detail.

Conveyor Belts And Virtual Bottles

Conveyor belts are made up of a moving rubber band

where the bottles stand upon and are moved with the band

due to the large amount of friction between the rubber

and the glass. Metal guard rails are mounted at the sides

of the conveyor belts, preventing bottles from falling off

the track.

We modeled the conveyor belts using rigid bodies to

model the guard rails and force fields to simulate the fric-

tion between the rubber band and the bottles. Although

a simple approach, this method turned out stable and

showed good results regarding the physical plausibility.

The collision model of the guard rails was modeled us-

ing only the basic geometric primitives box and sphere.

Each conveyor belt is represented by a DO with a force

field physics component. Figure 5 shows a schematic

overview of the model.

(a) top view (b) section view

Figure 5: Schematic view of a conveyor belt. The rigid

body boundary elements are painted gray, the force fields

are painted red. The red arrow indicates the force field

direction ~d.

The force field applies a force ~F at the center of mass

of each physics component remaining within the force

field’s volume of influence. The force ~F is calculated by

a proportional control function

~F = k ·Mv · (~vtar − ~v) (1)

with the current physics component’s linear velocity ~v,

the user defined target velocity ~vtar to which the objects

are accelerated, the diagonal matrix of the force field’s

direction vector Mv = diag(~d), and a scalar multiplica-

tion factor k.

The DO of each bottle consists of one graphics compo-

nent and two physics components. Different 3D models

are attached to the graphics component depending on the

bottle’s fill state, i.e. all combinations of filled / empty

and capped / uncapped. The collision shape of the pri-

mary physics component is represented by the convex

hull, while the inertia tensor is approximated by a homo-

geneous cylindric shape. As the force field volume rep-

resenting the conveyor belt only affects the physics com-

ponent’s center of mass, the applied force does not grip at

the bottle’s bottom. To achieve an authentic torque dur-

ing the acceleration process, the bottle contains a second

(a) collision

model

(b) bottle on con-

veyor belt

Figure 6: The collision model of a bottle is shown on the

left. In the right image, the configuration of a bottle on a

conveyor belt is shown. The centers of mass of the two

physics components are shown by their respective local

coordinate system.

physics component in the center of its bottom, bound to a

fixed constraint which removes all 6 degrees of freedom

of relative movement. (c.f. fig. 6).

ID-reader And Binary Sensors

The plant’s sensory system is responsible for the control

of the several actuators’ movement and thus controls the

flow of bottles throughout the plant. Bottles are iden-

tified by a bar code ID which is read by the ID-reader

sensors and submitted to the plants control software. Bi-

nary sensors emit a signal depending on whether a bottle

is located within their measuring area. We use dynamic

objects equipped with volume trigger components to sim-

ulate both types of sensors.

Switches

There are five different switches located at the branch

connection points within the plant’s conveyor belt sys-

tem. A switch can take two different positions: The base

position and the working position. To each switch, a re-

lated ID-reader is located nearby, reporting the incoming

bottle ID to the plant’s management software, which in

return arranges the switch’s position depending on the

bottle’s destination.

Figure 7: A switch located at a T-junction of two con-

veyor belts. The switch is shown as an arcuated dark-

gray rigid body comprised of several box shaped colli-

sion shapes.

Switches are modeled as DOs aggregating a graphics

component, a physics simulation component and a state

component. The graphical representation of the switch

includes two predefined animations, the switch’s move-

ment from the base position to the working position and

vice versa.

The switch’s physical representation is made of a

physics component made of several box collision shapes
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arranged to comply with the arctuated shape of the orig-

inal switch blade (c.f. fig. 7). We choose this simpli-

fied collision model instead of a concave collision mesh

to simplify the collision test and to increase the physi-

cal stability of the simulation, as most real-time physics

engines handle simplified collision geometries more ef-

fectively. The physical switching behavior is realized by

simply enabling or disabling the collision ability of the

switch’s physics component.

t0

t1

tcb

WorkingPos

BasePos
MoveToBasePos

MoveToWorkingPosBasePosAnimCtrl

WorkingPosAnimCtrl

tcw

ban

wan

BasePosStartAnim

WorkingPosStartAnim

Figure 8: The switch state model shows a configuration

where the switch is set to its BasePos state and is ready to

start the accordant animation which will be played when

transition ban fires and places a token on BasePosStar-

tAnim. The places with blue incoming arrows are con-

trolled by data flows, the places with green outgoing ar-

rows initiate data flows. The transitions tcw and tcb ar-

range for no token accumulation on MoveToBasePos and

MoveToWorkingPos respectively.

The state component of the switch is responsible for

the animation control as well as for the control of the ac-

tivation / deactivation of the switches collision represen-

tation (cf. fig. 8). The control of the physics component

is realized by the places BasePos and WorkingPos, whose

accordant input slots are connected via data flows to the

physics simulation component’s output slots responsible

for the activation or deactivation of the collision abil-

ity. The state transition from BasePos to WorkingPos and

vice-versa is triggered by the places MoveToBasePos and

MoveToWorkingPos, respectively, whose activations by

token placement is controlled by the plant’s transport sys-

tem simulation. Furthermore, the state component con-

trols for the playback of the graphics component’s anima-

tion. As soon as a token is placed on BasePosStartAnim

or WorkingPosStartAnim, respectively, the accordant an-

imation is played. The control places BasePosAnimCtrl

and WorkingPosAnimCtrl prevent the playback of the an-

imation if the switch has already reached the accordant

state.

Separators

Separators are actuating elements which separate bottles

to the following section of the conveyor belt system. A

bottle is let pass as soon as the section behind the sepa-

rator is ready to carry a new bottle, which is controlled

by a combination of binary sensors. Figure 9 shows a

schematic overview of the separation process.

Each separator is modeled, similarly to switches, as a

DO aggregating various components. Two physics sim-

(a) base position (b) working posi-

tion

Figure 9: The separation process is realized by two gates

with an alternating opening and closing behavior.

ulation components, whose collision ability is activated

in an alternating manner, are used to simulate the gates’

behavior. A state component is connected to the differ-

ent binary sensors via data flows and thus responsible for

the control of the two physics simulation components. A

timer component induces the speed of a separation cycle.

WP BP

B326
B327

B321

(a) separator and sensors

BasePos

WorkingPosStart

Timer finished

c0
c1

t0

t1

tc
B326 on stay

(b) separator state model

Figure 10: A separator at a T-junction with its corre-

sponding two gates (BP and WP) as well as the associ-

ated binary sensors (B321, B326 and B327) is shown in

the left image. The separator’s state model is shown in

the right image. The token placement of Start is con-

nected to the B326 sensor’s volume trigger component.

Figure 10 shows the separator’s state model as well as

an overview of a separator placed at a T-junction and the

configuration of the binary sensors. A sensor placed near

the base position gate initiates the separation process as

soon as a bottle stays inside the sensor volume. The ex-

tension of the sensor volume in conveying direction has

to be chosen adequately small in order for the sensor to

work correctly.

Dynamic Object: B327

Dynamic Object: Separator

State Component

start 

timer finished

base-pos.

reached

working-pos.

reached

Dynamic Object: B321

Timer Component

restart

finished

Physics Component

enable collision

disable collision

Physics Component

enable collision

disable collision

Trigger Component

on stay

Trigger Component

on stay

Dynamic Object: B326

Trigger Component

on stay

Figure 11: DO-model

Within this example, the separator should start work-

ing when sensor B326 reports a bottle within its volume

and sensors B327 and B321 report no bottle within their

measuring zones. In Figure 11, the DO model of the

separator and the sensors, and the data flows involved is

shown.
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Robotic Arms

A robotic arm transfers bottles from a storage to a con-

veyor belt. Within our simulator, the robotic arm is an-

imated as a compound of preset skeletal animations and

dynamic motion. Positions of the skeletal bones can be

recalled and manipulated during the running animation

through the graphics component. The robot’s gripper

is represented as a DO comprising the trigger’s graph-

ics component, a volume trigger component and a spe-

cialized gripping component. The trigger is attached to

the gripper via a data flow connecting the position input-

and output slots of the graphics- and trigger component.

As soon as a bottle enters the trigger volume, the bot-

tle is reported to the gripping component which takes the

physics simulation component out of the dynamics sim-

ulation and installs a data flow to make the bottle fol-

low the gripper’s position. When the target destination

is reached, this data flow is disconnected and the bottle’s

behavior is reset to dynamic mode.

gripper DO with

volume trigger

Figure 12: Schematic view of the robotic arm with the

connected volume trigger component at the robot’s grip-

per.

RESULTS

Please take a look to our visual presentation of the

details at http://uni-koblenz.de/cg/PlantSim . This text

will not be included within the final paper (if accepted).

To judge the physical plausibility of the bottle simu-

lation, three scenes have been set up. We compare the

bottle transportation process simulated with our model

to the real-world situation. In the first test we measure

the acceleration in respect to slipping and traction. In

the second test we show the appearance of torque when

putting bottle a bottle on the running conveyor belt, in a

third test we measure the distance between bottles, which

are conveyed on a complex track over a longer period.

The tests run with a physics simulation frequency of 150

Hz, while all coefficients of friction and restitution are

set to 0.0.

Effect of Friction

On a real conveyor belt accelerating an object, the lin-

ear momentum of this object increases by the friction be-

tween the object and the conveyor belt. The amount of

slipping depends on the coefficient of friction. As our

model uses force fields, no friction is applied. Instead,

the accelerative force is scaled by the multiplication fac-

tor k of the force field control function. Set to a low

value (e.g. k = 1.0), the bottle slowly accelerates until

its velocity approximates the target velocity of the force

field. In the real transport system, this effect is not notice-

able, as the bottles apparently accelerate with an almost

non-slip traction. Hence, we set k = 16.0 to adapt this

behavior.

Figure 13: In three test runs we measured the acceler-

ation of a bottle dropped on a conveyor belt simulated

by a force field with a maximum velocity of 50 cm/sec.

A low multiplication factor k = 4 corresponds to a low

coefficient of friction, while a high value (e.g. k = 16)

simulates a non-slip traction.

Torque Caused By Acceleration

The acceleration at the bottom of a bottle causes a torque,

which leads to a rocking motion when dropped on the

conveyor belt. A large bearing area, a low center of mass

and a high mass value increase the creeping strength of

the bottle. In this test run, we measured the angle of in-

clination of the bottle depending on its mass. To enhance

the effect, we increased the velocity of the conveyor belt

to 100 cm/sec. Figure 14 shows the result of the test

run. A plausible behavior can be observed: The lower

the mass, the heavier the rocking motion of the bottles

gets.

Figure 14: In three test runs we observed a bottle ac-

celerated by the conveyor belt with a target velocity of

100 cm/sec. We measured the absolute angle between

the plumb-line and the inclination in the direction of mo-

tion. The bottle with a mass of m = 80 grams inclines

by ca. 1 degree, while a lightweighted bottle (m = 20)

inclines by ca. 3 degree and by ca. 1/3 degree in a second

motion, before it changes to creep behavior.

Constant Distances

In a third test run, we observed the aspect of stability of

the simulation over a longer period of time. Two bottles
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Figure 15: A screenshot of our application showing bot-

tles dropped on a conveyor belt. Parameters are aug-

mented to enhance the effect of inclination for visualiza-

tion.

are conveyed in a loop with 1 left and 5 right turns as

well as 5 straight lines with a length between 20 and 500

cm. We measured the deviation of the bottle’s Manhat-

tan distance over 50 seconds starting with a distance of

20 cm. The target velocity of the conveyor belt is set to

50 cm per second in respect to the maximum velocity in

the real setting. The results show alternations in distance

between 15.8 and 22.4 cm with a variance of 1.6. Thus,

the collision behavior is susceptible to small geometric

meanderings, especially during turns.

CONCLUSION

We presented methods to simulate the dynamic behav-

ior of an automation plant within a three dimensional

virtual environment, as well as a system which imple-

ments these methods by the means of components and

data flows. We were able to build a lifelike model of an

existing automation plant, where the material flow and

the plant’s actuating elements like conveyor belts, sepa-

rators, and switches are described by physical properties.

The usage of well established middleware from the field

of virtual reality and video games allows an interactive

simulation of the plant’s behavior in real-time. Hence,

the simulation speed comes at the cost of simulation pre-

cision. However, we showed that our approach at least

leads towards a physically plausible behavior of the ma-

terial flow simulation.

We implemented a training simulator for automation

plants using our system. Within this scenario, interactiv-

ity and real-time presentation is of larger importance than

precise simulation results.

For further research, an integration of the proposed

simulation model into existing digital factory concepts.

An automated, or at least semi automated conversion

of already present factory simulations and mechatronics

descriptions of factory components is eligible. Further-

more, an increase in precision regarding the physical sim-

ulation while maintaining real-time simulation behavior

is desirable, especially the need to rely on simplified col-

lision models has to be evaded.

As the validation of the simulation results is only con-

ducted visually by comparison of the real plant to the

simulated one, a profound analysis should be in the scope

of future work.
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ABSTRACT 

Cut-to-size plants are very complex systems, which are 

used to process several kinds of panels. The acquisition, 

planning, implementation and operation of these systems 

impose lots of challenges. To support the process from 

retail to operation of cut-to-size plants, a new simulation 

based decision support tool has been developed. This 

planning tool offers entirely new opportunities for 

system experts to model, animate, simulate and emulate 

cut-to-size processes. In this paper, we discuss centrally 

and hierarchically controlled real time systems and 

derive a conceptual design to explain the implemented 

reproduction of the virtual system. We introduce the 

system architecture for our simulation based decision 

support tool and examine our approach to model large-

scale plant systems. Apart from this, we present our 

method to process the orders which are generated on the 

control system and to handle them as discrete event 

tasks in the virtual system. Finally, based on the findings 

of the realization and testing of the tool, this paper 

discusses the opportunities arising from this approach as 

well as its future potential. 

 
INTRODUCTION 

Cut-to-size plants with sorting and stacking solutions are 

very complex systems. Some of the characteristic 

problems are parallel material movement, buffer-areas 

and a large number of simultaneous activities. On cut-to-

size plants several kinds of panels can be processed. The 

main cut-to-size processes are cutting, sorting and 

stacking. These processes are executed on machines like 

cut-to-size saws, sorting carriages, stacking devices, 

roller tracks, etc. In combination with their control unit, 

these machines are specified as self-contained plant 

units. 

The acquisition, planning, implementation and operation 

of cut-to-size plants impose special challenges. Some of 

these can be traced back to the fact that a sales process 

usually takes place before the initiation of planning and 

implementation, since cut-to-size plants are built 

according to customer specifications (make-to-order 

strategy). Plant businesses show a high level of 

specialization of its product range and services (Pekrul 

2006). In case of cut-to-size plants, performance is 

usually measured by cycle times. Besides that, there 

usually exist substantial information and knowledge 

asymmetries between suppliers and customers (Pekrul 

2006). As the latter is not capable of evaluating the 

whole complexity of a plant, he needs to put a lot of 

confidence into the provider’s projections concerning 

the performance and benefits of the plant. 

An essential sales instrument of cut-to-size plants is the 

reputation of the provider company. Apart from this, 

reference plants are used to prove the technical 

feasibility and efficiency of the plants to the customers 

(Soellner 2008). This is one of the reasons why the 

marketing of plants is a very complex organizational 

process and can be viewed as an acquisition process 

which contains a considerable amount of risk for both 

parties. The supplier usually faces substantial sunk costs 

if the customer decides not to purchase the plant upon a 

rather extensive projection process. In order to reduce 

supplier-side risks, this paper describes a simulation-

based approach to support the process from retail to 

operation and to make the distribution of cut-to-size 

plants more efficient. This planning instrument makes it 

possible for system experts to model, animate, simulate 

and emulate the cut-to-size processes without a need for 

any deeper simulation or emulation knowledge. 

Among others, one main challenge in building this 

decision support tool was the determination of the 

procedural and structural correlations which allowed the 

establishment of the hierarchy and the modularization of 

the plant- and control system modules and processes. 

 
THEORETICAL PRINCIPLES AND 

LITERATURE REVIEW 

Before providing details about the simulation approach 

for sales and projection processes, the following section 

will introduce some basic theoretical principles of 

simulation and emulation techniques. Based on that we 

will provide a review of the relevant literature within the 

field of discrete event simulation for decision support in 

industrial processes. 
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Discrete event simulation for supporting industrial 

process planning activities 

As it will be discussed below, simulation techniques are 

likely to provide a wide range of analytical possibilities 

for planning and evaluating industrial processes. In the 

context of this paper, a future manufacturing process as 

designed in the sales phase can be considered as one 

specific industrial process. In order apply analytical 

techniques to arbitrary decision or planning scenarios in 

industrial processes, it is necessary to map these 

problems to virtual models. The simpler and clearer the 

problem can be defined by means of a mathematical 

model, the more likely deterministic methods are 

implemented. If significant influences from uncertainty 

factors have to be assumed, stochastic techniques are to 

be used, and, provided the problem exceeds a certain 

degree of complexity, simulation methods will be 

implemented. The latter have the advantage, among 

other things, that they, on the one hand, can map the 

uncertainties associated to a process through stochastic 

influences, and, on the other hand, the dynamic behavior 

of processes in different scenarios can be evaluated 

without increasing the runtime of the evaluation 

algorithms dramatically. Since real models from an 

industrial environment tend to have a high degree of 

complexity, the latter characteristic of simulation 

techniques in particular facilitates their practical 

implementation in the supply chain in many cases (Min 

and Zhou 2002; Shah 2005). 

Simulation is defined as a method to reproduce dynamic 

processes in a virtual model which makes it possible to 

analyze the behavior of complex systems (VDI 3633 

2000). Especially for decision support and planning 

activities for industrial processes, the type of discrete 

event simulation has evolved as a key methodology 

(Kleijnen 2005). In discrete event simulation, the state 

of a model changes during the simulation at discrete 

points of time. The update of the simulation time occurs 

whenever an event is pending. A data structure 

containing events (usually an event list) is an integral 

part of the event discrete simulation engines and holds 

references for future events, ordered by time of 

occurrence (Banks et al. 2005). The realization of a 

simulation study is usually broken down into several 

steps as shown in figure 1. 
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Real System Simulation Model

Results

Realize
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Model, Abstract

Simulate
Optim

ize

 
 

Figure 1 Steps of a simulation study 

 

After the definition of the system and identification of 

the problem, the real system is transformed into an 

abstract simulation model. The simulation runs and the 

subsequent analysis of results can serve as an input for 

modifications of the model. Furthermore, the results of 

the simulated scenarios can be used to optimize and 

reanalyze the virtual model before applying changes to 

the real system. 

As confirmed by numerous publications (Terzi and 

Cavalieri 2004, p. 5; Iannone et al. 2007, p. 222), 

specifically for the reasons mentioned above, discrete 

event simulation is one of the most popular decision-

supporting techniques in the area of process evaluation. 

For example, Chang and Makatsoris describe the 

advantages of discrete event simulation in the 

environment of Supply Chain Management as follows: 

“Discrete event simulation permits the evaluation of 

operating performance prior to the implementation of a 

system: It enables companies to perform powerful what-

if analyses leading them to better planning decisions; it 

permits the comparison of various operational 

alternatives without interrupting the real system; it 

permits time compression so that timely policy decisions 

can be made” (Chang and Makatsoris 2001, p. 26). 

Hence, simulation techniques are employed within the 

scope of decision support mainly in the design phase 

(e.g. determining critical paths or bottle necks in the 

process). 

In the literature, a variety of concepts and applications 

exist which are concerned with the application of 

discrete event simulation in Supply Chain Management 

(SCM). The application scenarios for this decision-

supporting method are widespread in this case. They 

include to a large extent the general optimization tasks 

which are to be performed by SCM (Archibald et al. 

1999, p. 1207). The target variables of simulation 

studies concentrate mainly on a reduction of cost, the 

optimization of material and information flows, the 

reduction of processing and lead times, or a consequent 

process-related orientation of the company (Banks et al. 

2002). A recent study analyzes over 80 articles which 

describe an application of Supply Chain Simulation 

either in an industrial pilot project, commercially 

available software, or a simulation test within a logistics 

chain (Terzi and Cavalieri 2004). This study shows that 

only 11 papers are concerned with manufacturing 

processes of which the vast majority aims at integrating 

the manufacturing process into the overall supply chain 

or scheduling of production lots. Only four papers 

describe scenarios for applying simulation for planning 

manufacturing layouts: Olhager and Persson describe 

the successful application of simulation for redesigning 

manufacturing plants in the electronics industry 

(Olhager and Persson 2006). The other three articles are 

related to the simulation software package Supply Chain 

Builder (SCB) of Simulation Dynamics Inc. (SDI). The 

first approaches of SDI concentrated primarily on the 

intra-organizational optimization of value chains. The 

Plant Builder, for example, is focused on the simulation 
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of internal value chain activities (Siprelle et al. 1999). 

As an extension, the in-plant distribution as well as the 

supply chain on the distribution side is included in the 

simulation model (Phelbs et al. 2000; Phelbs et al. 

2001). 

Besides that, a number of articles report simulation 

studies in order to find optimal layouts for flexible 

manufacturing facilities (Drake et al. 1995; Zhou and 

Venkatesh 1999; Azadivar and Wang 2000; Aleisa and 

Lin 2005) or cellular manufacturing layouts (Morris and 

Tersine 1990; Irizarry et al. 2001). These approaches 

mostly aim at the (near) optimal solution of a specific 

problem rather than evaluating a multidimensional 

scenario like the assessment of feasibility for a future 

manufacturing plant projection. 

By contrast, the starting point for optimizing the sales 

process is the definition of critical performance 

indicators (e.g. certain lead or cycle times) which have 

to be realizable by a projected facility or plant. 

Subsequently, the main issue is to identify admissible 

and feasible plant configurations which optimize these 

performance variables. As this paper will show, discrete 

event simulation can very efficiently support this task. 

 
Emulation based support for plant systems 

Emulation is the virtual reproduction of certain aspects 

of hardware or software systems (external system) on 

another system (host system) (Mertens 2006). Therefore 

emulation can be seen as a special case of simulation, 

supplemented with the coupling of real functional 

components. For emulation of cut-to-size plants, job 

data is generated within a “virtual plant” and processed 

by the simulation tool. 
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Figure 2 Central, hierarchical control systems 

 

Classical plants are centrally and hierarchically 

controlled real time systems (see figure 2) (Guenthner 

and ten Hompel 2010). On a real system the field layer, 

which constitutes the lowest level, represents all 

mechanical components with their actuators and sensors 

and controls the material handling. The control layer 

resides above the process level. On this layer, sensor 

data is processed and control signals for the actuators 

are generated. This level represents the basis for an 

automated, unit based plant. Moreover, it coordinates 

the handover of load data and controls the material flow 

of the plant units. The process control layer is the 

highest layer in the control pyramid and is usually called 

plant server. The control layer and the process control 

layer are connected by means of a communication 

channel, which passes on the scheduled orders to the 

control layer and receives confirmation when all actions 

have been processed. 

The plant logic of the real time system as described 

above is mapped to a model within the virtual plant: The 

virtual field layer of the emulated system visualizes all 

mechanical components and displays the kinematic 

movement of the material handling in a virtual view. 

The virtual control layer prepares all orders from the 

process control layer and controls each virtual plant 

unit. Since there is a tight coupling between real time 

and simulation systems this system can be viewed as an 

emulation system (Mc Gregor 2002). 

 
GENERAL DESIGN PRINCIPLES 

The following chapter provides a general overview of 

the system architecture for our simulation-based 

decision support approach. Also, the modeling process 

of the decision support system and the clear separation 

of virtual control layer and virtual field layer for the 

simulation model are discussed. Furthermore, our task 

handling method for event lists will be described. 

 
System architecture 

The kernel of our simulation based decision support 

system is based on an existing generic application 

platform. The latter has been implemented adhering to 

the principles of flexible three-tier architecture (Balzert 

1999), consisting of the following layers: 

- Database Layer, 

- Application Layer and 

- Graphical User Interface Layer (GUI). 

The flexibility of the GUI is realized by a separation 

between the Application Layer and the Database Layer. 

Therefore a better performance is obtained for data 

visualization. 

The application platform provides simulation libraries 

with generic modeling functions, which can be used to 

implement domain-specific modeling environments. A 

number of domain-specific modeling methods and 

applications, such as planning of transportation 

networks or warehousing structures, have already been 

implemented upon this platform (Dobler et al. 2008; 

Maerz and Saler 2008). As one part of the described 

platform, specific methods for cut-to-size plants were 

implemented. The main intention has been to enable 

domain experts (i.e. technical sales personnel) to define 

alternative projected plant configurations within the 

virtual system and then to evaluate them according to 

the predefined critical performance indicators in order to 

identify an optimal solution. By using a domain-specific 

modeling environment with an underlying simulation 

model built-in, the domain expert is used to take 
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advantage of emulation techniques without the need for 

simulation expertise. 

Therefore, the software architecture of the decision 

support system for cut-to-size-plants is arranged in two 

levels (see figure 3). 
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Figure 3 Software architecture for decision support 

system 

 

The Modeling and Results Level is used for the 

development of unit-based models (Zeigler and 

Sarjoughian 2003) in which a plant is designed as a 

collection of plant units. Templates provide a set of unit 

based components and allow the specification of 

different types of models, depending on the goal of the 

modeler. The work flow of the plant is modeled 

implicitly by the coupling of the individual plant units. 

The modeled plant is persisted and process control data 

for the cut-to-size server is generated automatically. 

Depending on process control data, bills of materials, 

batch sizes, optimized cut-to-size patterns, sorting and 

stacking patterns for panels are then computed. The 

computation results represent the planning data which 

are used as a basis to generate the orders for the virtual 

plant. Furthermore, the simulation run and the 

visualization of the material flow are triggered at this 

level. Out of the orders, which are broadcasted by the 

cut-to-size server, task sequences are created (see figure 

4). 
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Figure 4 Order handling 

 

A single task describes an activity that imitates the 

physical mechanism which is executed on the simulation 

object. An example for an activity is the turning of the 

panel with the device turning gear on the unit turning 

device. After the successful completion of the emulation 

run, the results, which are based on the recorded data, 

are ready for detailed analysis. 

The Simulation and Visualization Level represents the 

virtual system, which is controlled. It is based on the 

simulation engine Flexsim©. Depending on the model 

data and associated meta-information, the simulation 

model is created automatically. After the initialization 

and start of the emulation model, the virtual field layer 

receives the task sequences, which are created on the 

virtual control layer and transforms them into discrete 

events. According to these tasks, kinematic flows are 

created (see figure 4) and run time information is logged 

simultaneously. The received task sequences depend on 

bills of materials, process control data, cut-to-size 

patterns as well as sorting and stacking data. 

 
Modeling process 

Our approach to model large-scale plant systems is 

based on three complementary services called plant unit 

template, unit-based system model and simulation model 

(see figure 5). 

 

templates

simulation model

unit-based system model

 
 

Figure 5 Simulation services 

 

A plant unit template represents a self-contained plant 

unit, which consists of a set of devices. The collection of 

devices can be viewed with the template designer. A 

device is specified by attributes which describe process- 

and mechanical information, velocities and meta-

information for the instantiation of each class type used 

in the virtual field layer and the virtual control layer. 

They cannot be broken down further. 

The graphical editor uses the previously described plant 

unit templates and allows the user to instantiate the plant 

units using drag-and-drop and to couple the material 

flows using a snap function. Once the model is specified 

as a unit-based system model it needs to be transformed 

into a simulation model. Therefore, the unit-based 

system model is persisted as a well-formed XML 
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document. The transformation process to build a 

simulation model is automated and consists of three 

parts: The instantiation of the virtual control layer 

depending on the defined unit-based system model 

description, the creation of all simulation objects and the 

assignment of values to all public properties. 

 
Discrete event task handling 

The object-oriented hierarchical simulation model of the 

plant is based on the functional decomposition 

approach. The simulation includes the modeled units of 

the real plant and each unit of a production set is 

uniquely identifiable and traced during its lifecycle. The 

model is created according to the modeling process 

described in the previous section. 

After starting the emulation the event list will be served 

through plant units of the virtual control layer. When 

the process control layer sends orders to designated 

plant units of the virtual control layer, all activities are 

registered as tasks and are stored in the event list in the 

correct order. The instructions set consists of 22 

commands of three types: 

- basic commands, 

- motion commands and 

- item operations. 

Basic commands are generally used by the model to 

handle items. The command Move hands over a panel or 

part of it from a source to a destination plant unit. 

Motion commands describe the kinematic behavior of a 

plant unit or device. The instruction Travel moves a 

plant unit like a sorting carriage to a specified 

destination. Item operations relate to a panel, 

respectively parts of a panel. The instruction Create 

generates a stack of panel on a source plant unit like an 

infeed roller track. 

In modern software systems it cannot be assumed that 

the sender of a message and the receiver of that message 

are located in the same address space. They may be 

executed on different processors or on different threads 

of the same processor (Douglass 2004). In case of 

control systems, each layer is located in a different 

thread. The communication mechanism between these 

layers is guarded by the blocking rendezvous pattern 

and is used to synchronize a set of threads or permit data 

sharing among a set of threads (Douglass 2004). In 

blocking rendezvous the sender waits for the receiver to 

accept and process the message. 

The implementation of a blocking rendezvous pattern 

for handling the event list makes it possible to have a 

simulation model in which the behavior is independent 

of simulation speed. If the virtual field layer confirms 

the execution of a task sequence, the confirmation call is 

blocked until the process control layer has sent new 

orders to the destination plant units of the virtual 

control layer and all activities are registered as tasks and 

saved in the event list. The elapsed time up to the 

confirmation call is skipped and will not be counted 

towards simulation time. This is because in real-time, 

the system which is controlled, has no time delay 

between order confirmation and receipt of orders. 

Consequently, the connection between the simulation 

model and the process control layer allows logging of 

system states and measurement of the performance of 

the emulated system’s cycle time. 

 
Emulation results and analysis 

While running the simulation or emulation model, 

results are written to an Oracle© database which 

afterwards can be viewed and analyzed by the user 

through the application platform. On the virtual field 

layer of the simulation system, two kinds of information 

are logged: 

- The information whether a device is busy: The 

status of a device is busy if it is moving in some 

direction (turning, opening, closing, etc.). 

- The information whether a plant unit is occupied: 

The status of a plant unit is occupied if a flow 

object is located on it. 

With these two kinds of recorded information several 

sorts of result analysis can be carried out. These results 

are shown in tables and charts. The user has the 

possibility to group the displayed information by 

devices, plant units or regions of the plant units. 

Additionally it is possible to compare several simulation 

or emulation runs. With these options the user is able to 

analyze the utilization of plant units and devices (see 

figure 6). 

 

 
 

Figure 6 Analysis of utilization of plant units 

 

Furthermore, throughput rates and cycle times of the 

cut-to-size plants can be viewed in detail (see figure 7). 
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Figure 7 Analysis of cycle time of simulation runs 

 
RESULTS AND FINDINGS 

The implemented simulation and emulation tool 

provides the experts with relevant information, models 

and methods for the acquisition, the planning as well as 

the operation of cut-to-size plants. The tool facilitates 

the anticipation of the behavior of real plants on a 

virtual system and allows plant experts to model, 

simulate, emulate and animate sequences of cut-to-size 

plants without being experts in simulation or emulation. 

When building up an emulation model, plant units like 

sawing, sorting or stacking machines are put into a 

model and linked together according to the modeling 

process described in the previous chapters. By running 

the emulation job, data of the virtual machines are 

generated on the host system, processed in the emulation 

model and results are written to the database. 

Subsequently the analysis of cycle times, throughput and 

utilization of the plant units can be realized by the 

means of tables and charts. 

The application of the decision support instrument 

brings various advantages in several phases of the 

selling and realization of cut-to-size plants (see figure 

8). 

 

Concept planning

of the plant

Emulation and Simulation

Development of 

system control

Initial operation

t

System building 

(plant units, etc.)

Last tests

earlier 

operational 

readiness

Acquisition Projekt Planning Implementation Operation

Concept planning

of the plant

Emulation and Simulation

Development of 

system control

Initial operation

t

System building 

(plant units, etc.)

Last tests

earlier 

operational 

readiness

Acquisition Projekt Planning Implementation Operation

 
 

Figure 8 Plant engineering phases with emulation and 

animation 

 

First of all, by using the decision support tool in the 

acquisition process vendors of cut-to-size plants can 

more easily demonstrate the plant concepts, which will 

help the customer to understand the facts. Especially the 

animation of material flow helps the user to get a clearer 

idea of the processes on cut-to-size plants. The 

possibility of calculating exact cycle times, throughput 

rates and utilizations of machines improves the accuracy 

of prediction of performance specifications. Therefore 

technical expertise, steadiness and reliability can be 

demonstrated through virtual plants. With this approach 

costs and time can be saved in the acquisition process. 

Apart from this, the tool supports the system experts in 

the plant planning process, in validation of control 

strategies and in the analysis of bottlenecks in the 

material flow. The comparison of several simulation 

scenarios is also possible and allows the system experts 

to constantly optimize the hardware and software. 

During implementation of the plant the tool can serve as 

training instrument to get familiar with the control 

system and plant processes. While operating the plant it 

is possible to perform impact analysis of modifications 

of the virtual as well as the real system. This allows an 

efficient analysis and resolution of errors without 

disrupting the normal course of business. With the 

realization of the described decision support tool a 

planning instrument could be developed which makes it 

possible to reduce acquisition and startup times for cut-

to-size plants and continuously test and optimize the 

processes. 

Currently the operational use of the implemented 

simulation-based decision support instrument is being 

initiated in one company. The concerned specialist for 

cut-to-size plants was directly involved in the realization 

process of the simulation and emulation systems. 

Additional activities in the further development and 

extension of the emulation tool are planned in course of 

this year. Currently the machine units can only be tested 

separately and not as a combined plant system. The idea 

is to create a complex system where a combination of 

reality and simulation (see figure 2) can be achieved. 

This would mean that real units of the plant could be 

tested within the whole virtual system. This approach 

will help the plant experts to be able to find failures on 

machines or in the material flow much earlier as without 

the decision support tool. 
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ABSTRACT 

The computing systems, and particularly 
microarchitectures, are in a continuous expansion 
reaching an unmanageable complexity by the human 
mind. In order to understand and control this expansion, 
researchers need to design and implement larger and 
more complex systems’ simulators. In the current 
paradigm the simulators play the key role in going 
further, by translating all complex processing 
mechanisms in relevant and easy to understand 
information. This paper aims to make a suggestive 
description of the concepts and principles implemented 
into a Simultaneous Multithreading Architecture. We 
introduce the SMTAHSim framework, an educational 
tool that simulates in an interactive manner the 
important aspects of this particular microarchitecture. 
The graphical simulation and the results reporting 
techniques provide a lot of easy to understand 
information that outline an expressive image of 
Simultaneous Multithreading (SMT) processing 
mechanisms. Our developed software tool facilitates the 
understanding of theoretical questions, thus allowing 
students to feel more confident when studying SMT-
related issues. 
 
1. INTRODUCTION 

The computer science (CS) domain is a very complex 
one, representing the result of one of the largest and 
fastest scientific developments known to mankind. This 
gradual evolution has engaged, during the last six 
decades, hundreds of bright minds from different fields 
(mathematics, physics, electronics, automation, and 
informatics), giving birth to a new science (CS), which 
has revolutionized everyday lives of the people. 
However, the main responsible for computers progress 
are microprocessors. The continuous expansion of 
microarchitectures has lead to a hard to control and 
understand complexity explored with the help of larger 
and more sophisticated software simulators. 

Also, in today’s world, there is an ever-increasing 
need for intelligent systems, especially in educational 
domain. Without modernize our teaching tools in 
computer architecture, based on the latest research 
achievements but also on trade, we risk losing contact 
with the development of computer engineering. 
Therefore, it is a stringent necessity to develop teaching 
resources (software simulators) related to a hard kernel 
of the fundamental disciplines in computer engineering, 
like computer architecture, compilers, operating systems 
and computer networks. Developing effective learning 
tools targeting these disciplines is a continuous 
challenge. 

In this paper we try to give a better understanding of 
SMT microprocessor architectures by developing a 
visual simulation framework. Due to the complexity 
level, we make the learning steps easier, driven by 
expressive simulations which can provide us, based on 
the general picture of the system, a detailed one (top to 
down approach). But why SMT architectures request 
interest? The current microarchitectures have three 
major limiters (the so called “brick wall” concept): 
• Memory wall – the increasing gap created between 

processor clock cycle time and the main memory 
access time; 

• Instruction Level Parallelism (ILP) wall – generated 
by the present-day impossibility to issue a 
continuously higher number of instructions in parallel; 

• Power wall – favorized by the frequency scaling as the 
number of transistors on chip increase. 
The SMT architectures come as a solution to the first 

two limitations by combining the superscalar instruction 
issue with the multithreading approach. Thus, 
instructions from multiple threads could be 
simultaneously issued in a single clock cycle. Latencies 
that occur in the execution of single threads are bridged 
by issuing operations of the remaining threads. Other 
arguments refers to the fact that, although single-core 
SMT architectures are on the market since 2002 (Intel 
Pentium 4 Northwood Hyperthreaded) until now – in 
2010 Intel released the Core™ i3, i5, i7 with 
Hyperthreaded technology on each core (Intel 2010) –, 
in the authors’ opinion, there are not efficient 
pedagogical tools dedicated to teach SMT concepts 
easier and more intuitively with interactive animation. 
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The fast development of computer science and 
computer architecture especially, have determined that 
many software tools, used not long ago in research, are 
enhanced with an interactive graphical interface and are 
taught in Computer Architecture courses. The lack of 
simulators dedicated to simultaneous multithreading 
architectures used for didactical purposes, despite they 
are highly used in research goals, represents the starting 
point of this paper. In order to better achieve this 
purpose, we try to develop a compact hybrid simulator, 
which integrates microprocessor instruction stream, 
branch prediction and cache memory simulation. 
Judging from educational goal, through this work we 
propose few new ideas: 
• Hybrid simulation (trace- and execution-driven) of a 

SMT architecture using interactive animation. 
• Introducing real branch predictors dedicated to each 

simulated thread (branch prediction was only 
statistically generated in other similar simulators 
(Smullen and Taha 2006)). For example we 
implemented gshare (a two-level adaptive branch 
predictor (Yeh and Patt 1992)) and two state of the art 
dynamic predictors: FPBNP (a fast path-based neural 
branch predictor (Jiménez 2003)) and OGEHL 
(Optimized GEometric History Length branch 
predictor (Seznec 2005)). The last one was classified 
on 2nd place at World Championship of Branch 
Prediction (CBP 2004) and received the best practice 
award for “the predictor the closest to a possible 
hardware implementation”. The branch predictors can 
be used also as a third party lesson / application. 

• Introducing a parameterized instruction cache shared 
between threads (both instruction and data caches 
were only statistically generated in other similar 
simulators (Smullen and Taha 2006)). 
From a didactical point of view, the developed tool 

(SMTAHSim) has benefits in the learning process 
because it helps students to observe the influence of 
each parameter on the simulation model. The 
SMTAHSim simulator provides a wider variety of 
configuration options. Thus, it can be determined how 
branch prediction accuracy or resource usage varies with 
input parameters (number of entries in prediction tables, 
history length, number of bits for weights representation, 
etc). The execution-driven simulation allows 
SMTAHSim’s tool to give fine-grained results regarding 
every microarchitectural unit during and at the end of 
the benchmarks’ simulation. All final simulation results 
are stored in a database and can be used further to 
generate a large palette of reports regarding units’ 
performance in correlation with almost every parameter. 
The SMTAHSim simulator assures three of the features 
specific to almost all high-performance academic 
standard simulators: free availability for use, 
extensibility and portability. Full inheritance and 
polymorphism is used in the simulator’s source code, 
allowing easier extension in the future, adding new 
functionalities. 

We developed SMTAHSim simulator using the 
Microsoft .NET Framework 3.5 writing over 7K lines 
code. The simulator is running on Windows 
2k/XP/Vista/7 and is currently used in undergraduate 
and graduate courses / laboratories in (Advanced) 
Computer Architecture at “Lucian Blaga” University of 
Sibiu. The simulator can be found at 
http://webspace.ulbsibiu.ro/adrian.florea/html/simulatoar
e/SMTAHSim.html 

The organization of the rest of this paper is as follows. 
In section 2 we review the Related Work in software 
simulators domain dedicated to microarchitectures. 
Section 3 describes the theoretical background related to 
SMT, whereas section 4 presents the used benchmarks 
and simulation methodology. Section 5 illustrates the 
simulator software architecture, the simulator kernel 
from hardware viewpoint and the SMTAHSim user 
interface. Based on a short interactive animated 
example, we explain the SMT functionality. Finally, 
section 6 suggests directions for future work and 
concludes the paper. 
 
2. RELATED WORK 

After almost four decades of concerning in 
microprocessors design, implementation and 
exploitation, the researchers from computer science 
domain got the conclusion that simulators have become 
an integral part of the computer architecture research 
and design process (Yi and Lilja 2006) and simulation 
technology and methodology represents the crux of 
computer architecture research and development (De 
Bosschere et al. 2007). 

Besides their importance proved in computer 
architecture research field, in the latest time, simulators 
have been extensively employed as a valuable 
pedagogical tool as they enable students to understand 
better the theoretical concepts and to visualize how 
microarchitectures components work and interact with 
each other (Yi and Lilja 2006). 

In microprocessor systems’ domain, as 
microarchitectural complexity increases, (crossing from 
instruction-level-parallelism to thread-level-parallelism 
and toward multi- and many-core architectures), it is 
more difficult to explain concepts like caches, out-of-
order and speculative execution, power consumption, 
and the interactions among the architecture components 
without visual aids. Graphical simulations of these 
architectures allow students to easily grasp the 
architecture concepts by observing the flow of 
instructions in time, also by exploring the impact of 
different processors configuration on performance, 
dissipated energy and temperature. The static visual 
office tools (such as graphical charts, diagrams, slides 
etc.) are limited in efficiency: they cannot 
simultaneously exhibit both the structural relationships 
between microarchitectural components and the 
temporal dependences between executed instructions 
that are in-flight in the pipeline structures and cannot 
explain the functionality of coherence mechanism in 
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multicore architectures, etc. Some of the present-day 
most used didactical simulators are: 
• WinDLX was developed for Windows operating 

system by Herbert Grünbacher (Grünbacher 1998) and 
simulates Hennessy and Patterson’s DLX (DeLuXe) 
architecture (Hennessy and Patterson 2007). The DLX is 
a didactic microprocessor designed in accordance with 
the most popular RISC microprocessors (SPARC, 
MIPS, etc.). Simulation exposes in an expressive 
manner the principle of in-order pipelined execution 
(execution steps, data hazards, forwarding) and 
performance penalty involved by high latency 
instructions (delay slots) but, because it is modeled at 
architecture level quite few information is given about 
the processor.  
• VLIW-DLX extends the WinDLX simulator to a 

VLIW model, using the same DLX ISA. It is 
implemented in Java and allows modifications of the 
architecture, including ISA (Bečvář and Kahánek 2007). 
• PCSpim-Cache is an execution-driven simulator 

indented to be used in undergraduate courses for 
teaching cache memories within MIPS architecture. The 
tool allows to run step-by-step a selected code on a 
proposed cache organization and meanwhile observe 
dynamic changes in its structure (Petit et al. 2006). 
• PSATSim is a powerful graphical simulator which 

offers support for students in better understanding the 
tradeoff between processors’ performance and power 
consumption. The simulated microarchitecture is a 
configurable superscalar architecture with speculative 
out-of-order execution. The GUI allows in an interactive 
and easy way to simulate different microarchitectural 
configurations and assures a quick feedback (Smullen 
and Taha 2006). 

However, unlike SMTAHSim, part of the existing 
simulators (Hostetler and Mirtich 1996; Burger and 
Austin 1997; Skadron et al. 2003; Sharkey et al. 2005; 
August et al. 2007) were designed primarily for 
research, the emphasis is on modeling the effects of 
architectural mechanisms. Most of these simulators are 
not trying to visually express the behavior of 
architectural mechanisms and the interaction between 
them. They are often designed to model a specific 
architecture and are also too complex to be studied by 
students who are beginners in concepts such as SMT. 
On the other hand most of the didactic simulators used 
in Computer Architecture are simulating only some 
simplistic toy-benchmarks. As it will be further 
presented, our developed simulator can process complex 
benchmarks that are intensively used in research 
activities, too. The interactivity of SMTAHSim 
simulator allows both to know in every machine cycle 
the content of CPU resources (reservation stations, 
functional units, reorder buffer, rename buffer, pipeline 
structure) and to experiment unforeseen circumstances 
like forcing a miss in D-Cache (this cache module is 
modeled statistically based on benchmark 
characteristics). 
 

3. THEORETICAL BACKGROUND 

It is well known that superscalar architectures exploit 
Instruction Level Parallelism (ILP) by fetching and 
executing more than one independent instruction per 
cycle. Despite that, the instruction-per-cycle (IPC) rate 
is limited to relatively low values, due to a lot of factors 
(Hennessy J., Patterson D., 2007). 

The SMT architecture comes as a solution to the 
above mentioned limitation by combining the 
superscalar mechanism with the multithreading 
approach, which allows exploitation of both thread-level 
parallelism (TLP) and ILP. In order to achieve this 
performance, processor keeps different context 
information (program counter, stack pointer, etc.) for 
each active thread. Latencies which normally occur in 
single thread execution are, in this case, (partially) 
hidden by switching to another thread. This architecture 
represents the mapping of high level languages’ explicit 
and implicit concurrencies (threads or/and micro-
threads) into a processor having implemented multiple 
contexts. A thread from hardware level can be a task or 
a software thread within a task, but also can be made of 
software entities of smaller granularity as loops, routines 
or code blocks (micro-threads), which may be executed 
in parallel (Eggers et al. 1997; Vintan and Florea 2000). 

SMT architectures inherit the superscalar processing 
mechanism and extend it with multithreading 
architecture specific components. Mechanisms as out-
of-order speculative execution, register renaming and in-
order completion are also met in SMT architectures. For 
assuring a different context, some hardware resources 
are private for each thread (branch predictors, renaming 
tables, logical register files, ROBs, Load/Store Queues, 
commit units) and others are shared among threads 
(fetch unit, decode unit, issue queue, physical register 
files, execution units and cache memory), using a tag 
information in instruction encoding to make the 
difference. 

To ensure a high throughput, SMTs need a scheduling 
policy that arbitrates between threads for optimizing 
shared resources’ utilization. The most common scheme 
is the very simple Round-Robin policy, which switches 
between threads in a circular way, regardless of their 
behavior. A better strategy is implemented in the 
ICOUNT policy which give higher priority to threads 
with the fewest instructions in decode, rename and 
instruction queues. The motivation is to give higher 
priority to fast-moving threads and, at the same time, to 
prevent starvation. ICOUNT tries to balance the number 
of instructions in the pipeline among the various threads 
so that all threads have an approximately equal number 
of instructions in the front-end pipeline and instruction 
queues (Manadhata and Sekar 2003; Eyerman and 
Eeckhout 2009). 

SMTAHSim benefits of both mentioned fetch policies 
and gives user the possibility to understand how these 
are influencing the IPC rate and other parameters, driven 
by simulation monitoring tool. 
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4. SIMULATION METHODOLOGY 

The SMTAHSim tool intends to help students in 
teaching superscalar and SMT architectures, by 
simulating a large palette of hardware configurations in 
step-by-step or full trace simulation mode. In order to 
obtain finest results, a hybrid simulation is performed. 
The results are collected at the end of each processing 
cycle by the Monitoring Tool and reported according to 
user preferences (see Figure 1). 

SMTAHSim's execution-driven simulation is 
sustained by GUI which exposes in an interactive way 
the SMT's architectural structure and execution-time 
information. The step-by-step simulation gives a better 
perspective above the instruction stream through 
processing architecture and enables the user to visualize 
how basic superscalar and SMT mechanisms work. 

For result validation, a set of benchmarks are used as 
simulator inputs, remaining to user choice which file is 
used as input for each hardware thread. The benchmarks 
represent a selection from the SPEC ’95 (applu, 
compress, fpppp, ijpeg, perl (SPEC 1995)) and 
MediaBench 1.0 (epic, mpeg2d, mpeg2e, pegwitd, toast 
(Lee et al. 1997)) benchmark suites compiled for 
SimpleScalar Portable ISA (PISA). All these 
benchmarks cover a lot of applications ranging from 
compression to word processing, from compilers and 
architectures to games enhanced with artificial 
intelligence, etc. We choose to use different benchmarks 
in order to discover how these different testing programs 
influence the processing performances. 

 
5. THE SMTAHSim FRAMEWORK 

The developed simulator must support the learning 
process of students in SMT microarchitecture and search 
for possible changes (architectural or optimization 
techniques) to improve it. Providing a highly 
parameterized model for every microarchitectural 
instance, the performance obtained by simulation will 
represent a quick feedback mechanism related to the 
proposed changes, permitting thus an efficient design 
space exploration process. The simulator’s execution 
consists in the following sequential steps: 

1) Initialization   phase    (configuring   the   micro-
architecture with the input parameters including the 
benchmarks) 

2) Simulation and monitoring phase 
3) Results’ reporting 
For the initialization phase the SMTAHSim provides 

help with a quick and easy to use Configuration 
Manager. This internal tool gives users the possibility to 
load preconfigured or saved configurations from the 
Configuration Repository or guides them through the 
configuration process. The last simulated configuration 
is loaded as default. 

Some important architectural modules (called 
suggestively ISA, Branch Predictor, I-Cache, Fetch 
Policy) are implemented as interfaces and can be loaded 
by the Add-Ins Manager as precompiled libraries. The 

framework is easily extendable with our independent 
modules which are inheriting the provided interface. The 
Add-Ins can come also with their own configuration and 
simulation GUIs. 

 
Figure 1: SMTAHSim Architecture 

The SMTAHSim framework provides two simulation 
modes: a step-by-step simulation or a full unanimated 
simulation. The user can easily switch between these 
two modes by interacting with the Simulation Control 
module. Depending on the running simulation mode, the 
Monitoring Tool filters the results stored in the 
Simulator Kernel’s Results Buffer. The simulation 
process is carried out by the Simulation Machine which 
performs independently of the user interfacing tools. 
The Results Buffer is updated at the end of every 
processing cycle with relevant information regarding 
performance and with a current context copy, which are 
later processed by the Monitoring Tool. This mechanism 
speeds up the simulation because the Simulation 
Machine is not interrupted by the graphical tools’ 
operations, only by the buffer’s overflow. The producer-
consumer design pattern is implemented: as the 
Simulation Machine produces data, the Monitoring Tool 
is using it to update the Presentation layer (GUI). When 
the buffer is full, the simulation is suspended until the 
data are consumed. All final results are stored in the 
Results Repository and can be used to generate finest 
reports with the Results Reporting tool. User is able to 
get relevant graphics of SMT’s performance indices in 
correlation with almost every architectural parameter. 

 

5.1. The SMTAHSim Software Architecture 

As we reveal in Figure 1, the framework is structured in 
four main software packages:  
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• GUI (Graphical User Interface) plays an important 
role as the highest level (Presentation Layer) of the 
framework, which manages all USER’s interactions. 
This package is developed around two basic principles: 
ACTION and REACTION. All user actions have a 
quick feedback from the system, and all this reactions 
are managed carefully by GUI which makes the results 
representation in an interactive and easily 
understandable manner. Overall, this package makes the 
framework a friendly and easy to use application. 
• Input/Output package is the low level management 

of all the simulation inputs and outputs giving the 
extensibility and accessibility dimensions to the 
framework. The aim of this approach is to make the user 
to easily access the final results and architecture 
configurations and, eventually, to develop his/her own 
configurations and extensions to the basic architecture. 
The framework came with some basic configurations 
which allow a proper evaluation of the SMT 
architecture’s performances. For others configurations, a 
wizard is guiding the user step by step through the new 
configuration defining process. All new simulated 
configurations are stored in the Configuration 
Repository at the user’s decision. The simulation results 
of these configurations are also stored at the user’s 
decision, in the Results Repository, and linked to the 
simulated configuration. Due to this, software 
architecture results can be used to generate fine-grained 
reports regarding performance indices in correlation 
with almost every parameter, directly from the Results 
Repository. The Results Reporting tool supports users 
through this process and allows generating a large 
diversity of figures. The Add-Ins Repository plays a 
very important role because it stores all third party 
modules added by developers. The management of this 
collection is carried out by the Add-Ins Manager. 
• Application Kernel is the middle level 

(middleware) which manages all user communications 
with the application. GUIs are assured for each middle 
level manager module in order to give user the access to 
low level packages. The simulation is initialized via the 
Configuration Manager and is run via the Simulation 
Control module (step by step or full trace simulation). 
The Monitoring Tool manages the feedback information 
and supplies the user with interactive animation by GUI 
update. Another important tool is the Add-Ins Manager 
which has the responsibility to manage all third party 
components added by developers. This module gives the 
SMTAHSim the “framework” dimension by allowing 
developers to extend the basic SMT architecture with 
other modules (ISA, branch predictor, data cache, etc.). 
The Add-Ins can provide their own configuration panel 
which will be loaded by the Configuration Manager at 
the configuration phase, and their parameters set will be 
then stored in the Configuration Repository together 
with the basic one. The developer must only implement 
the interfaces provided by the Add-Ins Manager, 
compile it in a library and then load it in the 
SMTAHSim Add-Ins Repository. 

• Simulation Machine is the most important package, 
situated at low application level, which makes the 
effective simulation. 

 
5.2 SMTAHSim framework: Simulation Machine 

SMTAHSim models a configurable SMT architecture 
(Figure 2) designed in accordance with the M-SIM 
architecture (Sharkey et al. 2005) which has at base a 
superscalar architecture with speculative and out-of-
order execution. The pipeline structure of SMTAHSim 
is based on that of PowerPC 5+ comercial processor 
(Sinharoy et al. 2005). Actually, M-SIM extends the 
SimpleScalar toolset (Burger and Austin 1997) with 
accurate models of the pipeline structures, including 
explicit register renaming, and support for the 
concurrent execution of multiple threads. Basic 
superscalar units are shared among micro-threads 
(Cache, Fetch Unit, Decode Unit, Dispatch Queue, 
Execution Units, Physical Registers), but in order to 
assure different contexts some resources are private for 
each micro-thread (Branch Predictors, Rename Tables, 
Reorder Buffers, Commit Units, Logic Registers). 

 
Figure 2: Simulated architecture 

Simulation involves getting instructions from 
benchmarks and passes them step by step through the 
pipeline stages (Figure 3). There are three sections in the 
pipeline: in-order frontend (fetch the instructions from 
memory, make the branch prediction, decoding, rename 
registers and dispatching), out-of-order execution (the 
number of execution cycles is distinct for each 
instruction type) and in-order backend (gets finished 
instructions and updates the branch predictor). All 
essential architectural parameters (superscalar factor, 
number of micro-threads, number of execution units and 
their execution cycles, etc.) are configurable through the 
Configuration Manager. 

 
Figure 3: Simulated pipeline 
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Due to the benchmarks’ characteristics, the effective 
execution can’t be accurately simulated, because the 
registers’ values are not known all the time. As a result 
of this limitation, the single feasible D-Cache 
implementation is based on an analytical model. Besides 
these, another degree of abstractization is that branch 
prediction is made in a single pipeline stage (Instruction 
Fetch) even if in reality it could take more cycles. 

 
5.3. SMTAHSim Framework: GUI 

Projects supported by the SMTAHSim simulator are 
dedicated to teach students about concepts related to 
superscalar and SMT architectures (processing 
mechanisms, constraints, limitation of ILP rate, etc.), 
and are fairly sustained by GUI. Being the closest to the 
user, this level of application has benefited the most of 
our attention in order to give easy and interactive access 
to all its features. Therefore, user can easily configure, 
simulate and track the step-by-step results. In order to 
get a big picture of SMT architecture performances, 
GUI also supports user with a reporting tool. 

 
Figure 4: Configuration Manager Interface 

The Configuration Manager Interface (Figure 4) 
makes possible to configure the simulated architecture 
from a classic superscalar one to a 4-threaded SMT one. 
Each micro-thread input can be settled independently. 
After the architecture’s configuration the user can 
control simulation by Simulation Control Interface and 
make a step-by-step simulation: one simulated CPU 
cycle each step (“Next” button) or simulating the input 
traces entirely (“Go To End” button). In both cases the 
IPC rate is updated in every CPU cycle (Figure 5). 

 
Figure 5: Part of Simulation Control Interface 

When fine step simulation is chosen, the Monitoring 
Tool helps user to track the instruction flow from 
fetching to committing by animated visualization of each 
architecture units. Each instruction has a thread 
identification number and a unique per thread identifier, 
which are both distinctively colored, allowing to easily 
following the pipelined execution process (Figure 6). 
After the prediction of each branch instruction the 

subsequent instructions are marked as speculative and 
strike-lined until the branch execution ends and it turns 
out that the prediction is correct. In case of a 
mispredicted branch, after its execution, all speculative 
instructions from the afferent thread are squashed and 
the correct fetch path is taken. 

 

 
Figure 6: Monitoring Simulation 

After each full trace simulation a summary of 
simulation results is shown. 

 
Figure 7: Results 
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Figure 8: Average branch prediction accuracies 

As a concrete example, Figure 8 illustrates 
comparatively the simulation results obtained with 
SMTAHSim using three prediction structures: gshare 
(Yeh and Patt 1992), FPBNP (Jiménez 2003) and 
OGEHL predictors (Seznec 2005). The statistics are 
collected after running the benchmarks described in 
section 4 on two configurations (one of them imposed 
by the hardware constraints of Championship Branch 
Prediction (CBP 2004)) and represent the average 
branch prediction accuracies. 
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6. CONCLUSIONS AND FURTHER WORK 

The classical approach in teaching SMT concepts is 
based largely on oral communication of professors. 
They spend a lot of time in computer architecture 
research or use paper and pencil to follow the execution 
of the instructions flow. Although their efforts are to 
emphasize the processor kernel activities, many times 
they ignore the branch prediction and cache memory 
simulation. Our approach represents a formative 
necessity since computer architectures are mainly 
approached in a descriptive manner. Through our 
approach, students have the opportunity to be creative 
and innovative in computer architecture or in other 
research and didactical domains of computer science, 
even in countries not very developed from economical 
and technological points of view. Based on highly 
parameterized developed simulation tools, students can 
understand more in depth and in an integrated approach 
the theoretical concepts related to SMT, branch 
prediction constraints, limits of instruction level 
parallelism, TLP benefits, cache memories, etc. 

Although SMT architectures outperform its 
predecessors, the evolution trend is maintained on 
vertical by growing the technologic complexity. 
Therefore a more aggressive approach (many micro-
threads) is heavily limited by the management logic’s 
complexity growth. It is clear that a new evolution trend 
is needed, on horizontal approach, by decentralization of 
processing power (multi-core). For further work we are 
mainly concerned to solve the following issues: 
 Simulating on benchmark sets which allow a real 

implementation of data cache. 
 Implementing a module for power consumption 

calculation; this can help to evaluate the SMT 
architectures based on this objective, too. It is well-
known that SMTs are energy-intensive due to their 
complex and concentrated control logic. This module 
is also necessary for evaluation of hardware branch 
predictor within a given chip area budget, from both 
power consumption and performance points of view. 
 Adding modules to improve the processing rate, such 

as value prediction, dynamic instruction reuse and an 
execution trace cache. 
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ABSTRACT 

This paper describes various methods used to encode artificial 
neural networks to chromosomes to be used in evolutionary 
computation. The target of this review is to cover the main 
techniques of network encoding and make it easier to choose 
one when implementing a custom evolutionary algorithm for 
finding the network topology. Most of the encoding methods 
are mentioned in the context of neural networks; however all 
of them could be generalized to automata networks or even 
oriented graphs. We present direct and indirect encoding 
methods, and given examples of their genotypes. We also 
describe the possibilities of applying genetic operators of 
mutation and crossover to genotypes encoded by these 
methods. Also, the dependencies of using special evolutionary 
algorithms with some of the encodings were considered. 

I. INTRODUCTION 

Despite of frequent critics of artificial neural 
networks as a black-box method, they are with no doubt 
useful in various applications from signal processing and 
recognition to industrial control.  

There are various specialized topologies of networks 
used to solve different kinds of problems. But it can be 
assumed that there exist other topologies useful for the 
types of problems that are not primarily solved by neural 
networks at this time. But when a new topology is 
needed, thanks to the almost black-box structure of 
neural networks, it seems to be almost impossible to 
manage it by standard analytic or engineering methods. 
Even the task of finding the number of neurons in the 
hidden layer of a feed-forward neural network is often 
only a matter of trying different possibilities. Therefore 
this looks like an ideal situation to use the heuristics of 
an evolutionary algorithm. 

Evolutionary algorithms often work with direct 
representation of the solution. Example of this could be 
genetic programming (GP), which uses program trees as 
a genotype, but the trees are also solutions. When we try 
to apply a similar approach to graphs (as neural networks 
are), there will probably raise a problem in the 
application of genetic operators. The mutation operator 

seems easy to apply to any kind of structure, but crossing 
over two graphs is not so straightforward. Because of 
that, it seems to be an advantage to separate the genotype 
and the phenotype. That means to use a simplified 
representation of solution in chromosomes. This process 
of converting a network into genes will be called 
encoding in the rest of this paper. 

Encoding methods can be divided in three main 
groups according to the process of creating the network 
from the encoded genome: direct, parametric and 
indirect encoding. They are presented in the next 
subsections. At the end we present the conclusions. 

II. DIRECT ENCODING 

In direct encoding methods there exists a direct 
genotype-phenotype mapping for the network. That 
means that all parameters of the network are clearly 
understandable from the genes without any repeated 
process of transcription or growing. 

Some authors ([1]) differentiate between direct 
encoding and structural encoding, but in this paper we 
consider them being the same type of encodings. In [1], 
the main difference between direct and structural 
encoding is that direct encoding holds not only 
information about the presence of connections, but also 
about their weights. 

After deeper look at structural encodings, authors 
considered that all of them could be extended to hold 
also weight information, though should be quite simply 
interchangeable. However, the encoding of the 
connection topology is the main concern of this paper. 

A. Connection matrix 
Probably the simplest representation of a graph or a 

network is a connection matrix. It is a square matrix n x 
n, where n is equal to the number of nodes in the 
network. Then every number in the matrix at 
coordinates [i, j] is the weight of connection between 
node i and node j. It is obvious, that on the main 
diagonal lay the weights of the graph loops and under 
diagonal lay the weights of recurrent (backward) 
connections. So, if necessary, connection matrix can be 
limited to the upper triangular matrix to force the 
network to be feed-forward (i.e. without backward 
connections). 
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One of the possibilities when using a connection 
matrix is to use the numbers on diagonal as identifiers 
of node types instead of representing the loop weights. 
That would of course exclude loops, what is probably 
useful only when designing feed-forward networks. 

The numbers in the connection matrix can be of 
course limited to contain only numbers from set {0, 1}. 
This simplification does not take the weights into 
account; it only creates connection between nodes 
containing number 1 in the matrix. Figure 1 shows the 
process of transcription of a binary chromosome into a 
network phenotype. 

 
Figure 1.  Binary genotype (A) is rewritten into connection matrix 
row-by-row (B), from which the network is created directly (C). 

As can be seen on Figure 2, the genetic operator of 
mutation can be applied in the way of classical genetic 
algorithms, when a random bit in the genotype is flipped 
to its opposite value. 

 

 
Figure 2.  Application of mutation operator applied on connection 
matrix encoded network. Random bit in original bit string (A) is 

flipped to reach modified offspring (B). 

The crossover operator is also applied in the 
straightforward way of classical genetic algorithms, as 
can be seen on Figure 3, where crossover with one cut 
point can be seen. 

 

 
Figure 3.  Application of crossover operator on connection matrix 

encoded network. Parent bit string chromosomes (A) are crossed over 
at random position (B) to create offspring (C) like in classical genetic 

algorithm. 

B. Node-based encoding 
1) Schiffmann node-based encoding 

One of the attempts to extend the low flexibility of 
previous approach is node-based encoding. Instead of 
describing the network connections by a matrix of all 
possible connections, node-based encoding enumerates 
all nodes existing in the network only once, and for each 
node it enumerates all its inputs. This kind of encoding 
requires a unique identifier to be assigned to each node. 
Then these identifiers are used in gene transcription to 
clearly identify both node and its inputs. 

However, this intuitive encoding is only briefly 
described in [7]. Only the application of the crossover 
operator was described in detail. In this method, 
crossing over means swapping parts of the genotype 
delimited by the borders of node definitions. An 
example of the encoding and the application of the 
crossover operator are in Figure 4. 

The mutation operator then should be able to add 
new nodes and connections, or delete existing ones. 

 

 
Figure 4.  Example of node-based network encoding. Vertical lines in 

genotype transcription represent crossover points. 

2) Koza node-based encoding 
Another possibility of node-based encoding is to use 

genetic programming. Since GP is usually applied to 
evolve program trees in LISP language, the network in 
this method is represented as a tree, where the root is the 
output processing element (neuron) and the leaves 
represent the input signals. The tree structure contains 
all hidden nodes and connecting links with weights 
(Figure 5). When a network with more outputs is 
needed, then as a root of the genetic tree a LISP 
function LIST is used. This list should be holding all the 
outputs which are roots of their respective sub-trees. 
Details of this method and more possibilities of creating 
more complex topologies with “defined functions” are 
described in [6]. 

The genetic operators are  defined by applying the 
rules of genetic programming, as mentioned in [5]. 
Mutation is defined as a replacement of a sub-tree with 
a new randomly generated sub-tree. This random sub-
tree, as well as initial random population, has few 
constraints to produce a well-formed network. As can 
be seen in Figure 5, under any processing unit (P) there 
must be a variable amount of weights (W) that represent 
connections of processing units. Every W has two 
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arguments. The first of them is a number that represents 
the actual weight of created link. This can be a float 
number constant or a numerical expression tree. The 
second argument of W is the connection source element 
– input signal or another processing node. It can be 
easily derived that only float number constants and 
input signals are allowed as the leaves of a genetic tree. 

Crossover genetic operation is defined simply by 
swapping sub-trees of two genetic trees. The only 
constraint is that both sub-trees have to be cut at an 
element of the same type, e.g., the roots of both sub-
trees have to be P. 

 

 
Figure 5.  Example of node-based encoding by the means of genetic 
programming. LISP expression (A) is used as a tree (B) from which 
the network is constructed (C). 

C. Pathway-based encoding 
This approach can be used to evolve flexible and 

recurrent networks. It looks at the network as a set of 
paths from inputs to outputs. Every one of these paths 
begins in one of the inputs, continues through variable 
set of labeled nodes and ends in one of the output nodes. 
Of course, for one pair of a certain input and output, 
many possible paths could exist. 

There is a context-free grammar proposed in [10], 
which describes the correct form of the paths in the 
genotype. 

The process of the network construction begins with 
the input and the output nodes. Then it continues at the 
input node specified by the beginning of the current 
path. After that, for every node label in the path, a node 
with the same label in the network is found. If the node 
does not exist, it is created. This node is connected to 
the previous one in the path. Then another node label 
from the path is taken and the process repeats until the 
end of the path is reached (output). An example of this 
encoding can be seen in Figure 6.  

The genetic operator of mutation has four 
possibilities to change the genotype: creating a new 

path, deleting an existing path, adding a neuron or 
removing a neuron from an already existing path. 

The crossover operator is responsible for exchanging 
the paths between individuals and it cuts the 
chromosomes at two points between the path 
boundaries. Then, as usually, the paths between the cut 
points are exchanged. 

 
Figure 6.  Example of path-based encoding. Paths (A) merged together 
create the final network (B). Path P3 is displayed with wide gray lines 

in the network. 

D. Neuroevolution of augmenting topologies (NEAT) 
NEAT (described in [11]) is an evolutionary method 

on its own, not only a method of encoding. However, 
the encoding used by NEAT seems to be very useful 
and flexible. But due to some of its properties 
mentioned below, it is limited to be used with the 
NEAT evolutionary algorithm. 

The genetic encoding applied by NEAT uses two 
chromosomes – one of them holds the enumeration of 
all available nodes in the network; the other one holds 
the enumeration of edges between the nodes (Figure 7). 
Every gene in the “node chromosome” contains a 
unique identifier of the node and the type of the node – 
a node can be an input node (sensor, receptor), an output 
node (actuator) or a hidden node. Genes in “edge 
chromosome” contain information about begin and end 
nodes of the edge, weight of the edge, information about 
activation of the gene and a historical marker. 
Activation of a gene simply tells if the edge described 
by a gene should be created or not and its meaning will 
be mentioned later on. Historical marker is a global 
counter which tells which mutation in all history of 
evolution caused creation of that gene. 

 

 
Figure 7.  Example of NEAT network encoding. Genome of the 

individual contains node enumeration (A) and connections 
enumeration (B). Final network constructed from this genome can be 

seen in the bottom (C). 

The genetic operator of mutation can influence the 
genotype in many ways. One of the possibilities is 
adding of a new node. In that case, an existing edge is 

(P (W (* 1.8 0.1) (P (W 1.1 D1)))
(W (- 1.1 0.3) (P (W -1.3 D1) (W 0.3 D0))))A)

B)

C)

P

P P- *

W W

W W W

D0 D1D1

1.1

-1.3 0.3 1.1

0.3 1.8 0.1

P

P

P

D1

D0 0.8

0.18
1.1

0.3

-1.3

P
1

= i
1

- 2 - 1 - o
2

P
2

= i
2

- 1 - 3 - o
1

P
3

= i
1

- 3 - 2 - 1 - o
1

A) B)

3

2

1 o
2

o
1

i
1

i
2

Node 1
Input

Node 2
Input

Node 3
Input

Node 4
Output

Node 5
HiddenA)

In 1
Out 4
Weight 0.7
Enabled
Innov 1

In 2
Out 4
Weight 0.2
DISABLED
Innov 2

In 3
Out 4
Weight 0.2
Enabled
Innov 3

In 2
Out 5
Weight 0.1
Enabled
Innov 4

In 5
Out 4
Weight 0.9
Enabled
Innov 5

In 4
Out 5
Weight 0.4
Enabled
Innov 6

B)

C) 45

1

2

3

412



“split” and the new node is inserted in the middle. That 
means deactivating the gene describing an existing edge 
(turn to DISABLED) and inserting two new edges 
connecting two existing nodes with a new one. Another 
possibility is to add a new edge, what means creating a 
new connection gene from one existing node to another. 
To fine-tune the weights of a created network, the 
algorithm can also mutate the weights in the “edge 
chromosome”. 

Crossover in NEAT uses the aforementioned 
historical markers to align genes. It improves the 
validity of the offspring, since only compatible 
modifications are crossed-over (Figure 8). 

 

 
Figure 8.  Aligned crossover of networks encoded by NEAT encoding. 

III. PARAMETRIC ENCODING 

The following approaches describe networks as 
genes with a set of parameters, from which the network 
is created by given rules. In this case, the topology of 
the network can be assumed from the problem domain, 
but the evolutionary algorithm is used to fine-tune the 
setting of the network. 

A. Simple feedforward network encoding 
Typical example of parametric encoding is a simple 

encoding of a feed-forward network with one hidden 
layer. When designing this kind of network, the back-
propagation learning algorithm is typically used. Inputs 
and outputs that define the problem are usually given, 
too. Then the search space for an ideal network solving 
the given problem consists of finding an acceptable 
number of neurons in the hidden layer and finding the 
learning algorithm parameters, which would not get 
stuck in local optima in the learning phase. 

Figure 9 shows an example of feed-forward neural 
network with one hidden layer, encoded simply in one 
gene (part A – number 5). Other two genes in the 
chromosome contain parameters of the back-
propagation learning algorithm used to train this 
network, so together with the size of the hidden layer, 
also the ideal type of learning algorithm could be 
evolved. 

 

 
Figure 9.  Simple encoding of feed-forward network with one hidden 
layer and the back-propagation learning algorithm. Chromosome (A) 
contains the number of hidden neurons and parameters of the learning 
algorithm. Final network (B) for the example genome has 5 neurons in 

the hidden layer. 

B. Layer-based encoding 
For some neural network applications it can be 

assumed that the optimal solution will be found as a 
multi-layer feed-forward network. In that case, it might 
be useful to apply the layer-based encoding. This 
encoding supposes a multi-layer feed-forward 
architecture and  the back-propagation learning 
algorithm. The genotype of this encoding contains back-
propagation learning parameters (learning rate and 
momentum) and parameters of a variable number of 
individual layers (Figure 10). Layer parameters contain 
information about the number of neurons in the layer 
and information about the output connections (to the 
following layer) and the input connections (from 
previous layers). 

An one-point crossover operator is used to exchange 
layers between individuals. A two-point crossover 
operator is used to exchange bigger parts of genotypes 
between individuals. To maintain the consistency of the 
chromosomes, they are cut at the layer level. 

This encoding uses relative mutation operator, which 
slowly changes genes of randomly chosen individuals. 
Besides the minimum and the maximum value, all genes 
contain also the maximum amount of change. 

 

 
Figure 10.  Scheme of a layer-encoded genotype. Genotype (A) 

includes common network learning parameters (B) and layer 
parameters (C). 

IV. INDIRECT ENCODING 

When trying to evolve networks able to solve 
complex problems, the complexity of the network is 
usually not big enough with the use of direct and 
parametric encoding of networks. Every method 
mentioned above (except connection matrix) supports 
adding new nodes and links to the network; however, 
there is only a little chance that any kind of regularity or 
modularity could evolve.  Searching the space of all 
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possibilities with direct encoding becomes very slow for 
very large networks. 

A. Lindenmayer systems 
Lindenmayer systems (L-systems) are used for 

describing many biological processes in computer 
environments. Their most common use is in the 
simulation of plants growth [3]. 

L-systems are based on formal grammars, that 
means, they use productions (rewrite rules) that are 
iteratively applied on the starting string (axiom). The 
main difference is that L-systems use parallel rewriting 
of the string, i.e., all occurrences of the left sides of the 
production rules are applied at once.  

In [2], context-sensitive L-systems are used to 
produce modular ANNs. The growth of the network 
starts with an axiom, on which the rewrite rules from 
chromosome are applied until the string contains only 
terminals. Context sensitivity of the system means that 
one symbol can be rewritten in different ways, 
according to its neighboring symbols. However, 
neighbors in this method are not considered as string 
neighbors, but final network neighbors. That means that 
in every stage of the rewriting there have to exist also 
network interpretation of the current string. Modules 
that are connected to the current module are considered 
to be the left-side neighbors, while the modules to 
whom the current module is connected are considered  
to be the right-side neighbors. 

Each node is represented by an alphabet letter in the 
string. Modules are defined as groups of nodes. As this 
encoding is designed for evolving feed-forward 
networks, all modules are connected from left to right. 
Nodes in the module are automatically connected, until 
they are separated by a comma in the genotype.  

An example of the network derivation from axiom 
through production rules can be seen on Figure 11. Part 
(A) displays the production rules; part (B) shows the 
iterations of the string rewriting process and on (C) the 
final network can be seen. In part (B.2) and (B.3), the 
brackets denote modules that are connected from left to 
right. Number “1” denotes a feed-forward connection 
skipping 1 module – so the node from first module is 
connected to the third module (which consists only of 
one node). 

 

 
Figure 11.  Example of L-system-based encoding. Rewrite rules (A) 

are applied to starting symbol (B.1) until the generated string contains 
only terminals (B.5). Then the network is constructed (C). 

The authors of this approach use another encoding to 
transform production rules to bit strings, on which the 
genetic operators are applied as in classical genetic 
algorithms ([4]). This seems to be an unnecessary 
overhead, since all production rules could be stored in 
dynamic data types, making the recognition of their 
meaning more clear. However, new genetic operators 
would have to be designed. 

B. Matrix rewriting 
According to [9], L-systems can be generalized and 

applied to matrices. That can be used to grow a 
connection matrix of a network, dynamically changing 
its size according to the problem. Figure 12 show the 
derivation of a connection matrix (B.4) from genotype 
(A). The derivation process starts with single symbol S 
(B.1) and the rewrite rules are iteratively applied until 
only terminals (1’s and 0’s) are left in the generated 
matrix. 
 

Mutation and crossover operators are not exactly 
specified in the literature, however looking at the 
rewrite rules, their design should be intuitive and 
straightforward. 

 

 
Figure 12.  Example of a matrix-rewriting encoding method. A set of 

rewrite rules (A) is repeatedly applied to the starting symbol (B.1) 
until the generated matrix contains only terminals (B.4). This matrix is 
used as connectivity matrix and the network (B.5) is created according 

to it. 

C. Cellular encoding 
Cellular encoding is inspired by the cell splitting in 

the process of a living organism growth and is proposed 
in [12]. This encoding is based on a simple graph 
grammar, which is represented by a grammar tree. This 
graph grammar tree encodes the growth process of 
whole network from one initial cell. This tree can also 
contain control commands to influence the growth of 
the network. Basic commands and instructions are: 

• Sequential division (SEQ) – splits the current 
cell in two, connected in series. 

• Parallel division (PAR) – splits the current cell 
in two, connected in parallel. 

• End program (END) – makes a neuron from the 
current cell and stops rewriting. 

• Recursive derivation (REC) – starts applying 
the rewrite rules from the root of the grammar 
tree, until a given recursion level is reached. 

• Increment/decrement the neuron threshold value 
(INCBIAS / DECBIAS). 
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• Create recursive link (CYC) – creates a link 
from the current cell’s outputs to its inputs. This 
instruction fulfills the need for a recursive 
network topology. 

• Increment/decrement link register (INCLR / 
DECLR). The link register stores current link 
from/to current cell, on which one of the 
following operation could be applied. 

• Set positive/negative weight (VAL+ / VAL-) – 
sets the link in the link register to +1 or -1. 

• Delete link (CUT) – deletes the link stored in 
the link register. 

Figure 13 shows the derivation of a network from a 
simple grammar tree. Only four cellular instructions are 
applied in this case, what is enough to create a simple 
feed-forward network. 

 

 
Figure 13.  Example of a cellular encoded network. Instructions of the 
genetic tree (A) are sequentially applied to the nodes of the growing 

network (B). Basic instructions include SEQ – serial splitting of node 
(B.2), PAR – parallel splitting of node (B.3), REC – repeated 

application of genetic tree instructions (B.4) and END – replacing 
node by terminal and finishing its growth (e.g. node 0 in B.2). 

Crossover and mutation operation are applied 
according to the common GP paradigm. That means that 
when mutating a chromosome tree, a random node of 
the tree is chosen and it is replaced by a different 
instruction of the same arity, or the whole sub-tree 
under it is replaced by a random sub-tree. Crossover is 
done by exchanging random sub-trees between 
chromosomes of two individuals. 

D. Cellular graph grammars 
The cellular graph grammar approach to evolve  

network topology proposed in [13] is also based on the 
similarity of the network growing with the biological 
processes of growth. However, instead of a fixed set of 
rules (like in the cellular encoding), also the grammar 
generating the networks evolves through generations. 
Another notable difference is the use of hyper-edge 
replacement instead of node replacement. That means 
that in the beginning of the growth process, there exist 
only one hyper-edge connecting inputs with outputs, 
instead of a cell connecting them. Then all of the rewrite 
rules are applied on hyper-edges and the final network 
nodes (neurons) are also created by replacing a hyper-
edge with a grammar terminal. 

 
Figure 14.  Basic elements of a cellular graph grammar encoding. (A) 
displays a general rewrite rule with non-terminal on the left side and a 
cellular graph on the right side with possible connections for source 
and target labels. When NB in the rewrite rule is replaced by another 
cellular graph, the embedded cellular graph is connected to the outer 

by similar source and target labes (B). 

To make the encoding flexible enough to handle the 
most possible situations during evolution, all rewrite 
rules evolved by grammar have added sets of labels. 
Then, when embedding a new sub-graph into actually 
growing network, all the connections are created by the 
similarity of the labels on appropriate positions. This 
embedding principle is shown on Figure 14. In the top 
part (A), there is a single cellular grammar production 
rule. NG on the left side is a label a hyper-edge to 
rewrite. The right side of the rule is a cellular graph, by 
which the hyper-edge will be replaced. In this graph, b 
denotes begin nodes, e denotes end nodes, TA is a 
terminal symbol and NB is a label of another non-
terminal hyper-edge (of course, the cellular graph can 
contain a different set of terminals and non-terminals). 
As mentioned above, after the replacement of a hyper-
edge, the embedded cellular graph is connected to the 
outer graph through its begin and end nodes by the 
similar source (s) and target (t) labels. Direction and 
available levels of connections are displayed by gray 
arrows in the cellular graph. Part (B) of the image 
shows the way of label matching in detail. Two labels 
are matched (and then connected), when their Euclidian 
distance is smaller than a given threshold. 

In this approach, only the genetic operator of 
mutation has been left. That is caused by using only a 
single grammar for the whole population and the 
individuals defined only by the label of the starting 
hyper-edge. Then the movement of genetic material 
caused by the crossover operator is also handled by the 
operator of mutation, because mutating one production 
rule modifies all individuals using that rule in their 
growth. 
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The operator of mutation operates on a single 
production rule, where it modifies one of the following 
lists: list of non-terminals, list of terminals, list of begin 
nodes and list of end nodes. It randomly removes an 
existing item from the list or adds a new item to it. 

V. CONCLUSIONS 

As can be seen along this paper , the differences in 
the three types of encoding methods are quite 
significant. Each of them is predetermined to solve 
different kind of problems. Among them, the most 
flexible one seems to be cellular encoding and cellular 
graph grammar-based encoding. However, the 
implementation of such sophisticated algorithms and 
their need for modularity might be a big overhead for 
real use in automation and control industry. For control 
purposes, well known topologies are typically used and 
their parameters can be found by an evolutionary 
algorithm using the parametric encoding. 

When a network designer does not design the 
network directly and he decides to use evolutionary 
heuristics, he is facing the problem of selecting the right 
method of encoding; what is still some kind of “black 
art” and has to be done intuitively. However, we believe 
that this paper will make the process of choosing the 
right method more straightforward. 

Presently we are working on a hybrid method of 
network encoding, combining the standard GP approach 
of the cellular encoding and the flexibility of the cellular 
graph grammar evolution to design large modular 
networks that could be described by a single compact 
genotype. 
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ABSTRACT 

Multiscale modelling as an emerging modelling 

paradigm is now widely regarded as a promising and 

powerful tool in various disciplines. However, a 

multiscale model is usually much more difficult to 

develop than a single-scale model due to a range of 

challenges. This work presents a methodology to 

facilitate the development of multiscale models, which 

comprises three main modelling steps, namely 

conceptual modelling, model realization and model 

execution. A set of proof-of-concept tools have been 

developed to realize the proposed methodology. A case 

study on the modelling of a heterogeneous chemical 

reactor is presented to demonstrate these tools and to 

illustrate the key concepts.  

INTRODUCTION 

Multiscale modelling as an emerging modelling 

paradigm is now widely regarded as a promising and 

powerful tool in various disciplines, including process 

engineering (Charpentier, 2002; Braatz et al., 2004; 

Vlachos, 2005), material science (Karaksidis and 

Charitidis, 2007), computational mechanics (Liu et al., 

2007) and many other areas. Through combining the 

models of different resolution scales of a complex 

system, multiscale modelling is able to provide higher 

quality characterization or higher computational 

efficiency than traditional (single-scale) modelling. 

Compare to developing single-scale model, multiscale 

model is usually much more difficult to construct due to 

a range of challenges (Yang and Zhao, 2009).  

 

To tackle the difficulties, several efforts have been 

dedicated to facilitate multiscale modelling, especially 

in the field of modelling methodology formulation 

which aims to provide certain generic guidance to the 

construction of multiscale models. One of the most 

notable activities is the classification of multiscale 

modelling approaches, which defines the generic ways 

of multiscale model development by suggesting what 

scales should be introduced in a multiscale model and 

how their connections should be established (Pantelides, 

2001; Ingram et al., 2004; Vlachos, 2005). Although 

such general conceptual guidance assists modellers to 

some extent, what can provide more substantial support 

is computer based tools (Marquardt et al., 2000; Ingram 

et al., 2004). However, progress in this direction has 

been very insignificant so far; the application of 

multiscale modelling is thus still remaining as a special 

privilege of highly skilled modelling experts (Fraga et 

al., 2006). 

 

This paper presents explorative research in an ongoing 

project which is aimed to explore the way to a 

computer-based, generic and open supporting 

framework for multiscale modelling. This paper outlines 

an overarching methodology for developing a support 

environment for Computer-aided Multiscale Modelling 

(CAMM) and reports the implementation details of its 

three successive modelling steps. The rest of the paper 
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is structured as follows. In Section 2, an overall 

methodology of CAMM will be briefly reviewed. 

Section 3 presents the design and development of a 

conceptual modelling tool. The implementation details 

of model realization and execution will be given in 

Section 4 and Section 5. A case study which is used to 

validate these tools is shown in Section 6. 

OVERALL METHODOLOGY 

There are two sets of challenging issues which must be 

addressed in the process of marching towards CAMM. 

The first set of challenges consists of conceptual, 

numerical and software issues while the second set 

involves the maximisation of computer-based support as 

well as the generality of the CAMM tools. In this 

section, a methodology comprising two important 

components is proposed for addressing the above issues. 

(cf. Fig. 1) 

 

Figure 1: A Methodology for CAMM 

The first component is to establish a theoretical 

framework of multiscale systems as the basis for 

CAMM. To achieve the maximisation of the generality 

that a generic solution of CAMM should support, a 

unified theoretical framework is needed. This extends 

the method proposed by Yang et al. (2004) for general 

systems modelling. More specifically, this framework 

should be constructed by a hierarchical structure which 

consists of two levels, namely a fundamental level and a 

domain-specific level. The fundamental level should 

provide a unified theory for general multiscale systems, 

allowing the formulation of explicit and rigorous 

definitions of fundamental concepts in multiscale 

modelling. A generic ontology (expressed using OWL, 

http://www.w3.org/TR/owl-ref/) based on the 

conceptualization proposed by Yang and Marquardt 

(2009) has been developed to play the role of the 

fundamental level. Domain-specific level is on top of 

the fundamental level, which aims at providing domain 

specific conceptualization. For particular applications, 

domain specific concepts can be achieved either by 

concretising the generic ontology or reusing the existing 

theories with modifications to conform to the 

fundamental concepts. Part of OntoCAPE (Morbach et 

al., 2007) is reused as the domain ontology for the case 

study to be reported later in this paper. It is expected 

that, by building upon this unified, hierarchical 

theoretical framework, the generality of the CAMM 

solutions can be maximised. 

 

The second component of the proposed methodology is 

to apply a three-stage strategy to maximise 

computer-based support. Motivated by the need of 

addressing different types of modelling issues while 

maximising computer-based support to modellers, it 

would be helpful to separate the most creative 

modelling tasks such as those of conceptual modelling, 

which inevitably require the input/intervention from the 

modellers, from other tasks such as those of model 

realization and model execution which can be handled 

more “automatically” by software tools. For a given 

modelling problem, the conceptual modelling stage 

generates a conceptual model which dictates (“by 

words”) what scales to be included in the model and 

what kind of linkages should be established between 

these scales. Following this stage, the model realization 

and execution stages deal with (i) the realization of the 

conceptual model (in a form which is ready to execute) 

and (ii) the actual execution of model, respectively. The 

implementation details of the tools facilitating these 

modelling steps will be given in the following sections 

CONCEPTUAL MODELLING 

As aforementioned, the main task of conceptual 

modelling is to describe what a multiscale model should 

contain in terms of the scales involved, the composition 

of each scale, and the connections between different 

scales. Both modeller’s creative effort and 

computer-based supports are needed to construct 

conceptual models. A computer-aided conceptual 

modelling tool (CCMT) has been designed to facilitate 

modellers for completing this purpose. 

 

As shown by Figure 2, the tool assumes the conceptual 
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description of any multiscale system will conform at the 

abstract level to what is defined in the generic ontology. 

On the other hand, it is the domain-specific concepts 

that should be directly used for constructing a specific 

conceptual model for an application of a particular 

domain. This requirement is met by introducing a 

domain ontology as a specialisation of the generic 

ontology. Within the CCMT, three types of functions are 

provided through a graphical user interface (GUI) and 

by leveraging generic tools for processing ontologies 

and rules. A detailed introduction of these functions can 

be found in Zhao et al. (2010). 

Generic ontology for multiscale modelling

Domain ontology
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checking
Guidance
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Figure 2: Design of the CCMT 

A prototype of the CCMT has been implemented using 

Java and based on Jena a widely used OWL ontology 

processor (http://jena.sourceforge.net/ontology/). Pellet 

(http://clarkparsia.com/pellet/) as the reasoner for 

consistency checking and for modelling paradigm 

classification is embedded into the CCMT. The generic 

ontology has been constructed using Protégé 

(http://protege.stanford.edu/) with the combination of 

the general multiscale system concepts and SWRL rules 

(http://www.w3.org/Submission/SWRL/) which are 

adopted to strengthen the expressiveness of OWL to 

define complex concepts. 

MODEL REALIZATION 

Following the overarching methodology presented 

earlier, model realization is responsible for translating 

the conceptual model into a form which is ready to be 

executed. The general way of realizing conceptual 

model is automatic code generation (Yang et al. 2004). 

The essence of this approach is that a mathematical 

model is composed by selecting and customizing 

elements from a library of basic building blocks 

according to the conceptual model. This approach 

would result in a “single” set of equations that can be 

solved collectively to realize a multiscale simulation. 

However, the applicability of this approach is limited 

given the fact that, in contrast to building a model 

completely from scratch, a more realistic way of 

multiscale simulation is by the integration of existing 

modelling tools, each simulating one particular scale of 

a multiscale system. 

 

To support the tool integration based approach to model 

realization, a simulation script generator (SSG) is 

developed in this work for constructing multiscale 

simulation based on the combination of several existing 

single-scale modelling tools, such as gPROMS, Fluent 

and Aspen Plus. As shown by Figure 3, the generic 

ontology provides the theoretical basis for SSG which 

analyzes conceptual models and generates simulation 

scripts. The simulation scripts contain the modeller 

specified single-scale tools and inter-scale components 

to realize inter-scale links as well as the running time of 

each of these tools. All these tools/components in this 

list are arranged in a modeller specified order to from 

the execution sequence of a multiscale model. SSG 

possesses two functions, namely running time specifier 

and scale/inter-scale component solver specifier. The 

former supports specifying the time span of the model 

execution stage as well as that of each single-scale 

modelling tools while the later allows for designating 

appropriate solvers for each scale/inter-scale 

components for a particular modelling task. So far a 

prototypical SSG has been developed by Java and Jena. 

MODEL EXECUTION 

In general, model execution is responsible for solving a 

multiscale model based on the simulation scripts 

generated by the model realization tool. For situations 

where a multiscale model is realized by integrating 

existing tools, a model execution system (MES) is 

proposed.  

 

As illustrated by Figure 4, the core of MES is a 

simulation coordinator which connects individual model 

realization components, comprising single-scale tools 

and inter-scale components, through predefined 

interfaces. To execute a specific simulation, the 
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Figure 3: Design of the Simulation Script Generator (SSG) 
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Figure 4: Design of the Model Execution System (MES). 

simulation coordinator reads the simulation script 

produced by SSG, calls modeller named components 

one by one according to the sequence specified by the 

script, and carries out the exchange of data between 

them until the simulation task is completed. As for the 

integration of existing modelling tools, the 

component-based philosophy similar to that of 

CAPE-OPEN (Braunschweig et al., 2000) and CHEOPS 

(Schopfer et al., 2004) is followed: a set of standard 

software interfaces is to be provided so that the tools to 

be integrated either support the interfaces “natively” or 

are linked to the MES by wrappers that implement the 

interfaces. 

 

Like the other CAMM tools developed in this project, 

the MES is being implemented using Java language. 

CORBA (http://www.corba.org/), a mature technology 

for developing component-based systems has been 

adopted to serve as the middleware between the 

simulation coordinator and individual modelling tools. 

Figure 5 shows the interface for scale components (i.e. 

those simulating individual scales) and inter-scale 

components (including aggregator and disaggregator) 

by CORBA interface definition language (IDL). 

CASE STUDY 

A homogeneous-heterogeneous chemical reactor 

(Vlachos, 1997) is used to validate the aforementioned 

tools. The reactor to be modelled comprises a 

homogenous bulk fluid phase and a heterogeneous solid 

catalyst surface. In the bulk fluid phase, a continuum 

transport model is adopted to describe the diffusion of 

reactants towards the surface whilst a mass conservation 

model incorporating the kinetics rates of the surface 

catalytic reaction is applied to characterize the solid 

surface. Additionally, the solid surface is further 

represented by a molecular-lattice comprising a number 

of sites. On each site a set of adsorption, desorption or 

reaction phenomena may occur. The Monte-Carlo (MC) 

method is involved to construct the non-continuum 

model for these three micro-processes. 

 

To use the CCMT to construct such a conceptual model, 

the modeller starts with loading the domain ontology. 

After that, the modeller represents the intended scale 

structure by creating two scale instances (bulk fluid 

scale & molecular-lattice scale) and linking them with 

an instance of inter-scale link. When the overall scale 

structure is created, the modeller continues to specify 

each scale involved as well as the link between the two 

scales. Figure 6 shows a screen snapshot at the step 

where the components at molecular-lattice scale are 
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specified. 

module SolverComponent {

struct Data {

sequence<string> name;

sequence<double> value;};

interface ScaleSolver {

void resolveInitialData(in Data data);

void setComputationTime(in double time);

double getComputationTime();

void initialize();

void compute();

Data getResult();

Data getUnknownData();

void setUnknownData(in Data data);};

interface Aggregator {

void getUpperScaleParameter(in Data data);

void getLowerScaleParameter(in Data data);

void setComponentNumberOfLowerScale(in double number);

void aggregate();

Data getResult();};

interface Disaggregator {

void getUpperScaleParameter(in Data data);

void getLowerScaleParameter(in Data data);

void setComponentNumberOfLowerScale(in double number);

void disaggregate();

Data getResult();};};  

Figure 5: Scale/Inter-scale Component Interface by CORBA IDL. 

 

Figure 6: Specification of Scale 1 and its components. 

After building up the conceptual model, the SSG is 

called to produce a simulation script that specifies 

which modelling tool is used for simulating a scale 

defined in the conceptual model, what software 

component should be executed to realize a pre-defined 

inter-scale link, and what the order of running these 

tools and components is. (cf. Figure 7) 

 

Figure 7: Screenshot of Using the Simulation Script Generator. 
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As shown in Figure 8, scale_0 (bulk fluid scale) 

involves the continuum models for both fluid phase 

and surface as well as the coupling between them 

whilst scale_1 (molecular-lattice scale) includes the 

non-continuum model for the sites of 

molecular-lattice. The connection between these two 

scales is presented by data aggregation and 

disaggregation. As for the continuum surface model 

in scale_0, a specific vector property, q, which is 

required for calculating the particular kinetics rate 

related to the lateral interactions of species at the 

surface, is determined by the occupation-site function 

δi and the local coordination lci for each site i of the 

molecular-lattice. Thus, scale_0 is linked to scale_1 

by means of aggregation. On the other hand, for each 

site i of the lattice, two properties are needed to be 

characterized, namely the temperature at the site Ti 

and the concentration of the reactant A at the fluid 

phase boundary layer adjacent to the surface CA0 ,i. 

These properties of the site are determined by the 

corresponding properties of the entire solid surface, 

namely T and CA0 respectively, by means of 

disaggregation relations.

Scale_0

Fluid Phase (Continuum 

model)

Surface (Continuum 

model)

CA|x=0 = CA0

rA
in = rd

rA
out = ra

Aggregator Disaggregator

q

Scale_1
Sites of Lattice 

(Noncontinuum model)

δi, lci Ti, CA0, i

T, CA0

 

Figure 8: Structure of the heterogeneous reactor model.

In this case study, a continuum model for scale_0 and a 

Monte-Carlo model for scale_1 were implemented 

separately, each providing the software interface 

“ScaleSolver”. Furthermore an aggregator and a 

disaggregator were also implemented offering the 

corresponding interfaces. The result of the simulation 

conducted using the MES was found identical to that of 

an implementation of the entire multiscale model in a 

single C++ code. In Figure 9, the left plot presents the 

logarithm of the concentration of reactant A at the fluid 

phase boundary layer adjacent to the surface versus the 

logarithm of simulation time; the right plot is the 

coverage of A at the surface versus the logarithm of 

simulation time. Note that no difference between the 

result from MES and that of the single-trunk model is 

visible. In terms of computational time, the two 

simulations were also comparable to each other in this 

particular case. Generally speaking, tools integration 

based simulation runs can be more time consuming than 

those realised by a single modelling tool due to the 

computational overhead associated with the integration. 

However, integration of multiple tools should be viewed 

as a means of realising a multiscale model which would 

otherwise be impractical to develop; in that case the 

computational burdens would become a secondary 

concern. 
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Figure 9: Simulation results of the multiscale reactor model. 
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CONCLUSIONS 

The difficulty and challenges confronted by 

multiscale modelling call for computer-based support 

to improve the efficiency of constructing multiscale 

models. This paper presents a generic methodology 

for computer-aided multiscale modelling (CAMM) 

and presents the implementations of several tools that 

support conceptual modelling, model realization and 

model execution. A proof-of-concept case study has 

been presented to demonstrate the developed CAMM 

tools. Future work will further evaluate the 

methodology, extend the prototypical tools, and carry 

out more sophisticated case studies. 
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ABSTRACT 

The advantages of web service composition lead to the 
development of various notations and languages for 
modeling service composition processes and introduce 
them to process engines for execution. One of the most 
popular languages for service compositions is Business 
Process Execution Language (BPEL). BPEL process 
editing software is widely available and able to perform 
basic things such as manual visual process edition. But 
for the purpose of automatic or semi-automatic BPEL 
process edition there is a need to develop some kind of 
an easy machine-processable form of BPEL 
composition plans. This paper presents a Service 
Composition Directed Graph – a graph-based data 
structure dedicated to the representation of service 
compositions. Also, this paper proposes an algorithm 
that transforms BPEL compositions into Service 
Composition Directed Graphs. 

 
1. I�TRODUCTIO� 

The composition of SOA services seems to be an 
interesting and promising approach to developing new 
software that can utilize specialized networked 
functionalities provided by SOA services. The practice 
of combining different primitive services into a single 
complex one allows engineers to have the desired level 
of abstraction and problem granularity and implies 
greater flexibility than classical out-of-box software 
systems (Belava 2009). 
Web Services are one of the many possible realizations 
of the SOA paradigm. W3C defines a Web Service as a 
“software system designed to support interoperable 
machine-to-machine interaction over a network” 
(Belava 2010). In addition, this definition explicitly 
claims that a service must have “an interface described 
in a machine-processable format (specifically WSDL)” 
and other systems should interact with a service “in a 
manner prescribed by its description using SOAP 
messages” (Belava 2010). 
An interface is a machine-readable document that 
specifies mechanisms of message exchange called WSD 
(Web Service Description), written in the WSDL (Web 

Service Description Language) language. WSD defines 
message formats, transport protocols, serialization 
mechanisms etc. It also specifies one or more network 
addresses where provider agents can be found (Belava 
2010). 
BPEL is the most common orchestration (not 
choreography) language for Web Services execution 
and abstract plans (Cetnarowicz et al. 2010). It defines a 
model and a grammar for describing the behavior of a 
business process based on the interactions between the 
process and its partners (Heravi and Razzazi 2007). All 
external resources and partners of BPEL process are 
represented as WSDL services. The semantics of BPEL 
also known as BPEL4WS depends on WSDL, XML 
Schema and XPath. 
The main contributions of this paper are: defining a new 
graph-based data structure for representing web services 
composition plans and proposing an algorithm that 
automatically transforms BPEL service composition 
plans into a Service Composition Directed Graph – a 
special type of directed graph that supports not only 
basic service calls but also nested compositions, parallel 
flows and control flow statements. To validate the 
proposed approach an experimental framework was 
implemented, and the results of its work are presented 
in this article. 
The paper is structured as follows. Section 1.1 
highlights the current related work on the automatic 
transformation of BPEL service compositions into 
various data structures. Section 2 introduces a Service 
Composition Directed Graph. Section 3 describes an 
algorithm that transforms a BPEL into a Service 
Composition Directed Graph. Section 4 presents the 
implemented software and example results. Section 5 
concludes the paper and outlines future work. 

 
1. 1 Related Work 

To date, few BPEL composition transformation 
algorithms have been proposed. In (Wombacher et al. 
2004) BPEL Web Service compositions were 
transformed into deterministic finite state automata for 
the purpose of service discovery. In (Lallali et al. 2008) 
BPEL compositions were transformed into a special 
composition testing language called IF which enabled 
better service composition testing. In (Haiqiang et al. 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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2008) BPEL compositions were transformed into a 
special class of Petri nets called ServiceNet. In (Zheng 
et al. 2007), the BPEL semantics was modeled by Web 
Service Automata. In (Schumm et al. 2009) BPEL was 
transformed to BPMN (a similar, but not identical 
language) for modeling and visualization purposes. In 
(Moon et al. 2004) BPEL was transformed to BPMN 
language for similar purposes as in (Schumm et al. 
2009). 
The presented paper concentrates on automatic 
transformation of BPEL service compositions into a 
directed graph based data structure with the support of 
nested compositions, parallel flow and control flow 
statements. 

 
1.2 Problem Statement 

None of composition algorithms is perfect. For instance, 
sometimes there is a need to use a pre-defined static 
composition plan or part of it, or one particular 
algorithm is preferred to another, or perhaps the 
operator is inactive or has no time for decisions (Belava 
2009). That is why service composition plans have to be 
both processable by execution engines and at the same 
time easily machine-processable by automated software 
that can introduce various changes into the plans. 
BPEL is the most common web service composition 
language. It is XML-based and many well-known 
parsers are available for it. However even working with 
XML entities for the purpose of editing service 
compositions is not a productive decision because such 
kind of work demands a higher level of abstraction to 
operate on.  
The presented work describes two things: a data 
structure called a Service Composition Directed Graph 
that provides a higher level of abstraction for service 
compositions and a transformation algorithm that can 
transform BPEL compositions into it. 

 
2. SERVICE COMPOSITIO� DIRECTED GRAPH 

OVERVIEW 

Service Composition Directed Graph is a tuple G=(N, 
L), and satisfies the following constraints: 

1) N is a finite set 
2) L⊆(N×N) 
3) ∀ x1=(n1,n2) ∧ x2=(n1,n2) => x1=x2 

N is a node set whose elements can be service nodes or 
control nodes. 
The service node is a representation of a single web 
service function available on the network.  
L is a set of directed connection arcs and represents data 
and control flow in a Service Composition Directed 
Graph.  
The constraints of the composition directed graph are as 
follows: 

1) the set of nodes is finite, so the directed graph 
is finite; 

2) nodes are connected only by arcs;  

3) only one arc could connect two nodes to avoid 
repeated connections; 

4) Service Composition Directed Graph is an 
acyclic graph. 

 
2.1 Service �ode Overview 

A service node is a primary construction block for every 
service composition plan. It: 

1) is a representation of a single web service 
function; 

2) has a description of its input and output data 
types;  

3) has a unique ID; 
4) can be connected with other nodes by arcs. 

A service node is shown in Fig. 1. 

 
2.2 Control �ode Overview 

Control nodes are in charge of data and control flow in 
a service composition plan. Also, they introduce 
decision making and concurrency into the composition 
process.  
There are a number of properties that control nodes 
possess:  

1) Control node could be one of 3 types: IF, 

FLOW, WHILE. They are shown on Fig. 2, 
Fig. 3 and Fig. 4. 

2) Every control node has its own unique ID. 
3) IF and WHILE nodes have a control condition 

which should be evaluated during composition 
process execution. 

4) FLOW and WHILE nodes have nested 
composition directed graphs that describe 
service compositions that are executed in this 
control nodes. 

5) Control nodes can be connected by arcs to 
other nodes in a graph. 

 
2.3 Arc Overview 

Arcs in a Service Composition Directed Graph satisfy 
the following conditions: 

1) They explicitly define the direction of link 
between two connected nodes and 

2) may contain supplementary information. For 
example after IF node there is a need to 
determine which outgoing arc is related to 
which result of evaluation of control condition 
and that information could be stored in arcs. 

 

 
 

Figure 1: The Concept of Service Node in a Service 
Composition Directed Graph 
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Figure 2: The Concept of IF Control Node in a Service 

Composition Directed Graph 
 

 
 

Figure 3: The Concept of FLOW Control Node in a 
Service Composition Directed Graph 

 

 
 

Figure 4: The Concept of WHILE Control Node in a 
Service Composition Directed Graph 

 
3. BPEL SERVICE COMPOSITIO� 

TRA�SFORMATIO� ALGORITHM 

The transformation algorithm in Fig. 5 is basically a 
recursive XML parser that takes a BPEL composition 
and produces a Service Composition Directed Graph. 
No error-checking or any other form of information 
correction is provided.  

In step 1 of the presented algorithm a root element of 
the BPEL service composition file is found. This root 
element is just the first <process> element in the XML 
file. Also, the fact that XML files can define 
namespaces should be taken into consideration.  
In step 2 a root node is created. In this case it is just an 
atomic service node with a pre-defined name. 
Step 3_1 takes the next element of sequence. 
In step 3_2 the element from 3_1 is checked. 
Step 3_2_a checks a Boolean result from 3_2. 
In step 3_2_a_1 the parsing of the current element is 
ended and no action on a Service Composition Directed 
Graph is taken. The flow of control goes to 3_1 that 
starts processing the next element in the sequence. 
Steps 3_3 – 3_7 perform a type check of the current 
element. 
In steps 3_3_a, 3_4_a, 3_5_a and 3_6_a appropriate 
nodes are added to the Service Composition Directed 
Graph. 
In steps 3_3_b, 3_4_b, 3_5_b and 3_6_b connection 
arcs are added to the Service Composition Directed 
Graph. The ID of the parent node is known from the last 
operation of node adding. Additional information to 
arcs (if any) is taken from parameters and added 
appropriately. 
In steps 3_3_d and 3_3_e THEN and ELSE sequences 
of IF element are redirected for parsing. Also 
information of sequence type is redirected too, so later 
in steps 3_3_b, 3_4_b, 3_5_b and 3_6_b connection 
arcs will be enriched with it. 
In the 3_4_c plus 3_4_c_1 and 3_5_d plus 3_5_d_1 
pairs of steps a nested Service Composition Directed 
Graph is being created, added to the node by making a 
recursive parsing call. 
 

 
 
Figure 5: A Pseudocode Notation of the BPEL Service 

Composition Transformation Algorithm 
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The BPEL language is very rich and defines many more 
elements and features than taken into account by the 
described algorithm. This is done on purpose because a 
Service Composition Directed Graph is not designed to 
transfer BPEL compositions into it as closely to source 
as possible, but to provide a tool and a concept for 
facilitating automated process composition and edition. 
Also, there is no barrier for the enrichment of Service 
Composition Directed Graph and the transformation 
algorithm with such BPEL features as partner links, 
ForEach statements, process related variables etc. 

 
4. IMPLEME�TED SOFTWARE A�D EXAMPLE 

OUTPUT 

The proof of the concept implementation of BPEL 
service composition transformation algorithm is made 
in the form of a Java application. The software takes an 
XML file with a BPEL service composition in it and 
produces a Service Composition Directed Graph. Also it 
is possible to make a basic visualization of the produced 
graph.  

The core of transformation is build upon a jdom DOM 
XML parser that is used to process raw XML data. 
JgraphT is used as a graph implementation library while 
JGraph is used for visualization purposes. The structure 
of Service Composition Directed Graph was defined as 
a jgrapht directed graph with the abstract class 
“Abstract�ode” (Fig. 6) for all nodes and with the use 
of standard directed arcs. The control nodes were 
organized into a hierarchy with the abstract class 
“AbstractControl�ode” (Fig. 6 and 7). The arcs where 
implemented in the class “” The manipulation API for 
the Service Composition Directed Graph was 
implemented in the class “PlanGraph” (Fig. 8). 

 
4.1 Example Output 

The visualization of the Service Composition Directed 
Graph is shown on Figs. 9, 10 and 11. This graph was 
obtained as a result of the transformation of a 
sophisticated BPEL composition in which FLOW, 
WHILE, SEQUE�CE, IF and I�VOKE BPEL elements 
were used. 

 

 
 

Figure 6: The Implemented Class Hierarchy for the Nodes in a Service Composition Directed Graph 
 

 
 

Figure 7: The Implemented Class Hierarchy for the Control Type Nodes in a 
Service Composition Directed Graph 
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Figure 8: The Implemented API for Service Composition Directed Graph Manipulation 

 

 
 

Figure 9: The FLOW1 Nested Service Composition 
Directed Graph 

 

 
 
Figure 10: The WHILE1 Nested Service Composition 

Directed Graph 
 

 
 

Figure 11: The Visualization of an Example Service 
Composition Directed Graph 

 

5. CO�CLUSIO� A�D FUTURE WORK 

This work proposes an approach to solving a problem 
of acquiring a reasonable, more abstract and machine-
processable form of service composition representation. 
This is done by introducing a Service Composition 
Directed Graph data structure and presenting a 
transformation algorithm that produces such graphs 
from service compositions written in BPEL. 
Despite the fact that the described algorithm and data 
structure does not completely cover all the BPEL 
features, it is applicable as is and can be easily extended 
with new node types, process variables and other 
elements. 
Future work on the subject may be done in the fields of 
better BPEL features coverage, transforming other 
forms of service composition representation into 
Service Composition Directed Graphs which could in 
turn be transformed into BPEL executables and abstract 
plans. 
Currently the algorithm is a part of experimental 
software that will enable complex machine processing 
of BPEL service compositions and will generate BPEL 
executables as a result. 
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ABSTRACT
In this paper, the simulation of the environmental condi-
tions in university offices is addressed. Based on the real
data collected from the environment, a flexible simulator
is developed which accepts different office worker pro-
files including expected office occupancy and computer
usage. The simulator generates sensory signals which
represents different activities and occupancy of the office
environment. These signals will then be used to control
heating, lighting and computer stand-by mode of opera-
tion. The validity of the simulator is verified by tuning
the simulator parameters to occupancy data collected by
sensory systems from real offices.

INTRODUCTION
The aim of our research is to model office worker be-
haviour in a university office environment in order to im-
prove energy usage and user satisfaction with their work-
ing conditions. Activities are monitored using low level
sensory devices to detect when they enter/leave the room,
when they sit down at the desk, and when they use the
computer. We also monitor when they switch the light
on/off, when they adjust the heating or leave the room to
get a drink.

The office environment can be a stressful place, and
the stress can be increased when the conditions are not
conducive to work. A room at the wrong temperature, a
computer that has been shut down overnight and takes
time to restart, inadequate lighting - all add stress to
the workplace by reducing the workers’ comfort. More-
over, if the office user attempts to alleviate these by
leaving their computer, lights and heating permanently
on, they are accused of being ecologically irresponsible.
The workplace often includes reactive systems such as
passive infra-red (PIR) activated lighting, but these can
cause further stress, in that a worker quietly typing at
their computer can find that the PIR decides they are
absent, and switches off their office lighting. Heating

∗Saifullizam Puteh is a lecturer in the Faculty of Technical Educa-
tion, Tun Hussein Onn University of Malaysia. Currently doing PhD at
Nottingham Trent University, United Kingdom.

systems often work on the assumption of a 9:00am to
5:00pm presence, five days a week, whereas an individ-
ual office worker may have a different schedule, includ-
ing long periods out of the office.

The availability of modestly priced sensors and low
cost computers lead us to consider that individualised
control of the office environment would improve work-
ers’ sense of control and thus reduce their stress, since
one of the major causes of stress cited by clerical work-
ers is lack of control (Narayanan et al., 1999). In addi-
tion, if the power minimising functions were made more
responsive to the user’s habits and routines, there would
be more acceptance of their use.

This paper is organised as follows: in the next section
we summarise existing work on modelling the charac-
teristics of an office or other building, modelling the be-
haviour of people within such an environment and quan-
tifying and assessing the performance and comfort of
workers. The proposed system of monitoring and con-
trolling the conditions of office workers in the environ-
ment of a higher eduction establishment are explained
after the related works section followed by some details
on the proposed simulator which has been built to gen-
erate equivalent patterns to a human office worker, and
which then allows more repeatable testing and assess-
ment of algorithms. Some conclusions are drawn in the
final section followed by some discussion on the direc-
tion in which the research needs to progress.

RELATED WORK
Automated control of the environment can be as simple
as the home heating thermostat, and as complex as that
which manages the growing conditions in a commercial
glasshouse. Within the office environment, PIR control
of lighting is commonplace and heating is tightly con-
trolled. For the European Union (EU) this has become
an area of concern, as buildings have become the fastest
growing energy consuming sector (Li et al., 2009). Stud-
ies in (Doukas et al., 2009) found that energy efficiency
measures could contribute to the reduction of current en-
ergy consumption by at least 20% within the EU, which
is equivalent to the savings of 60 billion Euros annually.
The related work in this area is presented in the following
sections in three categories, namely; modelling the office
or building, human behaviour modelling and comfort as-
sessments.

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
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Looking into the future of residential and office build-
ings Mitsubishi Electric Research Labs (MERL) has col-
lected motion sensor data from a network of over 200
sensors for two years in a 2-floor office environment
(MERLSense, 2011). This data is the residual trace from
the people working in a research laboratory. The dataset
has been made publicly available as a benchmark to iden-
tify social and individual behaviour in an office environ-
ment. Similar datasets have been collected in a home
environment as part of CASAS project (CASAA, 2011)
where intelligent agents are utilised to perceive the en-
vironment through the use of sensors, and act upon the
environment through the use of actuators.

Modelling the Office or Building
The authors in (Kazanasmaz et al., 2009) developed an
office building prediction model to determine daylight
luminance using artificial neural network (ANNs). The
daylight’s behaviour pattern depended on movement of
sun, latitude of the building, climate condition, ambi-
ent temperature and sunshine availability (Wong et al.,
2010). Although this work was aimed at designers to
help predict illuminance within their buildings, the pre-
dictions could also be used once the building was in use
to ensure that the artificial lighting was switched on/off
before the occupants realised that they needed it (Ekici
and Aksoy, 2009). Work by (Li et al., 2009) focused on
the hourly cooling load in a building. They found that
ANN and Support Vector Machine (SVM) can predict
the hourly cooling load in a building with high accuracy.
Such prediction is necessary in order to ensure that the
building’s heating system can be used optimally to main-
tain a consistent temperature for the workers.

Human Behaviour Modelling
The modelling of the thermal and illumination charac-
teristics of buildings discussed earlier need to be linked
with the way the building is used by its occupants, so as
to improve the management of the environment for the
occupants. Research by (Tabak and Vries, 2010) exam-
ined the intermittent activities that interrupt the planned
“normal” activities of office workers. They found that
probabilistic and S-curve methods could be used to pre-
dict activities (such as “smoking”, “go to toilet”) and
these could be used in fine grained simulations of build-
ing performance. However, they cautioned that the re-
sults applied to typical Dutch office based organisations,
and other office environments might need further exper-
iments to generate data. Although Tabak and de Vries
claim that predicting a single person’s behaviour is “vir-
tually impossible”, they acknowledge that their method
provides insight into the “average behaviour” including
deviations from the mean. Akhlaghinia et al (Akhlagh-
inia et al., 2008a), (Akhlaghinia et al., 2008b) have
shown that where a person is likely to have a more sys-
tematic pattern (e.g. an elderly person at home), then
prediction of their behaviour is possible based on previ-
ous monitoring. Investigation by (Hong, et al.,2010) used

Figure 1: Proposed System Architecture for Intelligent
Office Environment

wearable sensors for categorising activities within the of-
fice environment. They managed to identify 7 activities,
including attending meetings and working at a computer,
though the sensors were very obtrusive and thus purely
for the purposes of the experiment.

Comfort and Performance Assessment
Investigation into the comfort levels of pupils by (Wong
and Khoo, 2003) (Fischer, 2007) (Gaitani et al., 2010)
showed that the wrong temperature in the classroom led
to poorer learning performance. Similarly, performance
studies of call centre workers in Sacramento (Heschong
Mahone Group, 2003) showed that light levels, venti-
lation status and temperature all had significant effects
on performance, though the effects were intertwined and
complex. Seppanen et al (Seppanen et al., 2006) have
collated studies on temperature and performance, and
provide convincing evidence of the importance of main-
taining the office temperature between 21-25◦C to opti-
mise performance. Another study in (Aries et al., 2007),
for example, used multiple survey items to assess worker
discomfort, sleep quality and hindrance, in order to relate
building aspects to any physical and/or psychological ef-
fects. However, Haynes (Haynes, 2008) points out that
while there is sufficient evidence to support claims that
office comfort affects productivity, there is no agreement
as to how office comfort should be measured.

SYSTEM ARCHITECTURE AND SENSORS
As shown in the studies discussed above, office work-
ers’ performance and comfort can depend on tempera-
ture, ventilation and lighting. Their power use depends
on the way they have adjusted their environment to opti-
mise these characteristics, together with their use of Per-

431



Figure 2: Individual State Models for Sensors

sonal Computers (PCs). We must therefore consider the
way in which one could monitor these characteristics (of
both the worker and their environment) in order to log the
data. The data capture and logging must be as unobtru-
sive as possible in order to avoid affecting the behaviour
of the worker, and should not increase their stress.

We may classify the needs of our experimental system
for an office as the ability to detect occupancy, record
the ambient conditions (and any worker responses to
them), and to identify activities. Occupancy detection
may be considered to be covered by PIR motion sensors
and door sensors. PIR motion sensors are low cost and
readily available, though their typical activity thresholds
mean that a worker quietly reading or writing a docu-
ment would not cause them to signal. Door sensors are
relatively unambiguous - a door generates a boolean open
or shut signal. However, a visitor to an office would also
trigger the open-shut sequence, so the office occupancy
could not necessarily be deduced simply from the door.
Thus occupancy needs to be deduced from a combina-
tion of these signals together with additional information
provided by other sensors.

The ambient conditions can be recorded via tempera-
ture sensors (inside the office and external to the build-
ing) and light sensors. The response of the office worker
can be captured via switches on the windows (as for
doors) to detect when they have been opened or shut, and
electricity usage monitors on desk lights and fan heaters.
Identification of activities is a difficult task. It is possible
to identify when a person is actually typing at a PC, or
moving a mouse, by adding some background software.
If a worker was at a desk reading a paper report, the PC
activity might halt for a considerable time, and the PIR
might not trigger. An additional boolean signal generated
by a pressure sensor in the worker’s seat could indicate
when they are at their desk. These ‘activity identifica-

Figure 3: Finite State Machine for the Office Simulator

Figure 4: Transition from state to state with condition
action.

tion’ sensors could also be used to support the occupancy
deduction discussed earlier (Chen et al., 2010).

This leads to the system architecture proposed in Fig.
1. The full monitoring and control system would use the
information provided by the sensor, together with rules
and algorithms deduced from the data mining (Witten
and Frank, 2005) to modify the environment such that
the office worker found it optimal, while still achieving
better energy consumption.

The office environment that we are using as the testbed
for our experiment is the individual academic staff offices
in the university campus.

OFFICE ENVIRONMENT SIMULATOR
Although we have set up a real room for monitoring of-
fice workers as part of this study, an important aspect
of the research is the development of a simulator. This
allows us to generate large data sets far faster than real
time, and to set up specific patterns of behaviour. It
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Figure 5: Block Diagram of the Office Environment Sim-
ulator

provides a test bed for the various algorithms which we
need to assess and compare, and can be made increas-
ingly more sophisticated. Moreover, unlike volunteer
real office workers, who may not show the full range of
behaviours, the simulator can be adjusted to cover the
gamut from a reliable 9:00 to 5:00 worker who hardly
moves from their desk, to the totally chaotic one, who
hardly sits down for more than 30 minutes. Algorithms
can be then assessed as to how well they work under this
severe range of tests.

The simulator starts from the assumption of an office
occupied by a single worker, who carries out a range of
activities during the standard working day. It also starts
by assuming that information is being generated by (vir-
tual) sensors reporting on aspects of the behaviour. This
is an important aspect of the realism, in that it allows
the simulator to generate data that needs the same sort
of interpretation as the real office. If the simulator sim-
ply produced records “Reading”, “Typing at PC”, “Out of
Office” for example, it would have little value in helping
to produce algorithms pertinent to the real environment,
where activation, say, of the chair sensor could be used as
an indicator of “Reading” only if it did not overlap with
the data indicating that the mouse was being moved.

For this reason, each of the macro-states in the simu-
lator has to be characterised by its name, allowed transi-
tions, duration, and whether it overlap with others. The
micro-states of the individual sensors are much simpler,
and are as shown in Fig. 2. Combining the individual
sensor models to take into account the possible overlap-
ping of events and parallel activations of some of the sen-
sors leads to the Finite State Machine of the office shown
in Fig. 3.

In order to drive the behaviour of the simulator, it is
necessary to create a model of human activities, with a
simple set of actions characterised by a few parameters.
This is to allow us to model a range of different work-
ers’ routines with differing degrees of chaos. The human
model generates a sequence of ‘actions’ lasting for dif-

Figure 6: Processing flow within the Office Environment
Simulator

fering amounts of times. In order to create the behaviour
of a person doing an activity that is as natural as pos-
sible, the values of the parameters are generated using
random numbers based on a normal distribution. The
actions, their start times, durations and transitions from
one to another then feed into the office model, so that the
individual sensor state machines are enacted - some in
parallel and some in sequence, depending on the action
being considered.

The office environment simulator can thus be consid-
ered to be made of four parts: user parameterisation,
office simulation,sensor simulation and output. The se-
quential structure allow the system run in AND and OR
mode (see Fig. 2). To handle the complex number of
states, the hierarchic structure is proposed as shown in
Fig 4. All states of the sensors use logic 1 and 0 to repre-
sent the active and inactive states. Fig. 5 shows the block
diagram of the office environment simulator. The output
block of this simulator receives a trigger signal from the
sensor simulation block, and all activity sensors depend-
ing on user activity are processed into the office simula-
tion block. The office simulation block is controlled by
the user parameterisation block. Fig. 6 shows the pro-
cessing chain within the office environment simulator.
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Figure 7: Simulated Data for 3 different user characteri-
sations

Figure 8: Real Data logged from two different users

To illustrate the complexity and difference in differ-
ent user profiles, Fig. 7 shows a range of user profiles,
where the occupancy of the office and behaviours within
it are clearly differentiated. These were generated by us-
ing very few parameters to characterise the users.

The simulated data may be compared with the data
logged from two offices monitored using a sensor sys-
tem as described earlier. Fig. 8 shows initial data from
these offices, and shows that the variation of the simu-
lated office worker behaviour bears comparison with the
real data recorded in terms of variety and pattern.

FUTURE WORK AND CONCLUSIONS
Initial use of the simulator has shown promise. Individ-
ual worker profiles can be characterised by a few param-
eters and appear to give us a wide range of behaviours,
typical of the variation between academic staff. This al-
lows us to generate a substantial amount of data much
faster than real time.

Our experimental office has been set up as shown ear-
lier. It now remains to run much longer logging se-
quences on this office with a few academic staff volun-
teers, and then compare the results with the simulator to
ensure that the simulator results are relevant. This will
lead to a more substantial period of data mining, both
simulated and real data, in order to establish actions that
are characteristic of reduced comfort. Prediction of these
actions will then allow us to control the environment and,
hopefully, reduce them to a minimum by pre-empting the
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need of the office worker. This would then give us a route
to our goal - automated comfort management combined
with optimal resource use.
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ABSTRACT 

The e-learning course is one of the most efficient and 

promising didactic policies. It must be  grounded on the 

revision because it was proved that it enhances the long-

term memory.  However, human mind is not a uniform 

phenomenon. Each man memorizes and learn in a 

different manner. Hence, the intelligent e-learning 

system purposed to teach orthography was provided 

which is based on the multi-layer neural network. Such 

structure enables a learner to adjust the crucial period 

between revisions to his personal  learning habits and 

policy. 

 

I�TRODUCTIO� 

Owing to the modern information and communication 

technologies in education (ICT) a teacher is given a 

great opportunity to prepare his students to deliberate 

and controlled dealing with the available information. 

So, if we offer professional courses, instead of 

postponing the proved capabilities of ICT we should 

apply it to the modernization of the didactic process to 

meet the requirements of the learners. 

 

According to the conducted research the youth are 

heavily affected by the virtual reality grounded on the 

information technology (IT). For a member of so called 

AC – generation (After Computers) learning by means 

of the Internet is the preferred way of self-education. 

Hence, the application of modern technologies and 

systems enhancing the learning processes is helpful in 

the fast and efficient gaining the knowledge as well as in 

shaping and nurturing the lifelong learning habit. 

 

The E-learning Course 

The e-learning course is one of the most efficient 

didactic policies because the e-education affects the 

culture of learning and teaching (which is the culture of 

sharing the knowledge with the others). However, the 

mentality of e-learners should be reshaped as e-teaching 

and e-learning requires the self-motivation, self-

discipline and being conscientious. The e-learner must 

arrange the study on his own, and his commitment is 

praised as well as active participation. The results 

would be developed abilities, broaden knowledge and 

new competences acquired.              

 

The functioning educational policy, grounded on so 

called ‘just in case learning’, is not efficient enough. It 

helps to gain knowledge, but the extent of the practical 

application of that knowledge is limited. Learners are 

aware of this fact and lack commitment to learning, 

which worsens the entire didactic process. Hence, 

according to e-learning the ‘just in case learning’ 

should be replaced with methods and policies which: 

� are adjusted to suit the learner’s needs (‘just 

for me’ policy) 

� are provided exactly when they are necessary 

(‘just in time’ policy) 

� enable a learner to acquire enough knowledge 

(‘just enough’ policy) 

 

Three above-mentioned policies (also abbreviated as 3J) 

affect the learning process and enhance its efficiency 

because: 

 

� they increase the learners’ motivation – a user 

is taught only these abilities which are 

currently needed or required, so it is less 

time-consuming 

� owing to them it is the knowledge and not the 

learner which is mobile 

� owing to them teaching might be more 

individual, adjusted to the knowledge profile 

and perceptive and intellectual capability of a 

learner 

� they enhance the knowledge acquisition and 

motivate to the lifelong learning 

 

E-learning is a very innovative method of sharing the 

knowledge by means of IT tools. But every educational 

process must, primarily, focus on the learner and the 

ways of consolidation of the didactic material. To 

acquire the knowledge efficiently and to select and use 

the crucial data one should revise the material regularly. 

The available programs managing the knowledge are 

helpful in organizing the educational process and in 

planning the revision of the particular parts of the 

syllabus.  
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Memorizing Via Revising 

There is no universal learning policy which would 

guarantee gaining the high level of knowledge. Each 

learner prefers one policy to the other and thus the 

system enhancing the process of learning and 

consolidation of the knowledge uses various techniques 

which accelerate the memorizing and make the 

consolidated knowledge easier to be reminded.  

 

Human memory is crucial for the mnemonic techniques. 

According to the various researches and experiments 

concerning the anatomy and functioning of the brain, 

processes of memorizing could be enhanced. In this 

respect brain has still a great unlocked potential. 

 

Revision is very important for learning. Due to revisions 

the knowledge is systematically consolidated and it lasts 

longer within the memory. The learning material should 

be also fragmented as we acquire rather small than large 

parts of knowledge. We should carefully choose and 

divide the material as it affects the quality of the whole 

learning process. 

 

Determining The Best Possible Time of Revision 

The optimal time for revision is different for various 

learners. I will concern the e-learning system intended to 

teach the orthography. I used the neural network and 

forgetting curve to set the optimal time for the revision. 

 

German psychologist Hermann von Ebbinghaus was 

conducting a research on human memory. Consequently, 

he drew the forgetting curve, also known as the 

Ebbinghaus curve, which reflects the observed 

regularities in the process of learning and forgetting. It 

illustrates the relationship between the amount of 

acquired information and the time which passed since 

the moment of learning. At the very beginning the curve 

is falling rapidly but then it turn almost flat (figure 1). 

 

 
 

Figure 1: The forgetting curve 

 

Once the learning is finished the amount of memorized 

information decreases rapidly. Half of the material is 

forgotten in an hour. Two days later the forgetting 

process is remarkably less rapid. Thanks to the revision 

of the acquired material the pace of forgetting is slower 

and slower. The Ebbinghaus curve can be approximately 

projected by means of the following functions: 

 

� Exponential: 
btecam −

−= )( + c 

where:   

m - stands for the amount of memorized information, 

b - stands for the coefficient of forgetting, 

a - stands for the coefficient of memorizing, 

c - stands for the asymptote, 

t - stands for the time.  

 

� Power: 
ibtgm −

+= )1(   

where: 

m - stands for the amount of memorized information, 

g - stands for the level of the long-term memory, 

t - stands for the time, 

i - stands for the coefficient of forgetting. 

 

 
 

Figure 2: Forgetting curves projected when the 

learning material is revised 

 

According to the forgetting curve, ten minutes after the 

termination of the learning process a man holds on 90 

percent of the information he has gained. If we repeat 

that information we will enhance the relative power of 

memorizing and thus lengthen the period when it can’t 

be forgotten. 

 

The system use the projection of the forgetting curve in 

the power form, namely in the form of the following 

equation:
steR /−

=   

 

where:  

 

R - stands for the amount of easily-recalled information 

t - stands for the number of days measured from the 

revision 

s - stands for the relative power of the memory 

 

Now, what we seek is the proper value of the time 

between two revisions. Hence, we transform the 

equation to the form:   )log(* Rst −=  

 

where: 
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s - stands for the coefficient of the stability of facts. (It is 

equal to 
n2  where n represents the number of 

revisions). 

 

for the sake of convenience we assumed that R=70%. It 

is the threshold value for the system, which means that 

the revision takes place whenever the level of the 

memorized information reaches 70% . The chart 2 

illustrates how the revisions affect the shape of the 

curve. We should notice that the time of the revision is 

calculated by means of the universal methods. Hence, 

the system of revisions should be deprived of any 

personalization. 

 

Determining The Following Revision by Means of The 

!eural !etwork 

Concept of the artificial neural network is derived from 

the research on human mind and the interrelationship 

between the artificial neurons. Nowadays, artificial 

neurons are interconnected variously, either in the 

software or within the integrated circuits. The e-learning 

system is grounded on the Multi-layer perceptron neural 

network. 

 
 

Figure 3: Neural network provided for the purpose 

of the e-learning system 

 

The provided network is taught by means of backward 

propagation of error (abbr. to back propagation) method 

which belongs to supervised methods. The artificial 

neural network was taught by means of the experimental 

set including the values of data for each of the 4 inputs 

and expected output values. As the initial arguments we 

set: 

 

� time which has passed since the last revision, 

� the number of conducted revisions, 

� the mean value of the user’s notes (we take 

account of all the revisions), 

� the note of the last revision. 

 

The artificial neural network estimates how strong has 

the student remembered the given material (which level 

he has gained), because it precises the value of the s 

coefficient at the forgetting curve (the relative memory 

strength). Thus, it is able to be taught, and is able to 

adjust  itself to the way the student’s memory functions. 

The student is provided with the pre-taught network 

which enables him to use the system. The adjusting 

process has global character because it appertains to the 

entire set of questions related to the particular 

orthographic rule (and not to a single question) 

 

The network is taught again whenever: 

 

� the student was graded very well; it could be 

up to 5th revision and the period between 

revisions exceeded 10 days, 

� the student was graded very well; it was more 

than 10th revision and the period between 

revisions exceeded 1 year. 

 

The network is protected from over-learning by the 

threshold value which sets the maximal number of 

teaching cycles e.g., 10000. 

 

During the revision the system displays the following 

questions appertaining to the particular orthographic 

rule. The student answers, verifies his answer comparing 

it with the correct one, and decides whether his answer 

was correct. There are six possible levels of correctness 

(0-5). Owing to the revision system it is possible to 

maintain he high level of memorizing the rules of polish 

orthography. Owing to neural network, which adjusts to 

the particular student’s skills,  the next revision is set 

more and more precisely, in the given interval.   

 

Tests were conducted in two 15-person groups. Students 

from the first group were provided with e-learning 

course without the support of scheduling the term of 

revision, whereas the second group of students were 

provided with the system where the optimal time of 

revision was scheduled by the neural network built-in 

the system. Among students using the system with 

neural network the efficiency of memorizing the training 

material has increased by 15%. 

 

Experiment results have been shown in the following 

diagrams. 

Evaluation used in the experiment: 

A – very good 

B – good 

C – fair 

D – failed 
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Figure 4: Results of the experiment for I group 

 

 
 

Figure 5: Results of the experiment for II group 

 

 
SUMMARY 

The e-learning system enhancing the process of learning 

the orthography in school has also the additional 

module. It manages the gained knowledge, enabling the 

revisions to be planned. Similar systems leads the 

education to its future.  

 

So far, one could set the conditions under which the 

time of revision may come, but they apply to every 

orthographic rule. Perhaps we should enable the users to 

set a distinct conditions for each orthographic issue. 

Transferring the coefficients of the artificial neural 

network, so that they accommodate to the conditions of 

the particular rule, would make the following revisions 

for the particular sets of questions more correct. The 

questions concerning the particular orthographic rules 

could be more or less difficult, so it will affect the 

process of memorizing the information.  

Apart from that, the system may be expanded with the 

statistics providing the fixed dates and results of the 

revisions. Owing to them the student would be aware of 

his current state of knowledge and of particular 

difficulties. He would know if his learning policy is 

efficient or to be changed. 
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ABSTRACT 

The main idea of this paper is to compare feature 
selection methods for dimension reduction of the 
original dataset to reach optimization of steganalysis 
process by artificial neural networks (ANN). Feature 
selection methods are tools based on statistic exploited 
in pre-processing step of data mining workflow. These 
methods are very useful in a dimension reduction, 
removing of insignificant data, increasing 
comprehensibility and learning accuracy. Dimension 
reduction leads to reduced computational resource 
consumptions, which is validated by ANN simulations. 
Steganalysis is a field of the computer security, which 
deals with a discovering of hidden information in 
images which is normally unrecognizable. All dataming 
processes, which reduce the dimension of ANN input 
layer, should keep accuracy of steganalysis on the 
original level. 
 
INTRODUCTION 

This paper deals with a comparison with feature 
selection methods and their influence on steganalysis by 
means of artificial neural networks (ANN).  
Steganalysis is connected with information security. 
Mainly in companies, information security is a very 
seriously solved problem nowadays. All employers have 
to pay attention to their employees if company secrets 
and know-how are not spread out of the company. One 
of the possibilities how to leak the information is to use 
a steganography (Cole, 2003). Steganography (Cole, 
2003) and cryptography (Goldwasser, 2001) are 
connected together. Cryptography is strong in key usage 
and codes messages with a high security. But if the 
message is sent unsecure, attacker will notice it very 
soon and will try to break it. Therefore steganography 
helps with secure transfer of secret messages. It codes a 
message inside the picture or other multimedia files 
which can be sent e.g. via emails. If you see such a 
picture, normally you do not recognize that there is a 
secret message. And this is the point. Crackers will go 
through and will not give the attention to the message.  
Therefore to have a detector of steganography content in 
the multimedia files is very important. To reveal a 
steganography content is called steganalysis, i.e. a 

detection of files with hidden information of without 
hidden information which was inserted by means of 
steganography.  
Firstly, classification of stego and cover images by 
means of ANN was introduced in (Oplatkova, 2008a, 
Oplatkova 2008b, Oplatkova 2009). The results have 
shown possible area of the ANN structure optimization, 
mainly the number of input parameters. In (Prochazka, 
2010) a J48 tree like selector for attributes was used as a 
preliminary research paper in this field. A different 
dataset have been used in current paper then in 
(Prochazka, 2010). The dataset has been created with 
width diversity in image resolutions, sizes (amount) of 
hidden information and used software for hiding 
information into image. This paper extends the research 
in optimization of number of neurons in ANN input 
layer for this different dataset and different feature 
selection tools. 
The aim of this paper is to verify if the chosen approach 
– joining of modern tack into data analysis and artificial 
intelligence potential  - can contribute to establishment 
of robust solution which could be applicable onto real 
problems of internet security. 
The paper is divided into part with description of data 
mining methods and Huffman coding in following 
paragraph. ANN description and results continue in next 
parts. 
 
DATASETS 

Compared to a paper (Prochazka, 2010), both datasets 
were prepared again, with cover (without hidden 
information) and stego (with hidden information) 
images. Training set contains 20 000 instances (10 000 
cover, 10 000 stego) and testing set works with 19 000 
(9 500 cover and 9 500 stego), i.e. both sets are 
balanced. 
In stego group images with different length of the 
hiding message and different resolution are balanced 
too. Length of messages are: 5, 10, 15, 30, 75, 150, 300, 
600 Bytes and used resolutions: original and changed to 
800x600, 1024x768, 1280x1024, 1440x900, 
1680x1050, 1920x1200, 1920x1440, 2560x1600. Used 
stego algorithms are OutGuess (www.outguess.org), 
Steghide (Hetzl, 2008), CipherAWT (F5 algorithm) 
(Fridrich, 2002). 
The datasets are randomly shuffled before the usage of 
dataming techniques. 
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Huffman coding 

Huffman coding was used to extract information from 
images as ANN needs numerical values to run. Huffman 
coding was designed by David Huffman in 1952 
(Cormen, 2001). This method takes symbols represented 
e.g. by values of discrete cosine transformation (which 
is one of methods how to present information in pictures 
like colour, brightness etc.) and coded it into changeable 
length code so that according statistics the shortest bit 
representation to symbols with the most often 
appearance. It has two very important properties – it is a 
code with minimal length and prefix code that means 
that it can be decoded uniquely. On the other hand, the 
disadvantage is that we must know appearance of each 
symbol a priori.  
Following table ( 
Table 1) shows an example of dataset used within 
datamining techniques. 
 
 
Table 1: Dataset sample 
 

P1 P2 ... P64 CLASS 
0 2915 ... 1 1 
0 2024 ... 3 0 
0 7997 ... 27 0 
0 1566 ... 0 1 
0 25882 ... 157 0 
0 16265 ... 99 0 
0 8995 ... 90 0 
0 10621 ... 221 0 

 
DIMENSION REDUCTION  

Reduction of dataset dimension was done into two 
steps: firstly columns 11-16 and 27-32 were deleted 
because the values there were equal to zero. 
The other dimension reductions were done by means of 
algorithm J48, Principal Component Analysis (PCA) 
and a supervised attribute selection filter. Both methods 
are available through freely distributed software WEKA 
(Witten 2011, http://weka.sourceforge.net/wekawiki/). 
 
Algorithm J48 

Algorithm J48 (Witten, 2011) is a filter of a tree 
decision algorithm. Tree decision methods are used for 
their good readability and understandability of a found 
solution because of graphical representation. Such 
approach is comprehensible also to users who are not 
familiar with these issues. This method was used for a 
comparison with (Prochazka, 2010) if the changes in the 
composition of the datasets will cause changes in 
results.  
 
Principal Component Analysis 

Principal Component Analysis (PCA) (Witten, 2011) 
creates new attributes from the original so that new 
attributes represents an equation (eg. (1)) with parts 

which contain coefficients and values of the former 
vectors. 
 

V1=0.189*A40 + 0.188*A37 + ...   (1) 
  
Supervised attribute selection filter  

Supervised attribute selection filter is one of the basic 
implemented filters in software Weka (Witten, 2011). 
This tool uses the information about output for the 
purpose of the input dimension reduction.  
 
ARTIFICIAL NEURAL NETWORKS 

Artificial neural networks are inspired in the biological 
neural nets and are used for complex and difficult tasks. 
The most often usage is classification of objects as also 
in this case. ANN are capable of generalization and 
hence the classification is natural for them. Some other 
possibilities are in pattern recognition, control, filtering 
of signals and also data approximation and others.  
Simulations were performed with feedforward net with 
supervision. ANN needs a training set of known 
solutions to be learned on them. Supervised ANN has to 
have input and also required output. ANN with 
unsupervised learning exist and there a capability of 
selforganization is applied. 
The neural network works so that suitable inputs in 
numbers have to be given on the input vector. These 
inputs are multiplied by weights which are adjusted 
during the training. In the neuron the sum of inputs 
multiplied by weights are transferred through 
mathematical function like sigmoid, linear, hyperbolic 
tangent etc. Therefore ANN can be used for data 
approximation (Hertz, 2001). 
These single neuron units (Figure 1) are connected to 
different structures to obtain ANN (e.g. Figure 2). These 
networks were design for different tasks. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Neuron model, where TF (transfer function 
like sigmoid), x1 - xn (inputs to neural network), b – bias 
(usually equal to 1), w1 – wn, wb – weights, y – output 
 

 

� 

TF( wixi + bwb∑ )
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b wb 
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a)  

b)  
       
Figure 2: ANN models with a) one hidden layer and b) 
with two hidden layer net and more outputs where 

� 

δ =∑ TF[ (wixi + bwb∑ )]
and in this 

case

� 

=∑ TF[ (wixi + bwb∑ )], where TF is sigmoid. 
These pictures are taken from Neural Networks Toolbox 
for Mathematica environment (www.wolfram.com) 
since this tool was used during the simulations. Also 
names are taken from this tool to avoid other 
speculations what it means. 
 
Future simulations expect a usage of soft computing 
algorithms for optimization of suitable parameters or 
structure called evolutionary, e.g. Self-Organizing 
Migrating Algorithm (Zelinka, 2004), Differential 
Evolution (Price, 1999) or HC12 (Matousek, 2010). 
Also a different kinds of neural networks will be used, 
e.g. RBF nets with implementation of GAHC algorithm 
(modification of HC12) (Matousek, 2011) for design of 
structure and estimation of parameters. 
 
RESULTS 

For comparison 6 training sets were prepared (2-6 in 
software WEKA): 

1. original dataset with 64 attributes 
2. reduction of original dataset about columns with 
zero values (columns 11-16 and 27-32) 
3. attributes (45, 3, 61, 43, 22, 19, 25, 60, 5, 8, 6, 64, 
38, 50, 9, 26, 34, 24, 63, 2, 35, 44, 47, 51, 40, 42, 37, 
4, 36) selected by means of J48 algorithm. To confront 
with [Prochazka 2010], this time a quite complicated 
tree was built up with number of leaves 34 and size of 
the tree 67. To build the tree 30 attributes from the 
original set was needed which means the significant 
increase then in previous research (4 components were 
required). 
4. and 5. attributes chosen by means of PCA. In this 
case PCA creates 25 new vectors and for tests it was 
opt for 15 and 10 attributes (in 5 from each vector). 
Selection of parameters was done in this way because 
the requirement was to decrease the number of inputs 

as much as possible. Since algorithm J48 cut 
parameters down only on 30, PCA extracts attributes 
from 3 most important vectors for test 4 and from 2 
for test 5. Test 4 then uses parameters 
40,37,39,34,41,45,61,8,63,62 and test 5 parameters 
40,37,39,34,41,45,61,8,63,62,55,57,58,61,7.  
6. parameters 2, 45, 46, 47, 55, 61. Components were 
selected by means of supervised attribute selection 
filter. 

Each set except the original one was prepared in WEKA 
software with similar results as follow (Table 2): 
 
Table 2: Example of results from Weka software for J48 
 
Correctly Classified Instances 19861 99.305  % 
Incorrectly Classified Instances    139   0.695  % 
Relative absolute error   1.9563 % 
Root relative squared error 15.5774 % 
 

After results and proposal of reductions were then tested 
in artificial neural networks. These results show that the 
time required for the training is less as the dimension of 
the neural networks was decreased. The training of 
ANN means to change weights to find an optimal 
solution and reduce the training global error to zero. It 
means that to reduce the number of weights means less 
parameters for optimization, i.e. faster optimization. 
 
Settings of ANN 
Feedforward ANNs with one hidden layer and different 
numbers of neurons (Table 3) in a hidden layer were 
used for the testing of found models by means of 
datamining techniques. As transfer function for output 
neuron a sigmoid was chosen, for hidden neurons 
hyperbolic tangent function was set up. Number of 
iterations was set up in all cases to 30. The differences 
between results in this paper and  (Prochazka, 2010) 
appeared because of different dataset and different 
settings of ANN. In the test 5 the number of iterations 
was increased up to show that the convergence is slower 
than in other cases (eg.  
Figure 3) and still the root mean square error (RMSE) 
did not decrease even after longer time (Figure 4). 
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Figure 3: Decrease of RMSE in test 6 
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Figure 4: Decrease of RMSE in test 5 
 
 
DISCUSSION 

Table 3 shows comparison on training. Number of test 
is according above explanations. Number of parameters 
means the number of remained parameters used for 
design of a datamining model and used in neural 
network training and testing. As can be seen the number 
of hidden neurons were decreased according reducing 
the number of parameters. Root mean square error 
(RMSE) was low except test 5 where training took the 
longest time and the RMSE has not still decreased. The 
time consumed during training was lower several times 
in the test 6 compared to test 1. The time used for 
training was so small because of the reduction weights 
(26x in test 6 then in test 1) which should be optimized 
the net to be trained well. 
 
Table 4 shows the testing results of ANN. It is 
interesting that test 2 where only parameters 11-16 and 
27-32 were deleted because the real values were zero 
has a worse testing error than the test 1 with original 
data. We have no explanation for that result. Maybe 
more training would finish with a different score. 
Because of better results in other tests, the number of 
iterations in this case has not been increased. 
 

 Test 5 in Table 4 shows an unacceptable solution, as 
the classification error is too high. The other tests have 
the testing error only about 0.65 % to 1.4 % worse 
compared to test 1. This decline is acceptable, as time 
consumption much more lower during the training. 
 
 
CONCLUSION 

The paper deals with datamining technique for a 
reduction of input neurons in ANN and therefore also 
the number of weights which should be optimized to 
obtain a best settings of ANN during training phase. In 
this paper 6 test cases were prepared – for the original 
dataset and 5 datasets changed by means of algorithm 
J48, PCA and supervised attribute selection filter. All 
models decreased the number of input neurons and the 
time for training of the ANN. As the best model the test 
6 with 6 parameters was selected. In this case the total 
error was higher than in cases 2 and 4 but the error for 
stego detection was lower. The false positive 
classification in cover images is a problem but to find 
image with stego information is much more important 
from the view of security. Results show that the 
preprocessing is very important. To employ datamining 
techniques here is a useful tool. The optimization of 
consumed time in all computations is very important 
and required in all fields. 

 

FURTHER RESEARCH 

Future research will be focused on better settings of 
neural networks as the percentage for detection of stego 
and cover images would be better as close to zero as 
possible. Here the simulations have different length of 
inserted messages which might cause problems with 
100% classification as was reached in previous research. 
Also an interesting direction is to visualize separability 
of both classes by means of PCA. 

 

 
Table 3: Comparison of training 

 
Test 1 2 3 4 5 6 
Number of parameters 64 53 30 15 10 6 
Hidden neurons 10 8 6 4 4 3 
RMSE 0,08 0,08 0,08 0,11 0,46 0,18 
Iterations 30 30 30 30 300 30 
Learning time [min:sec] 17:45 10:20 3:50 1:17 5:39 0:28 
Number of weights 661 441 187 69 49 25 
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Table 4: Comparsion of testing 
 

Test 1 2 3 4 5 6 
Image 
type cover stego cover stego cover stego cover stego cover stego cover stego 

Number 
of 
Instances 

9500 9500 9500 9500 9500 9500 9500 9500 9500 9500 9500 9500 

False 
Classified 41 293 61 397 126 370 64 396 4432 100 463 137 

Error 0,43% 3,08% 0,64% 4,18% 1,33% 3,89% 0,67% 4,17% 46,65% 1,05% 4,87% 1,44% 
Test err. 1,76% 2,41% 2,61% 2,42% 23,85% 3,16% 
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ABSTRACT 

The paper deals with a steganalysis of PQ algorithm by 
means of neural networks. The paper continues with the 
research of steganalysis by means of neural networks 
and brings results for the other steganography tool and 
also simulation results for different settings of neural 
network. 
 
INTRODUCTION 

Our previous research on classification of stego and 
cover images by means of ANN was introduced in 
(Oplatkova 2008a, Oplatkova 2008b, Oplatkova 2009) 
where detection of 3 stego programmes were presented - 
OutGuess (www.outguess.org), Steghide (Hetzl 2008), 
CipherAWT with F5 algorithm (Fridrich 2002). The 
number of programmes for inserting stego content is 
increasing and then the research in the steganalysis of 
further tools is required. This paper introduces a 
detection of PQ algorithm (Fridrich 2004). 
Steganalysis is connected with information security. 
Mainly in companies, information security is a very 
spoken problem nowadays. All employers have to pay 
attention to their employees if company secrets and 
know-how are not spread out of the company. One of 
the possibilities how to leak the information is to use a 
steganography (Cole 2003). Steganography (Cole 2003) 
and cryptography (Goldwasser 2001) are connected 
together more or less. Cryptography is strong in the 
usage of the key and the message is somehow coded. 
But if it is sent unsecure, attacker will notice it very 

soon and will try to break it. Therefore steganography 
helps with secure transfer of secret messages. It codes a 
message inside the picture or other multimedia files 
which can be sent e.g. via emails. If you see such a 
picture, normally you do not recognize that there is a 
secret message. And this is the point. Crackers will go 
through and will not give the attention to the message.  
Therefore to have a detector of steganography content in 
the multimedia files is very important. To reveal a 
steganography content is called steganalysis, i.e. a 
detection of files with hidden information of without 
hidden information which was inserted by means of 
steganography. 
The PQ algorithm differs from the previous used stego 
tools so that in the training set greyscale images are 
used instead of full coloured ones. The same mean for 
extraction of information was applied as in previous 
research – Huffman coding. It extracts 64 parameters 
with numerical values as artificial neural networks need 
numerical values in the input layer for their run. 
Firstly, PQ algorithm is mentioned, next paragraph will 
continue with information about Huffman coding and 
after that artificial neural network used in simulations 
are described. Results and conclusion follow. 
 
PQ ALGORITHM 

Perturbed quantization (PQ) steganography (Fridrich 
2004, Goldwasser 2001, Hetzl 2008) is a quite 
successful data hiding approach for which current 
steganalysis methods fail to work 
(http://aminet.net/package/util/crypt/jstegsrc). In other 
words, PQ does not leave any traces in the form that the 
current steganalysis methods can catch. However, linear 
dependency between image rows and/or columns in the 
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spatial domain is affected by PQ embedding due to 
random modifications on discrete cosine transform 
(DCT) coefficients’ parities during data hiding. 
In PQ steganography, the cover object is applied an 
information reducing operation that involves 
quantization such as loss compression, resizing, or A/D 
conversion before data embedding. The quantization is 
perturbed according to a random key for data 
embedding, therefore called “perturbed quantization.” 
PQ steganography, which uses JPEG compression for 
information reducing operation, is different from their 
DCT-based counterparts. Since message bits are 
encoded by changing DCT parities after quantization, 
the cover image can be thought of just as a 
recompressed input image. To achieve high embedding 
rates, recompression is realized by doubling the input 
quantization table with the assumption that 
recompression of cover JPEG images does not draw any 
suspicion because of its wide usage in digital 
photography. Since the original cover image is 
recompressed via embedding operation, its compressed 
version should be considered as “cover” instead of 
original image. 
 
HUFFMAN CODING 

Huffman coding was used to extract information from 
images as ANN needs numerical values for its run. 
Huffman coding was designed by David Huffman in 
1952 [Cormen 2001]. This method takes symbols 
represented (e.g. by values of discrete cosine 
transformation as in our case, which is one of methods 
how to present information in pictures like colour, 
brightness etc.) and coded it into changeable length 
code so that according to statistics the shortest bit 
representation to symbols with the most often 
appearance. It has two very important properties – it is a 
code with minimal length and prefix code that means 
that it can be decoded uniquely. On the other hand, the 
disadvantage is that we must know appearance of each 
symbol a priori. But in the case of pictures we can work 
with estimation, which will be edited during the 
compression. 
To demonstrate more how inserting of the hidden 
information works, following two pictures (Figure 1 a) 
and b)) can be used which visualize the Huffman 
coding. Each bit word can stand as a brick in the wall. It 
is possible to get two same big walls but each one will 
be assembled from different bricks and brick sizes. 
These two walls have the same size but of different 
structure (different set of bricks, some bricks appear 
more often then others). By same analogy, differences 
in cover and stego files can be viewed. The aim is to 
compare the different bit word length and different sizes 
of bricks in the walls for cover and images affected by 
steganography. 
 

a)          

b)  

Figure 1: Illustration of Huffman coding histogram – a) cover 
image, b) stego image. 

As the main goal of steganography is not to attract 
attention, stego images appear as usual pictures taken by 
digital camera. But there are significant changes in the 
structure of stego images. These changes in JPEG 
structure are relevant and used in this case for correct 
training of artificial neural network. 
 
 

NEURAL NETWORKS 

Artificial neural networks are inspired in the biological 
neural nets and are used for complex and difficult tasks. 
As in the case of this research, the most often usage is 
classification of objects. ANN are capable of 
generalization and hence the classification is natural for 
them. Some other possibilities are in pattern 
recognition, control, filtering of signals and also data 
approximation and others.  
Simulations were performed with feedforward net with 
supervision. ANN needs a training set of known 
solutions to be learned on them. Supervised ANN has to 
have input and also required output. ANN with 
unsupervised learning exist and there a capability of 
selforganization is applied. 
The neural network works so that suitable inputs in 
numbers have to be given on the input vector. These 
inputs are multiplied by weights which are adjusted 
during the training. In the neuron the sum of inputs 
multiplied by weights are transferred through 
mathematical function like sigmoid, linear, hyperbolic 
tangent etc. Therefore ANN can be used for data 
approximation (Hertz 1991, Freeman 1994). 
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These single neuron units (Figure 2) are connected to 
different structures to obtain ANN (e.g. Figure 3). These 
networks were design for different tasks. 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Neuron model, where TF (transfer function like 
sigmoid), x1 - xn (inputs to neural network), b 
– bias (usualy equal to 1), w1 – wn, wb – 
weights, y – output. 

 

 
       

Figure 3: ANN models with one hidden layer, where 

� 

δ =∑ TF[ (wixi + bwb∑ )]
and in this 

case

� 

=∑ TF[ (wixi + bwb∑ )]
, where TF is 

sigmoid. The picture is taken from Neural 
Networks Toolbox for Mathematica 
environment (www.wolfram.com) since this 
tool was used during the simulations. Also 
names are taken from this tool to avoid other 
speculations what it means.. 

 
Future simulations expect a usage of soft computing 
algorithms for optimization of suitable parameters or 
structure called evolutionary, e.g. Self-Organizing 
Migrating Algorithm (Zelinka, 2004), Differential 
Evolution (Price, 1999) or HC12 (Matousek, 2010). 
Also a different kinds of neural networks will be used, 
e.g. RBF nets with implementation of GAHC algorithm 
(modification of HC12) (Matousek, 2011) for design of 
structure and estimation of parameters. 
RESULTS 

During the simulations several cases have been tested – 
different settings for transfer functions in hidden 
neurons and output neuron and different number of 
hidden neurons. 
The training set was prepared with following length of 
inserted messages: 5, 10, 15, 30, 75, 150, 300, 600 
Bytes and used resolutions: original and changed to 
800x600, 1024x768, 1280x1024, 1440x900, 
1680x1050, 1920x1440, 2560x1600. 

Some examples will follow: 
PQ algorithm, 1 hidden neuron, saturated linear in 
hidden and output neurons. 
Following (Figure 4) shows the training root mean 
square error (RMSE). 

 
Figure 4: Example of training RMSE for 1 hidden neuron, 

saturated linear in hidden and output neurons 
 
Following tables (Tab. 1-9) deals with resolutions 
without two highest because of the space, the results are 
similar as in other resolutions. 
Table 1 - 9: Results for PQ algorithm, 1 hidden neuron, 
saturated linear in hidden and output neurons, different 
length of messages and 5 resolutions.  

Message 5 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x 
 900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2035 2007 1956 1993 2023 

Missclassification 46 70 120 85 60 
Success rate in % 97.79 96.63 94.22 95.91 97.12 
Error rate in % 2.21 3.37 5.78 4.09 2.88 

  

Message 10 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2035 2007 1956 1994 2023 

Missclassification 46 70 120 84 61 
Success rate in % 97.79 96.63 94.22 95.95 97.07 
Error rate in % 2.21 3.37 5.78 4.05 2.93 

 

Message 15 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2038 2008 1958 1995 2023 

Missclassification 43 69 118 83 61 
Success rate in % 97.93 96.68 94.32 96.01 97.07 
Error rate in % 2.07 3.32 5.68 3.99 2.93 

 

 

� 

TF( wixi + bwb∑ )
 

x1     w1 

xn     wn 

b wb 

. 

. 

. 

y 
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Message 30 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2035 2008 1958 1993 2023 

Missclassification 46 69 119 85 61 
Success rate in % 97.79 96.68 94.28 95.91 97.07 
Error rate in % 2.21 3.32 5.72 4.09 2.93 

  

Message 75 
bytes  

800  
x 600 

1024 
x 768 

1280 
x 
1024 

1440 
x 900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2035 2008 1958 1993 2023 

Missclassification 44 69 118 85 61 
Success rate in % 97.88 96.68 94.32 95.91 97.07 
Error rate in % 2.12 3.32 5.68 4.09 2.93 

  

Message  
150 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2038 2008 1962 1995 2023 

Missclassification 43 69 114 83 61 
Success rate in % 97.93 96.68 94.52 96.01 97.07 
Error rate in % 2.07 3.32 5.48 3.99 2.93 

  

Message  
300 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2040 2009 1959 1996 2024 

Missclassification 41 68 117 82 59 
Success rate in % 98.03 96.68 94.37 96.06 97.16 
Error rate in % 1.97 3.32 5.63 3.94 2.84 

  

Message  
600 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2038 2009 1960 1995 2023 

Missclassification 43 68 116 83 60 
Success rate in % 97.93 96.68 94.42 96.01 97.12 
Error rate in % 2.07 3.32 5.58 3.99 2.88 

 
 
 

COVER images  
All 
resolutions 

Samples total 35000 

Correct 
classificcaiton 34972 

Missclassification 28 
Success rate in % 99.92 
Error rate in % 0.08 

 
 
PQ algorithm, 13 hidden neurons, hyperbolic 
tangent in hidden neurons and saturated linear in 
output neuron. 
Following (Figure 5) shows the training root mean 
square error (RMSE). 

 
Figure 5: Example of training RMSE for 13 hidden neurons, 

hyperbolic tangent in hidden and saturated 
linear transfer function in output neuron. 

 
Following tables (Tab. 10 – 18) deals with resolutions 
without two highest because of the space, the results are 
similar as in other resolutions. 
Table 10 - 18: Results for PQ algorithm, 13 hidden 
neuron, hyperbolic tangent in hidden and saturated 
linear in output neuron, different length of messages and 
5 resolutions. 

  

Message 5 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x 
 900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2047 2062 2050 2057 2068 

Missclassification 34 15 26 21 15 
Success rate in % 98.36 99.28 98.75 98.99 99.28 
Error rate in % 1.64 0.72 1.25 1.01 0.72 
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Message 10 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2047 2062 2050 2057 2068 

Missclassification 34 15 26 21 15 
Success rate in % 98.36 99.28 98.75 98.99 99.28 
Error rate in % 1.64 0.72 1.25 1.01 0.72 

 

Message 15 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2045 2062 2050 2057 2068 

Missclassification 36 15 26 21 15 
Success rate in % 98.27 99.28 98.75 98.99 99.28 
Error rate in % 1.73 0.72 1.25 1.01 0.72 

  

Message 30 
bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2045 2062 2050 2057 2068 

Missclassification 36 15 26 21 15 
Success rate in % 98.27 99.28 98.75 98.99 99.28 
Error rate in % 1.73 0.72 1.25 1.01 0.72 

  

Message 75 
bytes  

800  
x 600 

1024 
x 768 

1280 
x 
1024 

1440 
x 900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2046 2063 2050 2057 2068 

Missclassification 35 14 26 21 15 
Success rate in % 98.32 99.33 98.75 98.99 99.28 
Error rate in % 1.68 0.67 1.25 1.01 0.72 

  

Message  
150 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2045 2063 2050 2057 2068 

Missclassification 36 14 26 21 15 
Success rate in % 98.27 99.33 98.75 98.99 99.28 
Error rate in % 1.73 0.67 1.25 1.01 0.72 

  

Message  
300 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2046 2064 2050 2057 2068 

Missclassification 35 13 26 21 15 
Success rate in % 98.32 99.38 98.75 98.99 99.28 
Error rate in % 1.68 0.62 1.25 1.01 0.72 

  

Message  
600 bytes  

800  
x  
600 

1024 
x  
768 

1280 
x 
1024 

1440 
x  
900 

1680 
x 
1050 

Samples total 2081 2077 2076 2078 2083 

Correct 
classificcaiton 2047 2063 2050 2058 2068 

Missclassification 34 14 26 20 15 
Success rate in % 98.36 99.33 98.75 99.04 99.28 
Error rate in % 1.64 0.67 1.25 0.96 0.72 

 
 
 

COVER images  
All 
resolutions 

Samples total 35000 

Correct 
classificcaiton 33644 

Missclassification 1356 
Success rate in % 96.06 
Error rate in % 3.94 

 

 
 
CONCLUSION 

The paper deals with a steganalysis of PQ algorithm by 
means of artificial neural networks. The result section 
deals with 2 examples of simulation data from testing. 
The experiments were done for different settings of 
transfer functions – sigmoid, hyperbolic tangent, 
saturated linear in hidden and/or in output neuron. The 
number of hidden neurons was changed from 1 to 20. 
Testing simulations were carried out for 8 different 
resolutions and 9 length of inserted message. In some 
cases, even though RMSE was under 0.1, which should 
mean a good quality training, results during validation 
testing have high percentage of misclassification. One 
of examples can be the case of 15 hidden neurons with 
sigmoid transfer function and output function was set up 
to saturated linear. The overall misclassification was 
more than 10% which is not acceptable in the case of 
steganalysis. It is hard to say which settings is the best 
as in some cases are better classification for cover and 
in some for stego. Moreorless can be stated that sigmoid 
in hidden and sigmoid in output or hyperbolic tangent in 
hidden and saturated linear in output and 4 hidden 
neurons are a good solution for settings. Further 
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research will continue with 2 layers neural nets if it will 
not help in this case with more length of inserted 
message. In the previous research with one type of 
hidden message 2 layer nets were not successful. This 
might be a more complicated study case and therefore 
more complicated nets will be a good solution. 
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ABSTRACT 

This research deals with a synthesis of control law for 
selected discrete chaotic system by means of analytic 
programming. The novelty of the approach is that a tool 
for symbolic regression – analytic programming - is 
used for the purpose of stabilization of higher periodic 
orbits – oscillations between several values of chaotic 
system. The paper consists of the descriptions of 
analytic programming as well as chaotic system and 
used blackbox type cost function. For experimentation, 
Self-Organizing Migrating Algorithm (SOMA) with 
analytic programming and Differential evolution (DE) 
as second algorithm for meta-evolution were used. 
 
INTRODUCTION 

The interest about the interconnection between 
evolutionary techniques and control of chaotic systems 
is spread daily. First steps were done in (Senkerik et al., 
2006; 2010a), (Zelinka et al., 2009), where the control 
law was based on Pyragas method: Extended delay 
feedback control – ETDAS (Pyragas, 1995). These 
papers were concerned to tune several parameters inside 
the control technique for chaotic system. Compared to 
previous research, this paper shows a possibility how to 
generate the whole control law (not only to optimize 
several parameters) for the purpose of stabilization of a 
chaotic system. The synthesis of control is inspired by 
the Pyragas’s delayed feedback control technique (Just, 
1999), (Pyragas, 1992). Unlike the original OGY 
control method (Ott et al., 1990), it can be simply 
considered as a targeting and stabilizing algorithm 
together in one package (Kwon, 1999). Another big 
advantage of the Pyragas method for evolutionary 
computation is the amount of accessible control 
parameters, which can be easily tuned by means of 
evolutionary algorithms (EA). 
Instead of EA utilization, analytic programming (AP) is 
used in this research. AP is a superstructure of EAs and 

is used for synthesis of analytic solution according to 
the required behaviour. Control law from the proposed 
system can be viewed as a symbolic structure, which 
can be synthesized according to the requirements for the 
stabilization of the chaotic system. The advantage is that 
it is not necessary to have some “preliminary” control 
law and to estimate its parameters only. This system 
will generate the whole structure of the law even with 
suitable parameter values. 
This work is focused on the expansion of AP 
application for synthesis of a whole control law instead 
of parameters tuning for existing and commonly used 
method control law to stabilize desired Unstable 
Periodic Orbits (UPO) of chaotic systems. 
This work is an extension of previous research 
(Oplatkova et al., 2010a; 2010b), (Senkerik et al., 
2010b) focused on stabilization of simple p-1 orbit – 
stable state. In general, this research is concerned to 
stabilize p-2 UPO – higher periodic orbits (oscillations 
between two values). Furthermore it implements 
checked blackbox approach cost function, thus without 
knowledge about exact UPO position in the chaotic 
attractor, which means that AP will synthesize suitable 
control law based only on the demanded type of chaotic 
system behavior. 
Firstly, AP is explained, and then a problem design is 
proposed. The next sections are focused on the 
description of used cost function and evolutionary 
algorithms. Results and conclusion follow afterwards. 
 
ANALYTIC PROGRAMMING 

Basic principles of the AP were developed in 2001 
(Zelinka et al., 2005), (Zelinka et al., 2008), (Oplatkova 
et al., 2009). Until that time only genetic programming 
(GP) and grammatical evolution (GE) had existed. GP 
uses genetic algorithms while AP can be used with any 
evolutionary algorithm, independently on individual 
representation. To avoid any confusion, based on use of 
names according to the used algorithm, the name - 
Analytic Programming was chosen, since AP represents 
synthesis of analytical solution by means of 
evolutionary algorithms. 
The core of AP is based on a special set of mathematical 
objects and operations. The set of mathematical objects 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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is set of functions, operators and so-called terminals (as 
well as in GP), which are usually constants or 
independent variables. This set of variables is usually 
mixed together and consists of functions with different 
number of arguments. Because of a variability of the 
content of this set, it is called here “general functional 
set” – GFS. The structure of GFS is created by subsets 
of functions according to the number of their arguments. 
For example GFSall is a set of all functions, operators 
and terminals, GFS3arg is a subset containing functions 
with only three arguments, GFS0arg represents only 
terminals, etc. The subset structure presence in GFS is 
vitally important for AP. It is used to avoid synthesis of 
pathological programs, i.e. programs containing 
functions without arguments, etc. The content of GFS is 
dependent only on the user. Various functions and 
terminals can be mixed together (Zelinka et al., 2005), 
(Zelinka et al., 2008), (Oplatkova et al., 2009). 
The second part of the AP core is a sequence of 
mathematical operations, which are used for the 
program synthesis. These operations are used to 
transform an individual of a population into a suitable 
program. Mathematically stated, it is a mapping from an 
individual domain into a program domain. This 
mapping consists of two main parts. The first part is 
called discrete set handling (DSH) (Figure 1) (Zelinka et 
al., 2005), (Lampinen & Zelinka, 1999) and the second 
one stands for security procedures which do not allow 
synthesizing pathological programs. The method of 
DSH, when used, allows handling arbitrary objects 
including nonnumeric objects like linguistic terms {hot, 
cold, dark…}, logic terms (True, False) or other user 
defined functions. In the AP DSH is used to map an 
individual into GFS and together with security 
procedures creates the above mentioned mapping which 
transforms arbitrary individual into a program.  
 

 
Figure 1:  Discrete set handling 
 

 
Figure 2: Main principles of AP 

 
AP needs some evolutionary algorithm (Zelinka, 2004) 
that consists of population of individuals for its run. 
Individuals in the population consist of integer 
parameters, i.e. an individual is an integer index 
pointing into GFS. The creation of the program can be 
schematically observed in Figure 2. The individual 
contains numbers which are indices into GFS. The 
detailed description is represented in (Zelinka et al., 
2005), (Zelinka et al., 2008), (Oplatkova et al., 2009). 
AP exists in 3 versions – basic without constant 
estimation, APnf – estimation by means of nonlinear 
fitting package in Mathematica environment and APmeta 
– constant estimation by means of another evolutionary 
algorithms; meta means metaevolution. 
 
PROBLEM DESIGN 

The brief description of used chaotic systems and 
original feedback chaos control method, ETDAS is 
given. The ETDAS control technique was used in this 
research as an inspiration for synthesizing a new 
feedback control law by means of evolutionary 
techniques. 
 
Selected chaotic system 
The chosen example of chaotic systems was the one-
dimensional Logistic equation in form (1). 

 ( )nnn xrxx −=+ 11  (1) 

The logistic equation (logistic map) is a one-
dimensional discrete-time example of how complex 
chaotic behaviour can arise from very simple non-linear 
dynamical equation (Hilborn, 2000). This chaotic 
system was introduced and popularized by the biologist 
Robert May (May, 2001). It was originally introduced 
as a demographic model as a typical predator – prey 
relationship. The chaotic behaviour can be observed by 
varying the parameter r. At r = 3.57 is the beginning of 
chaos, at the end of the period-doubling behaviour. At  
r > 3.57 the system exhibits chaotic behaviour. The 
example of this behavior can be clearly seen from 
bifurcation diagram – Figure 3. 
 

 
 

Figure 3: Bifurcation diagram of  Logistic equation 
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ETDAS control method 
This work is focused on explanation of application of 
AP for synthesis of a whole control law instead of 
demanding tuning of EDTAS method control law to 
stabilize desired Unstable Periodic Orbits (UPO). In this 
research desired UPO is only p-2 (higher periodic orbit 
– oscillation between two values). ETDAS method was 
obviously an inspiration for preparation of sets of basic 
functions and operators for AP. 
The original control method – ETDAS has form (2). 
  

( ) ( )[ ])(1)( txtSRKtF d −−−= τ  

( )dtRStxtS τ−+= )()(  (2) 

 
Where: K and R are adjustable constants, F is the 
perturbation; S is given by a delay equation utilizing 
previous states of the system and dτ is a time delay. 

The original control method – ETDAS in the discrete 
form suitable for one-dimensional logistic equation has 
the form (3). 
 

( ) nnnn Fxrxx +−=+ 11  

( )[ ]nmnn xSRKF −−= −1  

mnnn RSxS −+=  (3) 

 
Where: m is the period of m-periodic orbit to be 
stabilized. The perturbation nF  in equations (3) may 

have arbitrarily large value, which can cause diverging 
of the system outside the interval {0, 1.0}. Therefore, 

nF  should have a value between maxF− , maxF . In this 

preliminary study a suitable maxF  value was taken from 

the previous research. To find the optimal value also for 
this parameter is in future plans. 
Previous research concentrated on synthesis of control 
law only for p-1 orbit (a fixed point). An inspiration for 
preparation of sets of basic functions and operators for 
AP was simpler TDAS control method (4) and its 
discrete form suitable for logistic equation given in (5). 
 

( )[ ])()( txtxKtF −−= τ  (4) 

( )nmnn xxKF −= −  (5) 

 
Compared to this work, the data set for AP presented in 
the previous research required only constants, operators 
like plus, minus, power and output values nx and 1−nx . 

Due to the recursive attributes of delay equation S 
utilizing previous states of the system in discrete 
ETDAS (3), the data set for AP had to be expanded and 
cover longer system output history, thus to imitate 
inspiring control method for the successful synthesis of 
control law securing the stabilization of higher periodic 
orbits  
 
COST FUNCTION 

Based on the numerous simulations and experiences 
with evolutionary optimization of chaos control and 

considering the longer data set for AP causing the 
searching for the best solution more difficult, the 
blackbox approach was selected. Numerous experiments 
proved that this type of CF is less chaotic, nonlinear and 
erratic. 

In the previous research, the CF had been calculated in 
general from the distance between desired state (desired 
UPO) and actual system output on a part of simulation 
interval – τ. The minimal value of this cost function 
giving the best solution is zero. The aim of all 
simulations was to find the best solution that returns the 
cost function value as close as possible to zero. The 
simplified CF is given by (6). 

∑
=

−=
τ

tstartt
tt ASTSCF  (6) 

 
Where:  TS - target state, AS - actual state 

Other cost functions (CF2) had to be used for the 
stabilizing of the chaotic system in “blackbox mode”, ie. 
without exact numerical value of target state. In this 
case, it is not possible to use the simple rule of 
minimizing the area created by the difference between 
the required and actual state on the whole simulation 
interval – τ or its arbitrary part. 

Our approach is based on searching for periodic orbits 
in chaotic attractor and stabilizing the system on these 
periodic orbits by means of applying the optimal 
feedback perturbation nF . It means that this new CF did 

not take any numerical target state into consideration, 
but the selected target behavior of system.  Therefore, 
the new CF is based on the searching for optimal 
feedback perturbation nF  securing the stabilization on 

any type of selected UPO (p-1 orbit – stable state, p-2 
orbit – oscillating between two values etc.). The slight 
disadvantage of this approach is that for each UPO (i.e. 
different behavior) a different CF is needed. 

The proposal of CF2 used in the case of p-2 orbit is 
based on the following simple rule. The iteration y(n) 
and y(n+2) must have the same value. But this rule is 
also valid for the case of – p-1 orbit, where in discrete 
systems, the iteration y(n) and y(n+1) of output value 
must be the same. Thus another condition had to be 
added. It says that in the case of p-2 orbit there must be 
some difference between the n and n+1 output iteration. 
Considering the fact of minimizing the CF the value this 
condition had to be rewritten into this suitable form (7)  

( ) ( ) cnyny +−+1

1
  (7) 

 
Where: c – small constant 1.10-16 which was added to 
prevent the evolutionary optimization from crashing, 
since upon finding the suboptimal solution stabilized at 
p-1 orbit it returns the division by zero. The CF2 has the 
form (8). 
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( ) ( ) ( ) ( ) cnyny
nynypCF

t +−+
+−++= ∑

= 1

1
21

0
2

τ

  (8) 

Where: p1 = penalization 

 
In the proposed CF there had to be included 
penalization, which should avoid the finding of 
solutions, where the stabilization on saturation boundary 
values {0, 1} or oscillation between them (i.e. artificial 
p-2 orbit) occurs. This penalization was calculated as 
the sum of the number of iterations, where the system 
output reaches the saturation boundary value. 
 
USED EVOLUTIONARY ALGORITHMS 

This research used two evolutionary algorithms: Self-
Organizing Migrating Algorithm (Zelinka, 2004), 
Differential Evolution (Price, 2005). Future simulations 
expect a usage of soft computing GAHC algorithm 
(modification of HC12) (Matousek, 2007) and a CUDA 
implementation of HC12 algorithm (Matousek, 2010). 
 
Self Organizing Migrating Algorithm - SOMA 
Self Organizing Migrating Algorithm (SOMA) is a 
stochastic optimization algorithm that is modelled on 
the social behaviour of cooperating individuals 
(Zelinka, 2004). It was chosen because it has been 
proven that the algorithm has the ability to converge 
towards the global optimum (Zelinka, 2004). SOMA 
works on a population of candidate solutions in loops 
called migration loops. The population is initialized 
randomly distributed over the search space at the 
beginning of the search. In each loop, the population is 
evaluated and the solution with the highest fitness 
becomes the leader L. Apart from the leader, in one 
migration loop, all individuals will traverse the input 
space in the direction of the leader. Mutation, the 
random perturbation of individuals, is an important 
operation for evolutionary strategies (ES). It ensures the 
diversity amongst the individuals and it also provides 
the means to restore lost information in a population. 
Mutation is different in SOMA compared with other ES 
strategies. SOMA uses a parameter called PRT to 
achieve perturbation. This parameter has the same effect 
for SOMA as mutation has for genetic algorithms. 
The novelty of this approach is that the PRT Vector is 
created before an individual starts its journey over the 
search space. The PRT Vector defines the final 
movement of an active individual in search space. 
The randomly generated binary perturbation vector 
controls the allowed dimensions for an individual. If an 
element of the perturbation vector is set to zero, then the 
individual is not allowed to change its position in the 
corresponding dimension. 
An individual will travel a certain distance (called the 
PathLength) towards the leader in n steps of defined 
length. If the PathLength is chosen to be greater than 
one, then the individual will overshoot the leader. This 
path is perturbed randomly. 
 

Differential evolution 
DE is a population-based optimization method that 
works on real-number-coded individuals (Price, 2005). 
For each individual Gix ,

r
 in the current generation G, DE 

generates a new trial individual Gix ,′
r

 by adding the 

weighted difference between two randomly selected 
individuals Grx ,1

r
 and Grx ,2

r
 to a randomly selected third 

individual Grx ,3

r
. The resulting individual Gix ,′

r
 is 

crossed-over with the original individual Gix ,

r
. The 

fitness of the resulting individual, referred to as a 
perturbed vector 1, +Giu

r
, is then compared with the 

fitness of Gix ,

r
. If the fitness of 1, +Giu

r
 is greater than the 

fitness of Gix ,

r
, then Gix ,

r
 is replaced with 1, +Giu

r
; 

otherwise, Gix ,

r
 remains in the population as 1, +Gix

r
. DE is 

quite robust, fast, and effective, with global 
optimization ability. It does not require the objective 
function to be differentiable, and it works well even 
with noisy and time-dependent objective functions. 
 
RESULTS 

As described in section about Analytic Programming, 
AP requires some EA for its run. In this paper APmeta 
version was used. Meta-evolutionary approach means 
usage of one main evolutionary algorithm for AP 
process and second algorithm for coefficient estimation, 
thus to find optimal values of constants in the 
evolutionary synthesized control law.  
SOMA algorithm was used for main AP process and DE 
was used in the second evolutionary process. Settings of 
EA parameters for both processes were based on 
performed numerous experiments with chaotic systems 
and simulations with APmeta (Table 1 and Table 2). 
 
Table 1: SOMA settings for AP  

PathLength 3 
Step 0.11 
PRT 0.1 
PopSize 50 
Migrations 4 

Max. CF Evaluations (CFE) 5345 

 
Table 2: DE settings for meta-evolution 

PopSize 40 
F 0.8 
CR 0.8 
Generations 150 

Max. CF Evaluations (CFE) 6000 
 

Basic set of elementary functions for AP: 
GFS2arg= +, -, /, *, ^ 
GFS0arg= datan-9 to datan, K 
 
Total number of 35 simulations was carried out. The 
most simulations were successful and have given new 
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synthesized control law, which was able to stabilize the 
system at required behaviour (p-2 orbit) within short 
simulation interval of 200 iterations. Total number of 
cost function evaluations for AP was 5345, for the 
second EA it was 6000, together 32.07 millions per each 
simulation. See Table 3 for simple CF values statistic. 
 
Table 3: Cost Function values 

Min 149.004 
Max 347.57 
Average 203.633 

 
The novelty of this approach represents the synthesis of 
feedback control law Fn (9) (perturbation) for the 
Logistic equation inspired by original ETDAS control 
method.  
 

( ) nnnn Fxrxx +−=+ 11  (9) 

 
Following Table 4 contains examples of synthesized 
control laws. Obtained simulation results were classified 
into 3 groups, based on level of approaching to real p-2 
UPO, which for unperturbed logistic equation has 
following values: x1 = 0.3737, x2 = 0.8894. More about 
this phenomenon is written in conclusion section. 
Table 4 covers identification number of UPO 
approaching level group, direct output from AP – 
synthesized control law without coefficients estimated, 
further the notation with simplification after estimation 
by means of second algorithm DE, corresponding CF 
value, orbit values between which system oscillates, and 
identification of figure with simulation results. 
 

 
Table 4: Simulation results 
Group Control Law Control Law with coefficients CF Value Orbit Values Figure 

1 2
241 −−= nnn xxKF  2

2439286.0 −−= nnn xxF  195.881 0.98 – 0.44 4a 

1 3
72

61
−

−

− −
+
+

−= n
n

n
n x

xK

xK
F  3

7

6

367.47

0535.50
−

−

− −
+
−

−= n
n

n
n x

x

x
F  198.685 0.98 – 0.44 4b 

2 1
1

K
nn xF −=  464.19

1−= nn xF  149.061 0.94 – 0.21 4c 

3 
122

21

−−

−
+−= nn

n

xxK

xK

nn xF  12

2

09052.0

5103.12

−−

−
+−= nn

n

xx

x

nn xF  188.251 0.91 – 0.36 4d 

 
Figure 4a Figure 4b 

 

Figure 4c 
 

Figure 4d 

 
Figure 4: Examples of results – stabilization of chaotic system by means of control laws given in Table 4. 
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CONCLUSION 

This paper deals with a synthesis of a control law by 
means of AP for stabilization of selected chaotic system 
- Logistic equation at higher periodic orbit. In this 
presented approach, the analytic programming was used 
instead of tuning of parameters for existing control 
technique by means of EA’s as in the previous research. 
Presented results reinforce the argument that AP is able 
to solve this kind of difficult problems and to produce a 
new synthesized control law in a symbolic way securing 
desired behaviour of chaotic system and quick 
stabilization. 
An interesting phenomenon was discovered in 
simulation results. Since there was no information about 
exact position of p-2 orbit in the chaotic attractor 
transferred into evolutionary process and cost function 
was designed to operate in blackbox mode, thus on the 
basis of selection of desired system behaviour, AP 
synthesized control laws, which can be classified based 
on level of approaching to real p-2 UPO. It is very 
interesting, that these control laws are able to stabilize 
the chaotic system on optional artificial periodic orbits. 
Most of common control method was developed for 
stabilization only on real UPO with low energy costs. 
The question of energy costs and more precise 
stabilization will be included into future research 
together with development of better cost functions, 
different AP data set, and performing of numerous 
simulations to obtain more results and produce better 
statistics, thus to confirm the robustness of this 
approach. 
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Abstract: Vehicle to vehicle communication (V2VC) 
is one of the modern approaches for exchanging and 
generating traffic information with (yet to be realised) 
potential to improve road safety, driving comfort and traffic 
control. In this paper, we present a novel algorithm which is 
based on V2V communication, in-vehicle sensor 
information and inter-vehicle collaboration which can be 
used to detect road conditions and determine the 
geographical area where this road condition exists – e.g. 
area where there is increased traffic density, unusual traffic 
behaviour, a range of weather conditions (raining), etc. The 
built-in automatic geographical restriction of the data 
collection, aggregation and dissemination mechanisms 
allows warning messages to be received by other cars, not 
necessarily sharing the identified road condition, which may 
then be used to identify the optimum route taken by the 
vehicle e.g. to avoid bottlenecks or dangerous areas 
including accidents or congestion on their current routes.  

The Traffic Condition Detection Algorithm (TCDA) - 
which we propose here - is simple, flexible and fast and 
does not rely on any kind of roadside infrastructure 
equipment. It could offer a live road condition information 
channel at - almost - no cost to the drivers and public/private 
traffic agencies and has the potential to become an 
indispensable part of any future intelligent traffic system 
(ITS). The benefits from applying this algorithm in traffic 
networks are identified and quantified through building a 
simulation model using Network Simulator II (NS2). 
 
Keywords:	  Wireless, Ad hoc network, Vehicular ad-

hoc networks (VANET), Mobile ad-hoc networks 
(MANET), Vehicular Networks, Collaboration, ICT, ITS, 
collaborative knowledge generation, traffic information 
systems.  

1 INTRODUCTION 

One of the main advantages of the ad-hoc networks is 
the opportunity to use collaborative effort in connecting and 
delivering network messages as necessary [1]. This 
opportunity is under-utilised so far in the area of traffic 
control and traffic information systems where every car can 
be considered to be a node in an ad-hoc network [2]. Our 
aim is to investigate the possibility of bringing ad-hoc 
collaborative information generation and control into such 
systems and investigate how the functionality of the ad-hoc 
node (within the vehicle) affects the quality of the traffic 

wireless information systems in ITS. The project covers the 
middle ground between Vehicular Adhoc Networks 
(VANETs) and collaborative data generation based on 
knowledge granularity (aggregation) [3]. It investigates the 
design, implementation and modelling of the functionality 
of a condition identification algorithm for an intelligent 
node in ITS wireless information system that will be - at the 
same time - an active participant in the formation, routing 
and general network support of such systems and also act as 
an in-car traffic information and real-time control generator 
and distributor. [4]. 

The main research objectives are to design the 
algorithms’ functionality and to implement a model of the 
network with the required node features which it is 
anticipated will form the basis of a future real-life case study 
implementation. Background 
Designing a data dissemination protocol is still one of the 
open research questions being investigated in VANETs. 
Some protocols that have been proposed for Mobile Adhoc 
Networks MANET  are summarised here:  
1.1.1. Flooding approach: The algorithm for Simple 

Flooding [5] starts with a source node broadcasting a 
packet to all neighbours. Each of those neighbours in 
turn rebroadcasts the packet exactly one time and this 
continues until all reachable network nodes have 
received the packet. Broadcasting through flooding 
causes increased redundancy of messages, contention, 
collision, and wastage of channel bandwidth within 
the network. 

1.1.2. Probability Based approach: The Probabilistic 
scheme is similar to Flooding, except that nodes only 
rebroadcast with a predetermined probability. In 
dense networks multiple nodes share similar 
transmission coverage. Thus, randomly having some 
nodes not rebroadcast saves node and network 
resources without harming delivery effectiveness. In 
sparse networks, there is much less shared coverage; 
thus, nodes won’t receive all the broadcast packets 
with the Probabilistic scheme unless the probability 
parameter is high. When the probability is 100%, this 
scheme is identical to Flooding. But setting the 
broadcast probability value dynamically in different 
traffic situations is also a challenge. 

1.1.3. Cluster Based Approach: Cluster-Based methods can 
enhance the performance of dense MANET [6]. In 
this scheme, the nodes in one network are divided into 

Traffic Condition Detection Algorithm (TCDA) for 
VANET Nodes in Wireless Intelligent Transportation 

Information Systems 
EmadEddin A. Gamati, Evitm Peytchev, Richard Germon 

  {emadeddin.gamati, evitm.peytchev, richard.germon}@ntu.ac.uk 
 Nottingham Trent University - School of Science and Technology - Computing and Informatics Building,  

Clifton Lane, Nottingham, NG11 8NS, UK. 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

459



 

several clusters and each has a cluster head node. 
When broadcast is implementing, only cluster heads 
will rebroadcast the message, which minimizes 
broadcast flooding. The schemes use statistical and 
geometric characteristics divide the network into 
clusters. This kind of methods is more suitable to the 
scenario in which vehicles distribute to clusters 
spontaneously and the clusters can maintain for a 
period of time. 

1.1.4. Area Based Approach: Suppose a node receives a 
packet from a sender that is located only one meter 
away. If the receiving node rebroadcasts, the 
additional area covered by the retransmission is quite 
low. On the other extreme, if a node is located at the 
boundary of the sender node’s transmission distance, 
then a rebroadcast would reach significant additional 
area. A node using an Area Based Approach can 
evaluate additional coverage area based on all 
received redundant transmissions. Some methods has 
been proposed: 

1.1.4.1. Counter Based Scheme: [7] show an inverse 
relationship between the number of times a packet is 
received at a node and the probability of that node 
being able to reach additional area on a rebroadcast. 
This result is the basis of their Counter-Based 
scheme. Upon reception of a previously unseen 
packet, the node initiates a counter with a value of 
one and sets a RAD (which is randomly chosen 
between 0 and Tmax seconds). During the RAD, the 
counter is incremented by one for each redundant 
packet received. If the counter is less than a threshold 
value when the RAD expires, the packet is 
rebroadcast. Otherwise, it is simply dropped. The 
overriding compelling features of the Counter-Based 
scheme are its simplicity and its inherent adaptability 
to local topologies. That is, in a dense area of the 
network, some nodes won’t rebroadcast; in sparse 
areas of the network, all nodes rebroadcast. 

1.1.4.2. Hop Count Ad hoc Broadcast (HCAB): it 
inherited from Counter Based Scheme after some 
modification [8]. In HCAB, upon receiving a 
broadcast message for the first time, the node 
initiates a flag R = true and records  initial hop count 
value HC0 of this message. Meanwhile, this node 
sets a RDT value between 0 and Tmax. During the 
RDT, the node compares the hop count of 
redundantly received message HCx with HC0 and flag 
R is set to false if HCx > HC0. When the random 
delay expires, the node will relay this message if R is 
true. Otherwise, it just drops this message. 

1.1.4.3. Distance Based Scheme: exploits the 
geographical information of the node i.e., a distance 
threshold value is pre-defined. Upon reception of a 
previously unseen message, a RDT is initiated and 
redundant messages are cached. When the RDT is 
expired, all source node locations are examined to 
see if the node is closer than a threshold distance 
value. If true, the node doesn’t rebroadcast 

1.1.4.4. Location Based Scheme: In this method, the 
source node also appends its geographical position 
information with the message. The receiving node 
then calculates the additional broadcast coverage area 

with the help of positioning data sent by the source 
node. If the additional area is less than a threshold 
value, the node will not rebroadcast, and all future 
receptions of the same message will be ignored. 
Otherwise, a node assigns a RDT before delivery. If 
the node receives a redundant message during a 
RDT, it recalculates the additional coverage area and 
compares it with the threshold. This process is 
continued until the message is rebroadcasted or 
finally dropped [9]. 

1.1.5. Neighbour knowledge Based Approach: exchange 
neighborhood information among the hosts. There are 
two major approaches in this scheme [9]. In Self-
pruning, each node maintains the knowledge of its 
neighbors by periodically exchanging the “Hello” 
messages. The receiving node first compares its 
neighbor list to that of sender’s list, and rebroadcast 
the message only if the receiving node can cover 
additional nodes. The Scalable Broadcast Algorithm 
(SBA) is similar to self-pruning except that all nodes 
have knowledge of their neighbors within a two hop 
radius 

 
Most of the existing systems in use today work through 

establishing direct connection between a mobile node and 
pre-existing infrastructure node, which immediately raises 
questions about the compatibility, required services, 
updating devices, cost …etc. when we move to collaborative 
ad-hoc networking and in the same time, the systems 
already in place have relatively high cost [10][11][12]. 
While designing the proposed algorithm this paper will try 
to answer the question “How can we establish collaborative 
data and knowledge generation for the discovery of road 
conditions based on car-to-car message exchange?” and also 
define the functionality of an intelligent node and possible 
message formats  

2 TRAFFIC CONDITION DETECTION ALGORITHM (TCDA) 

2.1 Algorithm Scope: 
Some road conditions can either be derived from the 

activity of the individual cars’ electronic helpers like ESP 
(Electronic Stability Program) or ABS (Anti-locking Brake 
System), or alternatively, sensors embedded in the 
individual vehicle may provide this information. There are 
heuristic rules for deciding whether one is in danger of 
hydroplaning, or how to assess whether the road in front of 
the vehicle is icy or not. Measuring the temperature, the 
windshield wiper status or the humidity allow the weather 
conditions local to a vehicle (such as rainfall, ice or fog) to 
be determined. Through collaboratively sharing such 
information a driver may have sufficient knowledge to elect 
to choose an alternative route that is known (again through 
collaborative data exchange)  to offer a safer or less 
congested route.. Of course there are subtleties that need 
consideration such as assessing  rainfall  by the windshield 
wipers status; this should be distinguished from cleaning the 
windshield.. 

460



 

2.1.1 Scope of the TDCA algorithm  
The TDCA algorithm aims at identifying road conditions on 
the basis of exchanging sensor information shared between 
the vehicles on the road (as opposed to identifying the 
conditions on the basis of individual cars’ sensors). The 
identification process has several important 
outcomes/features: 

i) Traffic condition sensing: share detected individual 
cars’ status and their data (average speed, windscreen 
wipers on/off, slippery strength …) by exchanging 
messages between nodes which leads to determining 
road conditions. 

ii) Information dissemination: Define node behaviour in 
terms of message routing. This mechanism depends on 
comparing the received data with the known data in 
each node. 

iii)  Zone Identification: Define node behaviour in terms of 
road condition zone identification. Based on the 
available shared data each node knows about the 
surrounding nodes status and any node can identify the 
borders of the zone and then generate and broadcast a 
warning message around. 

2.1.2 Examples of situations detected by the TDCA 
Algorithm: 

To put the algorithm in its context, it will be useful to 
present some examples of the possible road situations 
(conclusions) we can come up with based on sharing 
individual car sensors data (the numbers quoted in the table 
are representative rather than conclusive for the condition 
and represent a matter of future investigation in real-life 
experiments). 
 

 Individual Car 
sensors data 

Optimum Num 
example/case 

Possible 
Conclusion 

1 Windscreen Wipers 30% of cars = ON Rainy 
2 ABS Control. 5 cars = ON Slippery (snow) 
3 Slippery Oil Spot. 2 cars Slippery spot 
4 Fog light. 50% of cars ON Foggy 
5 Traffic flow Speed. (60%) Slow/Stop Traffic Jam 
6 Reduce Speed. 5 cars within 1sec Hazard Ahead 

Table 1:Examples of some situations 

 
We can consider that column two is in effect a Search 
Condition Limitation number. Assuming that this Search 
Conditions Limitation is reached then a zone with the 
condition (third column) is identified and then the 
information system can inform the rest of nearby cars to be 
aware of the situation within that zone if they plan to pass 
through it. 

2.1.3 Algorithm Features: 

The algorithm is very flexible and has several variable 
parameters (e.g. variable number of Hops used to scan any 
area) which influence the final outcome and this paper 
presents our conclusions in determining the optimal set of 
values: 
i) Conditions Search Limitation (CSL): Control the 

searching area for any situation by using selection of 

parameters (number of hops from source, certain 
timeout, and/or distance from source). 

ii)  Multi-zones detection: in case of more than one zone, it 
can Detect each situation zone borders separately (even 
if they are overlapped). Then report them in one or 
multiple warning messages. 

 
 
 
 
 

iii) Delay for data collection: Random time slots are used to 
delay the  forwarding of received messages (this 
increases the collecting information period but reduces 
the number of exchanged messages). 

2.2 Algorithm Description: 

2.2.1 Assumptions: 
i) All nodes are identical, mobile and in an active state. 
ii)  Each node is able to determine its position (e.g. equipped 

with a GPS onboard). 
iii) The distributions, density, distance between nodes, 

active nodes selection are completely random. But the 
movement patterns are fixed. 

iv) Message delivery reliability is assumed to be standard 
wireless networks reliability with all the delays, packet 
loss or interference inherent to such networks.  

2.2.2 Definitions of the used Terms: 
i) Node behaviour: Node behaviour is the reaction of the 

node (or car) when receiving a message. The reaction 
can be: 
a. Forward the message if it is message received for the 

first time, otherwise discard. 
b. Discard the message if it is redundant. 
c. Generate new Situation Discovery Message (SDM) 

if the received message carries new information 
compared to the existing information, so the 
generated message will travel in all directions 
(broadcast). 

Here is detailed reaction table for a node based on the result 
of comparing the received message with the existing data 
from old messages (case a, b, c – algorithm description 
2.2.3) for one, two or more hops cases: 
 

Existing 
information 

Received 
 Information 

Node Reaction to 
received Msg 

Yes Yes Generate new SDM 
Yes No Discard 
No Yes Forward received SDM 
No No Discard 

Table 2: Node reaction to receive new message 
   

ii)   Active Node (AN): refers to any node with sensors 
indicating that a certain road condition(s) is present and 
is to be reported to other nearby cars or nodes. 

iii) Non-Active Node (NAN): refers to any node with 
sensors indicating that a certain road condition(s) is 
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NOT present (the node will serve as a router to forward 
messages coming from nearby nodes). 

iv) Situation Discovery Message (SDM): a message 
generated by AN or - in some cases - by NAN (see 
previous table). Its purpose is to establish zone 
identification and contains:  

 
v)  

Fields Data in field 
#1 unique SDM ID (nodeNo:timestamp:Position) 
#2 SDM limitation conditions (Hops:timeout:distance).  
#3 ..  Nodes seen (NodeID:Time:Situations:position).  

Table 3: SDM format 
 
vi) Situation Warning Message (SWM): generated by any 

node discover a situation zone. It contains the fields:  
Fields Data in field 

#1 unique SEM ID (SourceNo:timestamp:Position) 
#2 SWM travel conditions (Hops:timeout:distance).  
#3 .. etc Zones detected (NodeID:Time:Situations:position) 

Table 4: SWM format 

2.2.3 Algorithm Description: 
 
If a node detects or senses any of the identifiable road 

conditions it becomes an active node – AN, and if it has not 
received other nodes’ SDM with the same condition 
discovery requests within a certain time out period it 
initiates a traffic condition discovery sequence, generates an 
SDM and broadcasts it to all nodes in its range as a first 
wave (called first hop) to inform all nodes of its current 
situation (Figure 1a) and enquire if other nodes have the 
same condition. From that time point onwards it initiates the 
traffic condition discovery sequence every time after the 
time out expires or until it becomes non-active ( NAN).  

 

 
 
If the maximum number of hops is not reached (SDM 

reaches the maximum number of hops if transmitted 
successively by NAN nodes) and if none of nodes have the 
same situation, they forward the same SDM to the next 
neighbour’s nodes as a second wave (second Hop) to inform 
the others for the current situation (Figure 1b).  

 
But, if one of its neighbours has got any new situation at 

the same time of receiving the message, it will generate new 
SDM that contains its current condition and also all the 

information it has previously identified about the nearby 
nodes.  

Again, all nodes will forward the same SDM to the next 
neighbour’s as third hop (Figure 1c) after they update the 
message by its current situation. Those steps will be 
repeated until the CSL become true or the maximum 
number of hops is reached. 

 

 
Each node is capable of keeping track of all seen 

messages, which allows it to discard all redundant messages. 
Also each node keeps all the information it has about all 
“seen” nodes – all nodes contained in the messages received 
by the node - in two different lists, the first list for AN’s and 
the second for NAN’s.  

If any node – at any Hops – has the same/new situation, a 
new SDM will be generated containing its additional 
information as well as the information it holds about the 
other surrounding nodes and broadcast it to all nearby 
nodes. Previous steps will be repeated until – again – the 
CSL becomes true (Figure 2). 

After short period of exchanging SDM’s, nodes will have 
acquired all information about the surrounding nodes. Each 
node should hold three lists: Seen Messages list (to reduce 
redundancy), active node seen list and non active nodes seen 
list. Each time a node receives a message it updates its lists 
and checks whether the optimum number for each detectable 
situation is achieved or not. If it is not, it will forward an 
SDM to the next hops. But in the case where this number 
has been achieved, a new Situation Warning Message 
(SWM) will be generated and broadcast and a new CSL will 
be setup to determine the life time of the SDM.  

3 SIMULATION STAGE 

3.1 Simulation parameters: 
A model of an adhoc network was set up to simulate the 
adhoc vehicular network using NS2. Chosen parameters  to 
simulate real life scenarios were , assigned as follows: 
 
 

 
Figure 1b:  Cross road Scenario - Second Hops 

 
Figure 1c:  Cross road Scenario -   Third Hops and so on … 

 
Figure 1a:  Cross road Scenario - First Hops 
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Simulation Parameter Assigned Value 

Channel Type Channel/WirelessChannel     
radio-propagation model Propagation/TwoRayGround    
network interface type Phy/WirelessPhy             
MAC type Mac/802_11                  
interface queue type Queue/DropTail/PriQueue     
link layer type LL                          
Routing Protocol                   DumbAgent 
Topology Type/Size Flat Grid/(1000mX1000m) 
Nodes Distribution Complete Random 
Movement Pattern Fixed/Partial Random selection 

Table 5: the used parameter 

 

3.2 Iteration in simulation: 
 
Our diagrams are aggregated and averaged from data 
collecting after repeating the simulation a number of times.  
As illustrated in  Figure 3, the following data is calculated: 
 
 Total number of Messages (sent / received / discarded). 

 Simulation Time needed (by all nodes / per node). 

 Active nodes seen (Max / Min) among all nodes. 

 Non-active nodes seen (Max / Min) among all nodes. 

 Number of nodes saw (all active nodes / nothing). 

 Number of nodes recognize up to (25/50/75/100) % of the 

whole active nodes. 

 Number of nodes recognize up to (25/50/75/100) % of all 

non-active nodes. 

 
 
 
The simulation results are compiled on the basis of average 
results of running the simulation 10 times per each 

assumption (each Delay Time × each max Hops × each 
Active node number × each total number of all nodes) with 
complete random selection of active nodes. The movement 
patterns we tested are two cases: first case, complete random 
generation in each round, second case, the same movement 
pattern for all rounds with the same delay and number of 
hops. 
 

 

4 RESULTS 

4.1 Results Aggregation:  
The simulation has been repeated 32,000 times and the 

aggregate results are presented on (Fig 4), (Fig 5) and (Fig 

 
Figure 3:  Simulation Iteration Illustration 

 

 
Figure 2:  Node Behavior (Case A: New Situation Detection | Case B: New message Received) 
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6). 
 
To help improve the aggregation and visualisation of the 

data and present them in dynamic form, a tool has been 
developed for that purpose (Using VC# 2009 as 
programming language). The tool can help in discovering 
the trend for any of the collected data (e.g.: number of 
exchange messages, max seen active nodes…) based on the 
number of hops and delay time. This approach makes us 
able to predict the optimum number of hops with the best 
delay time. We use it to establish the optimum parameters 
for the best performance of the algorithm (e.g.: reducing the 
number of exchanged message over the most suitable delay 
time with the maximum number of recognized active nodes 
and the maximum number of non-active nodes). 

4.2 Results Analysis: 
As we are looking for the optimum number of hops to 

discover the whole local area and, at the same time, the 
optimum Delay time each node should use before resending 
any message, we analyse all the available data from the 
simulation with these two parameters (Num of Hops & 
Delay Time) as variables separately.  

 
The number of exchange messages needed, message 

exchange time and number of recognized nodes (AN/NAN) 
are used as indicators for the best results and are sufficient 
to detect any Traffic Condition. The results for each are 
considered in the following: 

4.2.1 Number of Exchanged Messages as a function of the 
number of hops: 

 

Figure 4 shows the number of sent, received, lost and 
redundant messages at each node and indicates how noisy 
the system is. It also gives an indication of the optimal value 
for the number of hops parameter. 

 

4.2.2 Total Time for area discovery as a function of the 
number of hops: 

Figure 5 shows the total time needed for the algorithm to 

finish as a function of the number of hops parameter. 
Choosing the shortest total time needed to exchange all 
messages to detect a certain situation is important for the 
speed of detection and also for the timeout required before 
re-initianting the discovery sequence. 

 

4.2.3 Number of recognized nodes (AN / NAN): 

Knowing the ratio between AN and NAN (or simply their 
numbers) is crucial to detect if the situation is present or not. 
The results of the experiments presented in Figure 6 show 
the number of recognised nodes as a function of the number 
of hops parameter.  

 
4.3 Results outcome 

This study attempts to identify the optimum value for two 
algorithm parameters; number of hops and delay time.  The 
assumption is that different situations are detected by 
different numbers of recognized AN/NAN (e.g: situation is 
rainy if 33% of nodes are AN, or a slippery spot can by 
detected by 3 AN regardless the number of NAN). Analysis 
of the graphs presented indicates that there is no fixed 
optimum number either for delay time or number of hops. 
Consequently a range of numbers for these two parameters 
must be considered dependant on the detection cases.. Based 
on these assumptions, we are looking for the best results 
which can recognize from 50% up to 100% of active nodes 
which will be enough to cover all cases.  

In the graphs presented the point of saturation i.e. where an 
increase in the value of the investigated parameter gives 
relatively small improvement in the quantity of 

 

 
Figure 6:  Active nodes Recognition 

 

 
Figure 4:  Numbers of sent, received and Discarded Messages 

 

 
Figure 5:  Total Time and Time per node 
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sent/received/discarded messages. The results show clearly 
that using from 3 up to 5 hops is optimum to detect any 
Traffic Condition if we consider the mentioned indicators.  
  

The results show that the greatest delay time will reduce 
the number of exchanged messages, but will increase the 
total time needed to recognize the biggest possible number 
of AN/NAN. This is a difficult compromise between Time 
and noise, though a figure between 0.01 and 0.1 second 
seems to be indicated. 

5 CONCLUSION 

As an infrastructure-less vehicle-to-vehicle 
communication algorithm in terms of data sharing and 
collaborative generation of information, the proposed 
TCDA is a highly efficient protocol compared to pure 
flooding – the only algorithm reported so far capable of 
discovering reliably the information on an ad-hoc basis. 
Also, it has been proved that the algorithm can discover 
traffic conditions within certain areas using both dynamic 
variable search limitations and an intelligent routing 
mechanism. Optimal values for recommended number of 
hops and delay time have been identified and reported. 

6 FUTURE WORK 

It is clear that tomorrow’s driving assistance systems can 
go far beyond their present capabilities by implementing co-
operation and information exchange in order to collectively 
and cooperatively perceive the driving environment. Making 
decisions dependent on the environment can serve car 
drivers, ITS, environment and people more generally. This 
paper demonstrates a way of achieving this goal and paves 
the way for new and improved algorithms which to use car-
to-car communication for traffic context identification. In 
this context the algorithm itself can be improved by 
identifying dynamically the boundary conditions as well as 
dynamic change of the traffic conditions for identification 
and employment of  dynamic parameter restrictions. 

7 REFERENCES 
                                                           
[1] L. Krishnamachari, D. Estrin, and S.Wicker. The impact of data 
aggregation in wireless sensor networks. In ICDCSW ’02: Proceedings of 
the International Conference on Distributed Computing Systems, pages 
575–578, 2002. 
[2] Thomas, M.; Peytchev E.; Al-Dabass D.; “Auto-sensing and 
distribution of traffic information in vehicular ad hoc networks“, 
International Journal of Simulation, January 2004, PP 59-63, Volume: 5(3), 
ISSN: 1473-804X 
[3] JA Fax, RM Murray, “Information flow and cooperative control of 
vehicle formations - IEEE Transactions on Automatic Control, 2004 
[4] J. Jetcheva, Y. Hu, D. Maltz, and D. Johnson. A simple protocol for 
multicast and broadcast in mobile ad hoc networks. Internet Draft: draft-
ietf-manetsimple-mbcast-01.txt, July 2001. 
[5] Kim, K. W., Kim, K. K., Han, C., Lee M. M., and Kim Y. 2008. An 
Enhanced Broadcasting Algorithm in Wireless Adhoc Networks, 
International Conference on Information Science and Security (2008). 

                                                                                                  
[6] Lou, W. and j. Wu,, “A cluster-based backbone infrastructure for 
broadcasting in MANET” Proceedings of the ACM international workshop 
on Modelling Analysis and simulation of Wireless and Mobile Systems 
(MSWIM), pp: 61-68. 
[7] David R. Choffnes , Fabián E. Bustamante, “An integrated mobility 
and traffic model for vehicular wireless networks”, Proceedings of the 2nd 
ACM international workshop on Vehicular ad hoc networks, September 02-
02, 2005, Cologne, Germany. 
[8] Huang, Q., Bai, Y., Chen L. 2006. Efficient ligt weight broadcasting 
protocols for multihop ad hoc networks, The 17th Annual IEEE 
International Symposium on PIMRC'06. 
[9] Kouvatsos, D., Mkwawa, I. 2005. Broadcasting Methods in Mobile Ad 
Hoc Networks: An Overview, In  Proceedings of the HetNet (UK, 2005). 
[10] M. Raya and J.-P. Hubaux. The security of vehicular ad-hoc 
networks. In SASN ’05: Proceedings of the 3rd ACM workshop on 
Security of ad hoc and sensor networks, pages 11–21, 2005. 
[11] C. L. Robinson, L. Caminiti, D. Caveney, and K. Laberteaux. 
Efficient coordination and transmission of data for cooperative vehicular 
safety applications. In VANET ’06: Proceedings of the 3rd ACM 
International Workshop on Vehicular Ad Hoc Networks, pages 10–19, 
2006. 
[12] Xue Yang, Jie Liu, Feng Zhao, and Nitin Vaidya, “A Vehicle-to-
Vehicle Communication Protocol for Improving Road Safety,” The 1st 
International Conference on Mobile and Ubiquitous Systems: Networking 
and Services (Mobiquitous 2004), Boston, MA, Aug. 22-26, 2004 

465



CLASSIFICATION CONFIDENCE OF FUZZY RULE-BASED CLASSIFIERS

Tomoharu Nakashima
Department of Computer Science and Intelligent Systems

Osaka Prefecture University
Gakuen-cho 1-1, Naka-ku, Sakai, Osaka 599-8531, Japan

Email: nakashi@cs.osakafu-u.ac.jp

Ashish Ghosh
Machine Intelligence Unit
Indian Statistical Institute

203 B.T. Road, Kolkata 700108, India
Email: ash@isical.ac.in

KEYWORDS

Fuzzy if-then rule, pattern recognition, classification
boundary, classification confidence, and cost-sensitive
classification.

ABSTRACT

In this paper we first introduce the concept of classifica-
tion confidence in fuzzy rule-based classification. Clas-
sification confidence shows the strength of classification
for an unseen pattern. Low classification confidence for
an unseen pattern means that the classification of that pat-
tern is not very clear compared to that with high clas-
sification confidence. Then we focus on the minimum
classification confidence for fuzzy rule-based classifiers
using the classification confidence. The minimum clas-
sification confidence represents the worst classification
among given training patterns. Some discussion on as-
signing a weight to training pattern is given to show that
cost-sensitive fuzzy rule-based classifiers are advanta-
geous for producing a large minimum-confidence clas-
sifiers. A series of experiments are done in order to show
that reasonable classification boundaries can be obtained
by cost-sensitive fuzzy rule-based classifiers if appropri-
ate weights are assigned to training patterns.

INTRODUCTION

Fuzzy systems based on fuzzy if-then rules have been re-
searched in various fields such as control (Lee, 1990),
classification and modeling (Ishibuchi et al., 2004). A
fuzzy rule-based classifier is composed of a set of fuzzy
if-then rules. Fuzzy if-then rules are generated from a
set of given training patterns. Advantages of fuzzy clas-
sifiers are mainly two-folds: First, the classification be-
havior can be easily understood by human users. This can
be done by carefully checking the fuzzy if-then rules in
the fuzzy classifier because fuzzy if-then rules are inher-
ently expressed in linguistic forms. Another advantage is
nonlinearity in classification. It is well known that non-
fuzzy rule-based classifiers are difficult to perform non-
linear classification because classification boundaries are
always parallel to attribute axes in most cases. The non-
linearity of fuzzy classification leads to high generaliza-
tion ability of fuzzy rule-based classifiers while its clas-
sification behavior is linguistically understood.

While fuzzy rule-based classifiers have high general-
ization ability and linguistic interpretability, much re-
search work has not been done on how well they assign
input patterns with class labels. For example, high gen-
eralization ability of support vector machine (Abe, 2010)
is discussed from mathematical view point based on the
concept of margin. The margin is defined as the mini-
mum distance between training patterns and the classi-
fication boundaries. However, it is difficult to find the
margin for fuzzy rule-based classifiers because the clas-
sification boundaries are usually non-linear.

In this paper, we introduce the concept of confidence
of classification for fuzzy rule-based classifiers. The con-
cept of confidence is defined as the degree of how well an
input pattern is assigned to a class label by a fuzzy rule-
based classifier. We focus on the minimum confidence of
classification among given training patterns as it repre-
sents the worst confidence of classification. It is expected
that a fuzzy rule-based classifier with high generalization
ability has a large minimum confidence of classification.
We also discuss the relationship between the minimum
confidence of classification and the classification bound-
aries. After a cost-sensitive version of fuzzy rule-based
classifiers is introduced, we show that fuzzy rule-based
classifiers with a large minimum confidence of classifica-
tion can be obtained by appropriately assigning weights
to training patterns.

FUZZY RULE-BASED CLASSIFIER

In this paper, a fuzzy rule-based classifier proposed in
(Ishibuchi et al., 2004) is used. It should be noted that
the idea of the classification confidence can be applied
to any forms of fuzzy classifiers if they are rule-based
systems. An overview of the system in (Ishibuchi et al.,
2004) is given below.

Fuzzy If-Then Rule

In a pattern classification problem with n dimensional-
ity and M classes, we suppose that m labeled patterns,
xp = {xp1, xp2, · · · , xpn}, p = 1, 2, · · · ,m, are given
as training patterns. We also assume that without loss of
generality, each attribute of xp is normalized to a unit in-
terval [0, 1]. From the training patterns we generate fuzzy
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if-then rules of the following type:

Rq: If x1 is Aq1 and · · · and xn is Aqn

then Class Cq with CFq,
q = 1, 2, · · · , N,

(1)

where Rq is the label of the q-th fuzzy if-then rule, Aq =
(Aq1, · · · , Aqn) represents a set of antecedent fuzzy sets,
Cq a the consequent class, CFq is the confidence of the
rule Rq, and N is the total number of generated fuzzy
if-then rules.

We use triangular membership functions as antecedent
fuzzy sets. Figure 1 shows triangular membership func-
tions which divide the attribute axis into five fuzzy sets.
Suppose that an attribute axis is divided into L fuzzy sets.
The membership function of the k-th fuzzy set is defined
as follows:

µk(x) = max
{

1 − |x − xk|
v

, 0
}

, k = 1, · · · , L, (2)

where

xk =
k − 1
L − 1

, k = 1, · · · , L, (3)

and
v =

1
L − 1

. (4)

Let us denote the compatibility of a training pattern xp

with a fuzzy if-then rule Rq as µAq (xp). The compati-
bility µAq (xp) is calculated as follows:

µAq (xp) =
n∏

i=1

µAqi(xpi), q = 1, 2, · · · , N, (5)

where µAqi(xpi) is the compatibility of xpi with the
fuzzy set Aqi and xpi is the i-th attribute value of xp.
Note that µAqi(xpi) is calculated by (2).

The number of fuzzy rules to be generated is Ln. That
is, the number of rules increases exponentially for the
division number and the dimensionality.

Attribute value (x)

1.0

1.0

0.0

Membership value ( ))(x
k

µ

Figure 1: Triangular fuzzy sets.

Generating Fuzzy If-Then Rules
A fuzzy classification system consists of a set of fuzzy
if-then rules. The fuzzy if-then rules are generated from
the training patterns xp, p = 1, 2, . . . ,m. The number of
generated fuzzy if-then rules is determined by the num-
ber of fuzzy partitions for each axis (i.e., L in (2) ∼ (4)).
That is, the number of generated fuzzy if-then rules is

the number of combinations of fuzzy sets that are used
for attribute axes. Although different numbers of fuzzy
partitions can be used for different axes, in this paper we
assume that it is the same for all axes. In this case, the
number of fuzzy if-then rules is calculated as N = Ln

where n is the dimensionality of the pattern classification
problem at hand. In this paper, it is supposed that all at-
tributes are divided in the same way (i.e., the same fuzzy
partition). An illustrative example is shown in Fig. 2. In
Fig. 2, a two-dimensional pattern space is divided into
32 = 9 fuzzy subspaces as each attribute is divided into
three fuzzy sets. Each subspace is labeled with a rule
label (R1 ∼ R9). For example, the antecedent part of
Rule R6 has the fuzzy set A3 for attribute x1 and A2 for
attribute x2. In this way, the total number of generated
fuzzy if-then rules and the antecedent part of each fuzzy
if-then rule are automatically determined after the num-
ber of fuzzy sets for each attribute is determined.
 

 

A1 

A2 

A3 

A1 A2 A3 

Rule R6: 

If x1 is A3 and x2 is A2  

then Class ? with CF = ? 
x2 

0.0 

0.0 1.0 
x1 

R1 R2 R3 

R4 R5 R6 

R7 R8 R9 

1.0 

Figure 2: Two-dimensional illustrative example of spec-
ifying the antecedent part of a fuzzy if-then rule (three
fuzzy sets for both the two attributes).

The consequent part of fuzzy if-then rules (i.e., Cq and
CFq in (1)) is determined from the given training pat-
terns once the antecedent part is specified. The conse-
quent class Cq of the fuzzy if-then rule Rq is determined
as follows:

Cq = arg max
h=1,...,M

βq
h, (6)

where
βq

h =
∑

xp∈Class h

µAq (xp). (7)

That is, the most matching class with the fuzzy if-then
rule is selected considering the given training patterns.
If there is not any training pattern that is covered by the
fuzzy if-then rules, the consequent class is set as empty.
Also, in the case where multiple classes have the maxi-
mum value in (6), the consequent class is set as empty.
The confidence CFq is determined as follows:

CFq =
βCq − β̄

m∑
h=1

βq
h

, (8)
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where
β̄ =

1
M − 1

∑
h6=Cq

βq
h. (9)

There are other formulations for determining the confi-
dence. Interested readers are referred to Ishibuchi et al.
(2004) for the discussion on the confidence calculation
and the performance evaluation.

Classification of Unseen Patterns
Generated fuzzy if-then rules in the previous subsec-
tions are used to assign a class label to an unseen pat-
tern which is not included in the set of training pat-
terns. Let us denote an n-dimensional unseen pattern as
x = (x1, x2, . . . , xn). The fuzzy inference is employed
to classify unseen patterns in the fuzzy classification sys-
tem in this paper. The class of an unseen pattern x is
classified as Class C that is determined by the following
equation:

C = arg max
h=1,...,M

{αh}, (10)

where
αh = max

q=1,...,N
Cq=h

{µAq(x) · CFq}. (11)

In the above equations, M is the number of classes and
N is the number of fuzzy if-then rules. In (10), if there
are multiple classes that have the same maximum value
of αh, the classification of the unseen pattern is rejected.

CLASSIFICATION CONFIDENCE
Overview
In general, one of the most important things in construct-
ing classification systems is to achieve high generaliza-
tion ability. For the fuzzy rule-based classifiers, numer-
ous computational experiments have been made so far in
order to show its generalization ability. Machine learning
community has tackled with this perspective and mathe-
matically shown the limit of the generalization ability.
One of the most famous discussion is the large margin
classifiers (Bartlett et al., 2000). On the other hand,
there have not been many discussions on the margin of
fuzzy rule-based classifiers. This is because it is diffi-
cult to mathematically define the margin for rule-based
classifiers. Instead of defining the margin, this paper
proposes a concept of classification confidence for fuzzy
rule-based classifiers.

Classification Confidence
Classification confidence represents how well an input
pattern is classified by a fuzzy rule-based classifier. The
fuzzy inference process assigns an input pattern to the
class with the maximum product of the compatibility and
the certainty factor (i.e., the maximum value of αh in
(11)). We can also see that the value of αh represents the
degree with which the input pattern belongs to Class h.

Let us consider the difference between the maximum
and the second maximum of αh for an input pattern x.

We call this the classification confidence for x and de-
fined as follows:

γ(x) = αC − arg max
h6=C

{αh}, (12)

where C is the assigned class for x that is determined by
the fuzzy inference (10). As the value of αh is always be-
tween 0 to 1, the value of γ ranges in the interval [0, 1].
If γ ≈ 1, the fuzzy rule-based classifier has high confi-
dence for the classification of the input pattern because
the value of α for the assigned class is much larger than
that for the second largest class. On the other hand, the
classification is not certain if α ≈ 0 because the two α′s
are close to each other.

Minimum Classification Confidence
We apply the confidence of the classification for given
training patterns that are used to construct fuzzy rule-
based classifiers. In this case, the minimum value of the
confidence represents the worst classification among the
given training patterns. Let us denote the minimum con-
fidence of classification as γ∗.

γ∗ = min
p=1,...,m

{tp · γ(xp)}, (13)

where m is the number of given training patterns and

tp =

{
1, if xp is correctly classified,

−1, otherwise.
(14)

The above equation is required in order to ensure that
a misclassified training pattern has a negative value of
confidence so that the misclassification with a large con-
fidence of classification should be more punished than
those with a low confidence of classification.

In the next subsection, we examine the relationship
between the classification boundaries and the minimum
classification confidence γ∗.

Preliminary Experiments
In this subsection, we evaluate the minimum classifi-
cation confidence for the conventional fuzzy rule-based
classifiers. For this purpose, a two-dimensional pattern
classification problem shown in Fig. 3 is synthetically
generated. This data set consists of 205 training patterns
from two classes: 200 patterns from Class 1 and five pat-
terns from Class 2. There is a large gap between the two
classes.

We examined the minimum confidence of the con-
ventional fuzzy rule-based classifiers for the data set in
Fig. 3. For the fuzzy partition of each axis (i.e., L in (2)),
two, three, five, and seven fuzzy sets are examined. The
minimum confidence of fuzzy rule-based classifiers for
the two-dimensional data set is shown in Table 1. From
this table, we can see that the minimum confidence be-
comes larger as the number of fuzzy sets increases. When
two fuzzy sets are used for each axis, all Class-2 patterns
are misclassified because the consequent class of the four
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Figure 3: Two-dimensional synthetic data set.

Table 1: Minimum confidence of the conventional fuzzy
rule-based classifiers.

# of fuzzy sets MCC
2 -0.576943
3 -0.182721
5 0.256629
7 0.289514

MCC=Minimum classification confidence

(2×2) fuzzy if-then rules is Class 1. Thus, every training
pattern was classified as Class 1.

We also investigated the classification boundaries pro-
duced by the conventional fuzzy rule-based classifiers for
the test problem in Figs. 4 through 7. From these fig-
ures, we can see that the classification boundaries only
comes in the middle of the two classes when the number
of fuzzy sets is large (e.g., seven fuzzy sets in Fig. 7). We
can also see that when the number of fuzzy sets is small
(e.g., two and three fuzzy sets), classification boundaries
are pushed toward the minor class (Class 2). This is be-
cause the conventional fuzzy rule-based classifier does
not consider the imbalance in the number of training pat-
terns for the two classes.

COST-SENSITIVE FUZZY RULE-BASED CLASSI-
FIER

The idea of cost-sensitive classifiers is based on an under-
standing that in certain cases misclassification of a par-
ticular input pattern will cause extra costs. For example
in diagnosis of cancer, diagnosing people with cancer as
not having the disease could be penalized more than diag-
nosing healthy individuals as cancer candidates. For this
purpose, a cost-sensitive fuzzy rule-based classifier was
proposed by (Nakashima et al., 2007b) and (Nakashima
et al., 2004). The cost-sensitive fuzzy rule-based classi-
fiers have been applied to image processing (Nakashima
et al., 2007a), medical diagnosis (Schaefer et al., 2007),
and gene expression analysis (Schaefer et al., 2009).

Extending the principle of fuzzy rule-based classifiers
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Figure 4: Classification boundary of the conventional
fuzzy rule-based classifier (two fuzzy sets for each axis).
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Figure 5: Classification boundary of the conventional
fuzzy rule-based classifier (three fuzzy sets for each
axis).

to accommodate weighted training patterns is straightfor-
ward. We reformulate the pattern classification problem
as a cost minimization problem. The concept of weight
is introduced for each training pattern in order to han-
dle this situation. The weight of an input pattern can
be viewed as the cost of misclassification/rejection of
it. Fuzzy if-then rules are generated by considering the
weights as well as the compatibility of training patterns.

In order to incorporate the concept of weight, the fuzzy
rule generation process in (7) is modified as follows:

βq
h =

∑
xp∈Class h

µAq (xp) · ωp, (15)

where ωp is the weight associated with training pattern
xp.

We note that this fuzzy rule generation procedure can
also be applied to the standard pattern classification prob-
lem where there are no pattern weights. In this case,
the class and the grade of certainty are determined from
training patterns by specifying a pattern weight as ωp =
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Figure 6: Classification boundary of the conventional
fuzzy rule-based classifier (five fuzzy sets for each axis).
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Figure 7: Classification boundary of the conventional
fuzzy rule-based classifier (seven fuzzy sets for each
axis).

1 for p = 1, . . . ,m.

Evaluating Minimum Classification Confidence
As in the case of the conventional fuzzy rule-based clas-
sifiers, we investigated the minimum confidence of clas-
sification of the cost-sensitive fuzzy rule-based classi-
fiers. The data set in Fig. 3 was used as well. The ex-
perimental settings are the same as in the conventional
ones except that the weight of training patterns is as-
signed in the following manner: First, each class is given
an equal amount of weights (in this case of two class
problems, each class has 0.5). Then, it is further di-
vided by the number of training patterns that belongs
to each class. Thus, the weight for a Class-1 pattern is
0.5/200 = 0.0025 while that for a Class-2 pattern is
0.5/5 = 0.1. We obtained the minimum confidence and
boundaries shown in Table 2 and Figs. 8 through 11.

From the above results, we can see that the mini-
mum confidence is positive in all fuzzy partitions. This
means that the cost-sensitive fuzzy rule-based classifiers

Table 2: Minimum confidence of the conventional fuzzy
rule-based classifiers.

# of fuzzy sets MCC
2 0.028547
3 0.093917
5 0.144178
7 0.289514

MCC=Minimum classification confidence
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Figure 8: Classification boundary of the cost-sensitive
fuzzy rule-based classifier (two fuzzy sets for each axis).

achieved perfect classification for training patterns. This
is because the weight of Class-1 patterns is much smaller
than that of Class 2 considering the bias in the number
of patterns. Thus fuzzy if-then rules with the consequent
class of Class 2 are generated by the cost-sensitive fuzzy
rule-based classifiers. On the other hand, when the num-
ber of fuzzy sets are large (e.g., five and seven), The min-
imum confidence by the cost-sensitive fuzzy rule-based
classifiers are not larger than the conventional ones. This
is because when the number of fuzzy sets is large, the
area covered by a fuzzy if-then rule becomes small. Thus
the bias in the number of patterns for classes does not
have much effect on the fuzzy rule-generation process.
However, it should be noted that usually a large num-
ber of fuzzy sets is not favored in real-world application
when human users want to linguistically understand the
classification behavior of fuzzy systems. It is better for
the number of fuzzy rules to be as small as possible.

CONCLUSIONS
In this paper, we proposed the concept of minimum-
confidence for fuzzy rule-based classifiers. The mini-
mum confidence is defined as how well an input pattern is
classified. We also showed that the minimum confidence
plays a similar role to the well-known idea of margin
that was defined for linear discriminant-type classifiers.
Cost-sensitive fuzzy rule-based classifiers have potential
for producing a large minimum-confidence by assigning
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Figure 9: Classification boundary of the cost-sensitive
fuzzy rule-based classifier (three fuzzy sets for each
axis).
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Figure 10: Classification boundary of the cost-sensitive
fuzzy rule-based classifier (five fuzzy sets for each axis).

appropriate weights to training patterns.
Only a two-dimensional data set was used in the com-

putational experiments because the main aim of this pa-
per is to clearly introduce the idea of minimum confi-
dence. Thus future works include the investigation of
minimum confidence for real-world data sets with high-
dimensionality.
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ABSTRACT 

The main aim of the paper is to present a Matlab 
program for control of time-delay systems using three 
various modifications of Smith predictor. The software 
implementation includes the modification for unstable 
and integrating processes, PI-PD modification for 
systems with long dead time, and modification applying 
control design by Coefficient Diagram Method (CDM). 
The freely downloadable program offers appropriate 
computational and simulation capabilities accompanied 
by a simple Graphical User Interface (GUI). Its 
application potential is illustrated on two control 
examples. 
 
INTRODUCTION 

The time-delay has been intensively investigated 
phenomenon during the last decades (Richard 2003), 
because it is very common in many process control 
applications and its presence in a control loop always 
brings serious complications. The relatively effective 
tool for compensation of time-delay term represents the 
classical Smith predictor which has been known to 
automation community since 1959 (Smith). However, 
this control structure has also its disadvantages and 
limitations. 
Some drawbacks of the Smith predictor have been 
eliminated by improving the idea and creating many 
modifications of this connection (Watanabe and Ito 
1981; Åström et al. 1994; Mataušek and Micić 1996; 
Majhi and Atherton 1998; Kaya and Atherton 1999; 
Hamamci et al. 2001; Liu et al. 2005). Furthermore, 
several of them have been applied also to other 
problems, e.g. to control of systems with time-varying 
delay (Matušů and Prokop 2010a; Matušů and Prokop 
2011). 
This contribution does not intent to bring any novel 
theoretical aspects of time-delay systems control. Its 
main aim is to describe facilities of a freely 
downloadable Matlab environment for control of time-
delay systems using three selected modifications of 
Smith Predictor (Matušů and Prokop 2010b; Matušů 

and Prokop 2010c). The program is a translated version 
of the one created under the scope of the Master’s 
Theses (Matušů 2002). More specifically, the software 
contains: 

• Modified Smith predictor for unstable and 
integrating processes (Majhi and Atherton 1998). 

• Modified PI-PD Smith predictor for systems with 
long dead time (Kaya and Atherton 1999). 

• Modified Smith predictor design by Coefficient 
Diagram Method (CDM) (Hamamci et al. 2001). 

Moreover, the paper illustrates the program capabilities 
also through two control examples. 
The paper is organized as follows. In Section 2, the 
basic theoretical background of implemented 
modifications of Smith predictor is provided. The 
Section 3 then contains the description of the program 
itself. Further, the illustrative examples demonstrating 
the selected capabilities of the software are presented in 
Section 4. And finally, Section 5 offers some 
conclusion remarks. 
 
THEORETICAL BACKGROUND 

The introductory part has already adumbrated that three 
modifications of Smith predictor have been studied and 
implemented into the software support. Due to the 
limited space, the paper does not focuses on presenting 
the details of the individual methods and corresponding 
controller design rules and equations. They can be 
found in the related literature (Majhi and Atherton 
1998; Kaya and Atherton 1999; Hamamci et al. 2001) 
or in the source code of the program (Matušů and 
Prokop 2010b). However, the paper is still going to 
outline the very basic theoretical background of the 
incorporated methods before the software description 
itself. 
All three techniques have improved the classical Smith 
predictor loop using more sophisticated and 
complicated structure with additional controllers. 
Naturally, all the methods also use mathematical model 
of really controlled plant including time-delay term in 
the inner loop. Moreover, this model is assumed during 
design of controllers as a nominal system. In practice, 
however, the really controlled can differ from the ideal 
assumptions. 
First, the structure of the modified Smith predictor for 
unstable and integrating processes, which is shown in 
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fig. 1, has been suggested in (Majhi and Atherton 
1998). The really controlled plant is formally divided 
into two blocks representing time-delay-free transfer 
function ( )rG s  and time-delay term ( )r sΘ . 
Analogically, its mathematical model in the inner loop 
consists of ( )mG s  and ( )m sΘ . Signals w, n, y denote 
reference value, disturbance in the input of the 
controlled plant, and output signal, respectively. Such 
notation is adopted also for the other two modifications. 
The controller 1( )cG s  is used to stabilize the unstable 
pole. The other controllers ( )cG s  and 2 ( )cG s  then 
ensure reference tracking and disturbance rejection, 
respectively, by considering the inner loop as an open-
loop stable system. Moreover, the signal outgoing from 
the controller 2 ( )cG s  can be interpreted as an estimation 
of the disturbance n. 
 

 

Figure 1: Modified Smith Predictor Structure (Majhi 
and Atherton 1998) 

 
The second modification of the Smith predictor 
presented in (Kaya and Atherton 1999) utilizes the 
structure with trio of controllers depicted in fig. 2, 
where 1( )cG s  is a PI controller, 2 ( )cG s  is a PD (or only 
P where it is appropriate) controller and 3( )cG s  is the 
disturbance controller introduced in (Mataušek and 
Micić 1996). 
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Plant 
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Figure 2: Modified Smith Predictor Structure (Kaya and 
Atherton 1999) 

 
Finally, the modified Smith predictor design by CDM, 
proposed in (Hamamci et al. 2001) takes advantage of 
the structure from fig. 3. 
 

 
Figure 3: Modified Smith Predictor Structure (Hamamci 

et al. 2001) 
 
The controller synthesis itself is based on various 
approaches and techniques according to the applied 
modification. For example the standard forms for 
obtaining the optimal closed-loop transfer function 
parameters in the meaning of integral squared time error 
(ISTE) criterion; Nyquist stability criterion; a simple 
algebraic approach to control system design; coefficient 
diagram; modification of Kessler standard form; or 
Lipatov stability analysis have been utilized (Mataušek 
and Micić 1996; Majhi and Atherton 1998; Manabe 
1998; Kaya and Atherton 1999; Hamamci et al. 2001; 
Hamamci and Ucar 2002), etc. The final relations for 
controller design have been usually pre-derived for first 
and second order time-delay plants. 
 
PROGRAM DESCRIPTION 

The software package with basic instructions can be 
freely downloaded from the web page (Matušů and 
Prokop, 2010b). The main window of the program GUI 
(fig. 4) allows selecting the modification which should 
be used for a whole control experiment. 
 

 
Figure 4: Initial Window of the Program 

 
Subsequently, sort of controlled system (e.g. first order, 
second order or integrating plant as a special type) can 
be chosen together with fundamental properties of the 
experiment (simulation time, reference signal, 
disturbances) – see fig. 5. 
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Figure 5: Basic Properties of Control Experiment 

 
In the next step, coefficients of the controlled system of 
specific type and possibly some other additional 
parameters depending on the used method can be set as 
illustrated in fig. 6. However, the program permits not 
only adjustment of nominal system (considered as a 
model for control design and in control loops shown in 
figs. 1-3), but also of the perturbed system (used as a 
really controlled plant) with potentially different 
coefficients. 
 

 
Figure 6: Definition of Parameters for Nominal and 

Perturbed System 
 
Finally, the program computes the controllers and opens 
the Simulink scheme where control behaviour with the 
preset values can be simulated. An example is shown in 
fig. 7. 
 
ILLUSTRATIVE EXAMPLES 

The capabilities of the program are demonstrated on the 
following two examples. There were assumed the step 
change of reference signal from 1 to 2 in a third of a 
simulation time and then the disturbance 0.3n = −  
injected to the input of the controlled plant during the 
last third of the simulation time for both events. 

 
Figure 7: Display of Final Controllers and Simulation 

Environment 
 
First, a second order time-delay transfer function with 
complex poles was considered as a controlled plant. The 
same transfer function was assumed as a nominal 
system as well: 

 15
2

1( )
0,2 1

sG s e
s s

−=
+ +

 (1) 

In this case, modified Smith predictor design by CDM 
was employed. The consideration of the version with 
disturbance rejection capability leads to the trio of 
controllers: 

 

1

2 2

2
c3

( ) 1
1( )

0.05579 0.3322
G ( ) 0.9341 1.2929 1

c

c

G s

G s
s s

s s s

=

=
+

= + +

 (2) 

with prescribed settling time: 

 3.5 (sec)sT =  (3) 

The control result obtained from the program are 
visualized in fig. 8. 
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Figure 8: Control Results for the Plant (1) 
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Further, a second order unstable time-delay transfer 
function was assumed as a nominal system: 

 ( )( )
5 5

2

2 0.1( )
10 1 2 1 0.4 0.05

s sG s e e
s s s s

− −= =
− + + −

 (4) 

However, the “really” controlled (perturbed) plant was 
considered to have 10% higher time delay term than the 
nominal one: 

 ( )( )
5.52( )

10 1 2 1
sG s e

s s
−′ =

− +
 (5) 

Now, modified Smith predictor for unstable and 
integrating processes was used for calculation of the 
controllers: 

 1

2

0.1 1( )

( ) 2.873 4.7733
( ) 1.4142 0.7071

c

c

c

sG s
s

G s s
G s s

+=

= +
= +

 (6) 

with presumption (see the program): 

 0.1p iK T= =  (7) 

The fig. 9 shows the output signal of the perturbed 
plant.  
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Figure 9: Control Results for the Perturbed Plant (5) 

 
CONCLUSION 

The contribution has been focused on presentation of 
the Matlab program for control of time-delay systems 
via the modified Smith predictors. The modification for 
unstable and integrating processes, modified PI-PD 
Smith predictor for systems with long dead time, and 
modified Smith predictor design by CDM has been 
implemented into the software. Several of its 
capabilities have been briefly illustrated by means of 
two control and simulation examples including unstable 
and perturbed systems. The software has been created in 
Matlab R13 but tested also under several newer 
versions. 
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ABSTRACT 

Time-delays (dead times) are found in many processes 
in industry. Time-delays are mainly caused by the time 
required to transport mass, energy or information, but 
they can also be caused by processing time or 
accumulation. The contribution is focused on a design 
of algorithms for digital control for processes with 
time-delay. The algorithms are based on the some 
modifications of the Smith Predictor (SP). One 
modification of the SP based on the digital PID 
controller was applied and it was compared with two 
designed modifications based on polynomial approach. 
The program system MATLAB/SIMULINK was used 
for simulation verification of these algorithms.  
 
INTRODUCTION 

Time-delays appear in many processes in industry and 
other fields, including economical and biological 
systems (see Normey-Rico and Camacho 2007). They 
are caused by some of the following phenomena: 
 the time needed to transport mass, energy or 

information, 
 the accumulation of time lags in a great numbers 

of low order systems connected in series, 
 the required processing time for sensors, such as 

analyzers; controllers that need some time to 
implement a complicated control algorithms or 
process. 

Consider a continuous time dynamical linear SISO 
(single input ( )u t  – single output ( )y t ) system with 

time-delay dT . The transfer function of a pure 

transportation lag is dT se−  where s is complex variable. 
Overall transfer function with time-delay is in the form 

 ( ) ( ) dT s
dG s G s e−=  (1) 

where ( )G s is the transfer function without time-delay.  

Processes with significant time-delay are difficult to 
control using standard feedback controllers. When a 

high performance of the control process is desired or 
the relative time-delay is very large, a predictive 
control strategy must be used. The predictive control 
strategy includes a model of the process in the structure 
of the controller. The first time-delay compensation 
algorithm was proposed by (Smith 1957). This control 
algorithm known as the Smith Predictor (SP) contained 
a dynamic model of the time-delay process and it can 
be considered as the first model predictive algorithm. 
Historically first modifications of time-delay 
algorithms were proposed for continuous-time 
(analogue) controllers. On the score of implementation 
problems, only the discrete versions are used in 
practice in this time.  Some modifications of the digital 
Smith Predictors are designed and verified by 
simulation in this paper.  
 
DIGITAL SMITH PREDICTORS 

Although time-delay compensators appeared in the mid 
1950s, their implementation with analogue technique 
was very difficult and these were not used in industry. 
Since 1980s digital time-delay compensators can be 
implemented. In spite of the fact that all these 
algorithms are implemented on digital platforms, most 
works analyze only the continuous case. The digital 
time-delay compensators are presented e.g. in (Palmor 
and Halevi 1990, Normey-Rico and Camacho 1998). 
The discrete versions of the SP and its modifications 
are suitable for time-delay compensation in industrial 
practice.  
 
Structure of Digital SP 

The block diagram of a digital SP (see Vogel and 
Edgar 1980, Hang et al.  1986, Hang et al.  1989, Hang 
et al.  1993)  is shown in Fig. 1. The function of the 
digital version is similar to the classical analogue 

version. The block ( )1
mG z− represents process 

dynamics without the time-delay and is used to 
compute an open-loop prediction. The difference 
between the output of the process y  and the model 

including time-delay ŷ  is the predicted error pê  as 

shown is in Fig. 1 where u , w and e  are the control 
signal, the reference signal and the error. If there are no 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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modelling errors or disturbances, the error between the 
current process output and the model output will be 
null and the predictor output signal pŷ will be the time-

delay-free output of the process. Under these 
conditions, the controller ( )cG s can be tuned, at least 

in the nominal case, as if the process had no time-

delay. The primary (main) controller ( )1
cG z−  can be 

designed by the different approaches (for example 
digital PID control or methods based on algebraic 
approach). The outward feedback-loop through the 

block ( )1
dG z−  in Fig. 1 is used to compensate for load 

disturbances and modelling errors. The dash arrows 
indicate the tuned parts of the Smith Predictor.  
 

  
Figure 1: Block Diagram of a Digital Smith Predictor  
 
Most industrial processes can be approximated by a 
reduced order model with some pure time-delay. 
Consider the following second order linear model with 
a time-delay 

 ( ) ( )
( )

1 1 2
1 1 2

1 21
1 21

d d
B z b z b z

G z z z
a z a zA z

− − −
− − −

− −−

+
= =

+ +
 (2) 

for demonstration of some approaches to the design of 
the adaptive Smith Predictor. The term z-d represents 
the pure discrete time-delay. The time-delay is equal to 

0dT  where 0T is the sampling period. 

 
Identification of Time-delay  

In this paper, the time-delay is assumed approximately 
known or possible to be obtained separately from an 
off-line identification using the least squares method  

 ( ) 1ˆ −
= T TΘ F F F y  (3) 

where the matrix F has dimension (N-n-d, 2n), the 
vector y (N-n-d) and the vector of parameter model 

estimates Θ̂ (2n). N is the number of samples of 
measured input and output data, n is the model order. 
Equation (3) serves for a one-off calculation of the 

vector of parameter estimates Θ̂  using N samples of 
measured data. The individual vectors and matrix in 
equation (3) have the form 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 1

1 2

1 2

1 1

1 2

1 2

y n d y n d y d

y n d y n d y d

y N y N y N n

u n u n u

u n u n u

u N d u N d u N d n

⎡ − + − + − − +
⎢− + + − + − +⎢= ⎢
⎢
− − − − − −⎢⎣

− ⎤
⎥+ ⎥
⎥
⎥

− − − − − − ⎥⎦

F

   (4) 

( ) ( ) ( )1 2T y n d y n d y N= + + + +⎡ ⎤⎣ ⎦y  (5) 

 1 2 1 2
T

n n
ˆ ˆ ˆˆ ˆ ˆ ˆa a a b b b⎡ ⎤= ⎣ ⎦Θ  (6) 

Consider that model (2) is the deterministic part of the 
stochastic process described by the ARX (regression) 
model 

 
( ) ( ) ( )

( ) ( ) ( )
1 2

1 2

1 2

1 2 s

y k a y k a y k

b y k d b y k d e k

= − − − − +

+ − − + − − +
 (7) 

where ( )se k is the random nonmeasurable component. 

The vector of parameter model estimates is computed 
by solving equation (3)  

 ( ) 1 2 1 2
ˆ ˆˆ ˆ ˆT k a a b b⎡ ⎤= ⎣ ⎦Θ  (8) 

and is used for computation of the prediction output.  

 
( ) ( ) ( )

( ) ( )
1 2

1 2

1 2

1 2

ˆ ˆ ˆy k a y k a y k

ˆ ˆb u k d b u k d

= − − − − +

− − + − −
 (9) 

The quality of ARX model can be judged by the error, 
i.e. the deviation 

 ( ) ( ) ( )ˆ ˆe k y k y k= −  (10) 

In this paper, the error was used for suitable choice of 
the time-delay 0dT . The LSM algorithm (3) – (6) is 

computed for several time-delays 0dT and the suitable 

time-delay is chosen according to quality of 
identification based on the prediction error (10). 
Consider the following fifth order linear system 

 
( )5 5 4 3 2

2 2
( )

5 10 10 5 11
G s

s s s s ss
= =

+ + + + ++
 (11) 

System (11) was identified by discrete model (2) using 
off-line LSM (3) – (6) for different time-delay 

0 0; 0 5 sdT T .= . Criterion of identification quality is 

based on sum of squares of error  

 ( )2

2
ˆ

1

1
ˆ

N

e
k

J e k
N =

= ∑  (12) 

_ 

_ 

+

+ 

Gm (z
-1) 

w e u y 

 

+ 
Gc(z

-1) Gp (z
-1) 

Gd (z
-1) 

pê  

ŷ
Tdŷ  

pŷ
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This criterion represents accuracy of process 
identification. From Fig. 2, it is obvious that criterion 
(12) has minimum value for time-delay d = 2. 
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Figure 2: Criterion of Quality Identification 

 
The suitable discrete model (2) which best 
approximates model (11) is in the form 

 ( )
1 2

1 2
1 2

0 0246 0 0378

1 1 7508 0 7857

. z . z
G z z

. z . z

− −
− −

− −

+
=

− +
 (13) 

 

ALGORITHMS OF DIGITAL SMITH 
PREDICTORS 

Digital PID Smith Predictor (PIDSP) 

Hang et al. (1989, 1993) used to design of the main 

controller ( )1
cG z−  the Dahlin PID algorithm (Dahlin 

1968). This algorithm is based on the desired close-
loop transfer function in the form 

 ( )1
1

1

1
e

e
G z

z

α−
−

−

−
=

−
 (14) 

where 0

m

T

T
α = and mT  is desired time constant of the 

first order closed-loop response. It is not practical to 
set mT  to be small since it will demand a large control 

signal ( )u k  which may easily exceed the saturation 

limit of the actuator. Then the individual parts of the 
controller are described by the transfer functions 

  ( ) ( )
( )

( )
( )

1

1

1

1

11
c

ˆe A z
G z

B̂z

α− −
−

−

−
=

−
; ( ) ( )

( )
1

1

1

1
m

ˆz B
G z

Â z

−
−

−
=   

 ( ) ( )
( )

1

1

1 1

d

d

ˆz B z
G z ˆz B

− −
−

−
=  (15) 

where ( ) ( )1
1 2

1
1

z

ˆ ˆˆB B z b b−

=
= = + .  

Since ( )1
mG z− is the second order transfer function, 

the main controller ( )1
cG z− becomes a digital PID 

controller having the following form: 

  ( ) ( )
( )

1 2
1 0 1 2

11c

Y z q q z q z
G z

E z z

− −
−

−

+ +
= =

−
 (16) 

where 0 1 1 2 2ˆ ˆq , q a , q aγ γ γ= = =  using by the 

substitution ( ) ( )1 1ˆe / Bαγ −= − . The PID controller 

output is given by  

 ( ) ( ) ( ) ( ) ( )0 1 21 2 1u k q e k q e k q e k u k= + − + − + −  (17) 

 
Digital Pole Assignment Smith Predictor (PASP) 

The second controller applied in this paper was 
designed using a polynomial approach. Polynomial 
control theory is based on the apparatus and methods 
of a linear algebra (see e.g. Kučera 1991, Kučera 
1993). The polynomials are the basic tool for a 
description of the transfer functions. They are 
expressed as the finite sequence of figures – the 
coefficients of a polynomial. Thus, the signals are 
expressed as infinite sequence of figures. The 
controller synthesis consists in the solving of linear 
polynomial (Diophantine) equations. The design of the 
controller algorithm is based on the general block 
scheme of a closed-loop with two degrees of freedom 
(2DOF) according to Fig. 3. 
  

 
 
Figure 3: Block Diagram of a Closed Loop 2DOF 
Control System 
 
The controlled process is given by the transfer function 
in the form  

 
1

1
1

( ) ( )
( )

( ) ( )p

Y z B z
G z

U z A z

−
−

−= =  (18) 

where A and B are the second order polynomials. The 
controller contains the feedback part Gq and the 
feedforward part Gr. Then the digital controllers can be 
expressed in the form of a discrete transfer functions 

 ( ) ( )
( )

1

1 0
11

11r

R z r
G z

p zP z

−
−

−−
= =

+
 (20) 

w

u y Gp Gq 

Gr 

uq

ur 

_ 

+
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 ( ) ( )
( ) ( )( )

1 1 2
1 0 1 2

1 1 1
11 1

q

Q z q q z q z
G z

P z p z z

− − −
−

− − −

+ +
= =

+ −
 (21) 

According to the scheme presented in Fig. 3 (for es = 
0), the output y can be expressed as  

 ( ) ( ) ( )
( ) ( ) ( )1 1

1
p r

p q

G z G z
Y z W z

G z G z
− −=

+
 (22) 

Upon substituting from Equation (18) - (21) into 
Equation (22) it yields  

 
1 1

1 1
1 1 1 1

( ) ( )
( ) ( )

( ) ( ) ( ) ( )

B z R z
Y z W z

A z P z B z Q z

− −
− −

− − − −=
+

 (23) 

where  

 1 1 1 1 1( ) ( ) ( ) ( ) ( )A z P z B z Q z D z− − − − −+ =  (24) 

is the characteristic polynomial. 
The procedure leading to determination of polynomials 
Q, R and P in (18) and (19) is (Bobál et al. 2005). A 
feedback part of the controller is given by a solution of 
the polynomial Diophantine equation (24). An 
asymptotic tracking is provided by a feedforward part 
of the controller given by a solution of the polynomial 
Diophantine equation 

 ( )1 1 1 1 1( ) ( ) ( ) ( )wS z D z B z R z D z− − − − −+ =  (25) 

For a step-changing reference signal value 

( )1 11wD z z− −= −  holds and S is an auxiliary 

polynomial which does not enter into controller design.  
A feedback controller to control a second-order system 
without time-delay will be derived from Equation (22), 
where the characteristic polynomial is chosen as  

 ( )1 1 2 3 4
1 2 3 41D z d z d z d z d z− − − − −= + + + +  (26) 

For a step-changing reference signal value it is possible 
to solve Equation (25) by substituting z = 1 

 1 2 3 4
0

1 2

1(1)

(1)

d d d dD
R r

B b b

+ + + +
= = =

+
 (27) 

The 2DOF controller output is given by 

 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
0 0 1 2

1 1

1 2

1 1 2

u k r w k q y k q y k q y k

p u k p u k

= − − − − − +

+ + − + −
 (28) 

Digital Linear Quadratic Smith Predictor (LQSP) 

The linear quadratic control methods try to minimize 
the quadratic criterion with the penalization of the 
controller output: 

 [ ] [ ]{ }2 2

0

( ) ( ) ( )
k

J w k y k u kλ
∞

=

= − +∑  (29)  

where λ is the so-called penalization constant which 
gives the rate of the controller output on the value of 

the criterion (where the constant at the first element of 
the criterion is considered equal to one). In this paper, 
criterion minimization will be realized through the 
spectral factorization for an input-output description of 
the system. Spectral factorization of polynomials of the 
first and second order degree can be computed simply; 
the procedure for higher degrees must be performed 
iteratively. For the coefficients of the second order 

characteristic polynomial ( )1 1 2
1 21D z d z d z− − −= + +  of 

the closed loop are derived in (Bobál et al. 2005).   
The LQ controller of 2DOF structure has the same 
form as controller (28), only 3 4 0d d= = in (26) and 

(27).  
 
SIMULATION VERIFICATION ADAPTIVE 
DIGITAL SP CONTROLLER ALGORITHMS 

The above mentioned SP controllers are not suitable 
for the control of unstable processes. Therefore, four 
types of processes were chosen for simulation 
verification of digital adaptive SP controller 
algorithms. 
Consider the following continuous-time transfer 
functions: 

1) Stable non-oscillatory ( ) ( )( )
4

1

2

1 4 1
sG s e

s s
−=

+ +
 

2) Stable oscillatory ( ) 4
2 2

2

4 2 1
sG s e

s s
−=

+ +
  

3) With non-minimum 

phase ( ) ( )( )
4

3

5 1

1 4 1
ss

G s e
s s

−− +
=

+ +
 

Let us now discretize them a sampling period 0 2 sT = . 

The discrete forms of these transfer functions are (see 
Equation (2))   

 ( )
1 2

1 2
1 1 2

0 4728 0 2076

1 0 7419 0 0821

. z . z
G z z

. z . z

− −
− −

− −

+
=

− +
 

 ( )
1 2

1 2
2 1 2

0 6806 0 4834

1 0 7859 0 3679

. z . z
G z z

. z . z

− −
− −

− −

+
=

− +
 

 ( )
1 2

1 2
3 1 2

0 5489 0 8897

1 0 7419 0 0821

. z . z
G z z

. z . z

− −
− −

− −

− +
=

− +
 

4) Stable fifth-order transfer function (11) ( )4G s with 

discrete model (13) ( )1
4G z− .  

A simulation verification of proposed design was 
performed in MATLAB/Simulink environment.  A 
typical control scheme used is depicted in Fig. 4. 
This scheme is used for systems with time-delay of two 
sample steps. Individual blocks of the Simulink scheme 
correspond to blocks of the general control scheme 
presented in Fig. 1.  Blocks Compensator 1 and 
Compensator 2 are parts of the Smith Predictor and 

they correspond to ( )1
mG z−  and ( )1

dG z−  blocks of 
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Fig. 1 respectively. The control algorithm is 
encapsulated in Main Pole Assignment Controller 

which corresponds to ( )1
cG z−  Fig. 1 block.  
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Figure 4: Simulink Control Scheme 

 
 
SIMULATION RESULTS 

Simulation Verification of Digital PIDSP 
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Figure: 5 Control of the Model ( )1

1G z− , Controller 

PIDSP 
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Figure: 6 Control of the Model ( )1

2G z− , Controller 

PIDSP 
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Figure: 7 Control of the Model ( )1

3G z− , Controller 

PIDSP 
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Figure: 8  Control of the Model ( )1

4G z− , Controller 

PIDSP 

Simulation Verification of Digital PASP 
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Figure: 9  Control of the Model ( )1

1G z− , Controller 

PASP 
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Figs. 5 - 8 illustrate the simulation control performance 
using PIDSP controller (15) - (17). A suitable time 
constant mT  was chosen so as the process output y was   

without overshoot. The control quality is very good.   
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Figure: 10  Control of the Model ( )1

2G z− , Controller 

PASP 
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Figure: 11  Control of the Model ( )1

3G z− , Controller 

PASP 
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Figure: 12  Control of the Model ( )1

4G z− , Controller 

PASP 

Figs. 9 - 12 illustrate the simulation control 
performance using PASP controller (20), (21), (28). A 
suitable pole assignment was chosen on the basis of 
previous experiments. The control quality is very good 
(the process output y is without overshoot and 
controller output u has non-oscillatory course).   
 
Simulation Verification of Digital LQSP 

Figs. 13 and 14 illustrate the simulation control 
performance using LQSP controller (28). It is obvious 
from these Figs. that courses of the process outputs y 
have very good quality (without or with only small 
overshoot and with short settling time), however the 
controller outputs oscillates when the reference signal 
changes. 
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Figure: 13  Control of the Model ( )1

1G z− , Controller 

LQSP 
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Figure: 14  Control of the Model ( )1
2G z− , Controller 

LQSP 

The control process of the model ( )1
1G z− is similar as 

that one using the controller PIDSP. The 

model ( )1
2G z− is controlled with small  overshoot of y 

in the initial part (see Fig. 14). The control of the non-

minimum phase ( )1
3G z−  was unstable. When 
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simulating the control of the fifth-order model 

( )1
4G z−  the controller output u oscillates between 

constraints. The relative low-quality control using the 
controller LQSP could be caused by choosing a second 

degree characteristic polynomial 1( )D z− (optimal 

polynomial is a fourth degree with four poles). The 
procedure for higher degrees than two must be 
performed iteratively. 

 
CONCLUSION 

Digital Smith Predictor algorithms for control of 
processes with time-delay based on polynomial design 
(pole assignment and linear quadratic control) were 
proposed. The polynomial controllers were derived 
purposely by analytical way (without utilization of 
numerical methods) to obtain algorithms with easy 
implementability in industrial practice. Both pole 
assignment and linear quadratic control algorithms were 
compared by simulation with adaptive digital Smith PID 
Predictor. Four models of control processes were used 
for simulation verification (the stable non-oscillatory, the 
stable oscillatory, the non-minimum phase and high 
(fifth)-order). Results of simulation verification 
demonstrated advantages and disadvantages of 
individual approaches to control of above mentioned 
processes with time-delay. The proposed digital Smith 
Predictors will be verified in real-time laboratory 
conditions. Adaptive versions of digital Smith Predictors 
are designed in (Bobál et al., 2011).   
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ABSTRACT 

The contribution describes an application of the algebraic 
μ-synthesis methodology to the control of a real plant 
with a nonlinear characteristic. The controller design is 
considered as a problem of minimization of the peak of 
the structured singular value denoted μ. The algebraic 
approach consists of the pole placement principle based 
on the polynomial Diophantine equations and Differential 
Migration procedure used for optimization. The results 
are compared with other controllers designed via the D-K 
iteration, synthesis in the ring of proper and stable 
functions and the Naslin method. 
 

INTRODUCTION 

Intensive research activity performed in the robust control 
theory during the recent years has brought new methods 
considering both the parametric and dynamic structured 
uncertainties. Some of the methods are based on the H∞ 
approach in the ring of stable and proper transfer functions 
denoted RPS. These methods provide a measure that 
indicates the robustness of designed controller. However, 
this measure evaluates only the robust stability. On the 
other hand, methods based on the Zames’ small gain 
theorem (Zames 1981) yield both the robust stability and 
performance conditions. One of them is the structured 
singular value denoted μ (Doyle 1982) which treats the 
robust stability and performance objectives 
simultaneously. Two methods for the μ-synthesis were 
derived: the D-K iteration (Doyle 1985) and μ-K iteration 
(Lin et al. 1993). The D-K iteration yields a suboptimal 
controller minimizing the peak of the upper bound for 
µ-function. However, the controller has usually a high 
order transfer function due to the scaling matrices D, D-1 
and for further application it is simplified via some kind of 
approximation. If the simplification is too substantial it can 
cause degradation of the frequency properties of the 
controller and the whole feedback loop. In some cases, the 
scaling matrices cannot be approximated with the desired 
precision and the resulting controller can be far from the 
optimality. Moreover, the state space formulae for the H∞ 

suboptimal controller require the stability of the 
performance weighting function (Doyle et al. 1989). These 
problems can be resolved using the algebraic μ-synthesis 
(Dlapa et al. 2009, Dlapa and Prokop 2010) treated in this 
contribution, which overcomes both the approximation of 
the scaling matrices D, D-1 and the impossibility of 
integrating behaviour of the performance weighting 
function. In this method the controller is designed through 
the algebraic pole placement principle applied to the 
nominal plant and the position of the nominal closed-loop 
poles is tuned through an evolutionary algorithm with 
evaluation of the upper bound for μ. The problem of 
instability of performance weighting function is utilized by 
setting the nominal closed-loop poles to the real axis in the 
left half-plane. 
 
In this paper, the algebraic µ-synthesis and D-K iteration are 
applied to a plant with nonlinear behaviour and the resulting 
controllers are compared with other standard methods. 
 
PLANT DESCRIPTION AND IDENTIFICATION 

The control of heating systems has been an important 
field in the control theory for decades. There is a 
number of applications of temperature control involving 
nonlinear and time-delay systems present in the 
electrical and heating industry as well as in technology 
processes (e.g. Fiser 2002 or Liu 2003). 
 
The problem of nonlinear control can be utilized by an 
adaptation to parameters changes or by using a robust or 
nonlinear controller. The usage of the adaptive control is 
limited by recursive identification, which has not 
satisfactory results when the input to the controller is 
subject to noise or if there are other factors, such as time-
delay or external disturbances causing inaccuracy of 
measured signals. The algebraic μ-synthesis treated in 
this contribution is more versatile than common methods 
for the robust control and can consider the effects of 
noise, nonlinearity and time-delay as well as the influence 
of external disturbances. However, the usage of this 
method is limited to the models represented by linear 
fractional transformation (LFT). In order to describe 
nonlinearity of controlled plant the parametric uncertainty 
is used and transformed to the LFT framework which 
does not increase conservatism of the plant model. 
 
The air-heating set considered in this contribution has 
three input and seven measured quantities. The input 
signals are the voltage on bulb and the main and 
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adjacent fan. The circuit was controlled by a standard 
IBM PC computer, which communicates via serial link 
(RS232) with the CTRL unit. The CTRL unit converts 
the digital data to unified analogue signals. In the 
transformation and unification unit the unified analogue 
signals are transformed to the voltage on a particular 
actuator. Similarly, the measured signals are 
transformed to the unified voltage 0-10 V. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Plant Scheme 
 

Table 1: Input and Output Channels of CTRL Unit 
Input

s 
Sensor Outputs Actuator 

y1 sensor of bulb radiance u1 voltage of bulb 

y2 
sensor of temperature near 
bulb T2 

u2 
voltage of main fan 
(speed control) 

y3 
temperature of envelope of 
the bulb T3 

u3 
voltage of adjacent fan 
(speed control) 

y4 
temperature at output of 
tunnel T4 

 
 

y6 termoanemometer TA6   
y7 fan flowmeter   

 
 
 
 
 

Figure 2: Inputs and Outputs of Plant 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Step Responses of Bulb Temperature 
 
The step responses of the measured quantity y3 (bulb 
temperature) for the step of u1 (bulb voltage) and 
constant speed of the main fan (u2 = 2V) are depicted in 
Figure 3. It is clear from the figure that the step responses 
have a nonlinear behaviour. The plant acts as it has a 

short time constant at the beginning and it slows down at 
the end of history. Hence it should be taken into account 
that the time constant will vary in a large range. It follows 
from the steady-state load characteristic that the gain 
varies in the range of 0.42 to 0.54. The family of transfer 
function from u1 to y3 at u2 = 2V is: 
 

⎭
⎬
⎫

⎩
⎨
⎧

∈∈
+

= )20;5(),54.0;42.0(:
113 Tk

sT

k
P (1) 

 
This means that both the numerator and denominator in 
(1) are interval polynomials. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Steady-State Load Characteristic 
 
OUTLINE OF POLE PLACEMENT DESIGN 

The pole placement principle is one of the well-known 
methods for the controller design (e.g. Kucera 1991, 
Kucera 1993, Prokop and Corriou 1997, Prokop et al. 
1992, Vidyasagar 1985) which is simple for derivation 
and tuning. Consider a simple feedback loop (1DOF) 
structure depicted in Figure 5 with two external inputs – 
the reference w and disturbance v respectively. The output 
and tracking error is according to Figure 5 in the form 
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where 
 

dbqafp =+  (4) 

 
is the characteristic polynomial of the closed-loop 
system in Figure 5. 
 
 
 
 
 
 
 
 
 

Figure 5: Structure of 1DOF system 
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It can be proven that the asymptotic tracking of the reference 
is achieved if and only if the polynomial pfa is divisible by 
the unstable part of fw and v is rejected if pfa is divisible by 
the unstable part of fv. As a consequence, the polynomials p, 
q are the solutions to Diophantine equation (4). It is also 

desirable that the transfer function 
fp

q
 is proper. Analysis 

of the polynomial degrees in (4) for the most frequent case 
fw = f = s (the stepwise reference) gives 
 

ad deg2deg =  (5) 
 
A standard choice for the polynomial d is 
 

.)()(
deg

1
∏
=

+=
d

i
issd α  (6) 

 
where αi > 0 are the tuning parameters of the controller 
and d is a stable polynomial which ensures the internal 
stability of the nominal system. 
 
With respect to (1) a nominal plant transfer function can 
be expressed by the transfer function 
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and 
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h
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w
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sf
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Then equation (4) has the form 
 

01
2

0100 )()( dsdsqsqbsas ++=+++  (10) 
 
and by simple equating the coefficients at the like 
power of s at the left and right of (10) it can be obtained 
 

000

0011 )(

bdq
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=
−=

 (11) 

 
Then the resulting controller is proper and has the 
traditional PI structure in the form 
 

s

qsq
Q 01 +
=  (12) 

 
PRINCIPLES OF μ-SYNTHESIS 

The parametric uncertainty in 13

~
P  can be utilized via the 

LFT framework by using the additive and quotient 
uncertainty. Define the nominal plant 
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The plant family 13
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P  is then equivalent to 
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Let 
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then 
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The expression (16) is represented by the LFT 
interconnection depicted in Figure 6. 
 
 
 
 
 
 
 
 
 

Figure 6: LFT Representation of 13

~
P  

 
The LFT interconnection for the μ-synthesis which 
considers the performance objectives and noise 
suppression is in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: LFT Interconnection for μ-Synthesis 
 
The weight W1 for the performance evaluation was 
chosen as 
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for the D-K iteration and algebraic approach, respectively. 
The weight for the D-K iteration cannot have integrating 
behaviour because all weights must be stable. Moreover, it 
causes uncontrollable states in the closed-loop system. The 
instability and uncontrollability of the closed-loop in 
Figure 7 does not make the resulting feedback loop unstable 
if there is a guarantee that the poles of the nominal feedback 
loop are in the left half plane. Controllability is a necessary 
condition for using the state space formulae giving the H∞ 
suboptimal controller (Doyle et al. 1989) as well as stability 
of all weighting functions. Thus it is impossible to use these 
formulae in this case. The algebraic approach overcomes the 
problem by setting the nominal closed-loop poles to the left 
half-plane. Therefore, it is possible to use performance 
weights with poles at the imaginary axis, which guarantee 
the asymptotic tracking. 
 
The weight of noise is a band-pass filter, which takes 
into account high frequency noise emerging in sensors 
 

001.0
15.01

1001.01
)(
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+

=
s

s
sWn  (18) 

 
Let S denote a perturbed transfer function from the 
reference input w to the tracking error e. Let W1 denote 
the weighting function and define the performance 
condition as 
 

11 ≤
∞

SW  (19) 

 
If the condition (19) holds then behaviour of the closed 
loop can be changed through W1. 
 
 
 
 
 
 

Figure 8: Transformed Closed-Loop System 
 
The closed-loop feedback system in Figure 7 can be 
transformed to that in Figure 8, where M is a linear 
fractional transformation on G(s) and controller K(s), 
i.e., 
 

21
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where G(s) is the generalized plant including the 
nominal plant and weighting functions, which can be 
parted to 
 

( ) ⎥
⎦

⎤
⎢
⎣

⎡
=

2221

1211

G
s

G

GG
G  (21) 

 
where the rows and columns of G11 correspond to 
dynamic perturbations (22) and G22 corresponds to the 

controller structure. The other element of the system is 
dynamic structured uncertainty which forms the 
diagonal matrix 
 

},:],,,[diag{
~

,13,2321 CRΔ ∈∈= nn δδδδδδ  (22) 

 
The algebraic μ-synthesis is applied to the 1DOF 
system for the interconnection depicted in Figure 7. The 
D-K iteration is applied to the same structure with W1 
without integrating behaviour. 
 
The structured singular value of a matrix M, denoted 

( )MΔ
~μ , is defined as 
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and if no such Δ~  exists which makes Δ−
~

MI  singular, 

let 0)(~ =
Δ

Mμ  (Levine 1996), where )
~

(Δσ  denotes the 

maximum singular value. The control objective is to 
find a stabilizing controller K minimizing the H∞ norm 
of )(~ M

Δ
μ , i.e., 
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The following result is used for the robust performance 
test (Levine 1996): 
 

The feedback system with 1
~
<Δ  has the robust 

performance, i.e., expression (19) holds and the perturbed 
feedback loop is internally stable, if and only if 
 

1)(~ ≤
Δ

Mμ  (25) 

 
at all frequencies. 
 
In the algebraic approach the nominal closed-loop poles 
are the tuning parameters and the quality of the 
controller is evaluated by the upper bound for µ. The 
poles are constraint to the real axis in the left half-plane 
so that the stability of the nominal feedback loop is 
guaranteed. As the cost function defined by (24) can 
have more than one local minimum an algorithm for 
global optimization is desirable. In this contribution 
Differential Migration (Dlapa 2009) was used for the 
optimization since it yields high efficiency in finding 
the global minimum. Differential Migration is an 
evolutionary algorithm based on migration of 
individuals in the space of tuning parameters giving 
significantly higher robustness (in the sense of ability of 
finding the global minimum) than other algorithms of 
this class. The usage of this algorithm can shorten the 
computational time and increase the probability of 
finding the optimal pole placement. 

  

M 

Δ~
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APPLICATION TO AIR-HEATING PLANT 

Experimental studies have been carried out in order to assess 
the performance of the algebraic μ-synthesis method. The 
set-point temperature profile provides a reference which 
comprises 800 iterations. It consists of an initial soak at 3V 
for 480 iterations followed by a step to 4V which is held 
constant for 300 iterations. Sampling period is 1 s and 
adjacent fan voltage is ketp zero for all experiments. 
 
The experimental trials are aimed at evaluating the 
performance of the PI controller obtained via the 
algebraic μ-synthesis against the D-K iteration, 
synthesis in the RPS and the Naslin method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: μ-Plot for D-K Iteration (dashed) and 
Algebraic μ-Synthesis (solid) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: Control of Real Plant for Algebraic Approach 

 
Performance indices. In order to draw comparisons 
between different control schemes an index or measure 
of performance is required. The measure of 
effectiveness which is adopted consists of three factors, 
these being the amount of energy, the variance of the 
controlled actuators and the accuracy of set-point 
tracking. This may be expressed as 
 

ρ
∑=∈

)(
1

tu
 (26) 

 
where ρ is the number of iterations. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: Control of Real Plant for D-K Iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12: Control of Real Plant for Synthesis in RPS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13: Control of Real Plant for Naslin Method 
 
In cases where there is an increased variance in the 
control signals to the actuator this can lead to 
correspondingly increased costs due to maintenance and 
down time due to failure. The variance of the controlled 
actuator may be expressed in the form 
 

∑ ∈−=∈ 2
12 ])([ tu  (27) 

 
The resulting controller quality arising from control 
action may be expressed in terms of the accuracy of set-
point tracking. Using the integral of absolute error the 
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deviation of the system response y(t) from the set-point 
r(t) is given as 
 

∑ −=∈ )()(3 trty  (28) 

 
In order to provide a basis for comparison the 
controllers were tuned to give satisfactory overall 
performance across the complete temperature profile. 
The controllers designed in the ring of proper and stable 
functions (RPS, see Prokop and Corriou 1997 or Prokop 
et al. 1992) and by the Naslin method were used as a 
reference (Figures 12 and 13). It is clear from Figures 9, 
10, 11, 12, and 13 which show the system response and 
control input that the algebraic approach produces more 
favourable results. The algebraic μ-synthesis (Figure 
10) achieves an improved accuracy in set-point tracking 
as well as in reducing the input control effort to the 
system. The set-point, actuator and measured signals are 
in the unified voltage 0-10V of the CTRL unit. 
Performance indices are given in Table 2. 
 

Table 2: Comparison of Performance Indices 
Method 1∈  2∈  3∈  

Algebraic μ-synthesis 6.30 0.24 8.33 
D-K iteration 6.37 0.23 9.07 

RPS 7.72 0.17 13.42 
Naslin method 7.10 0.22 11.02 

 
CONCLUSION 

The contribution presents an application of the algebraic 
μ-synthesis to an air-heating set, where the temperature 
of bulb was controlled by its voltage. The controlled 
system had a nonlinear behaviour in both the steady-
state and dynamic characteristics. The nonlinearity was 
utilized via parametric uncertainty, which was 
transformed to the LFT framework. In order to achieve 
asymptotic tracking, performance weighting function 
with pole at the imaginary axis was used. The instability 
of the nominal feedback loop was treated by setting its 
poles to the left half-plane via pole placement technique 
and by choosing the PI structure of the controller which 
treats the unstable pole of the closed loop. The algebraic 
μ-synthesis was applied to the LFT interconnection 
including performance weighting function with 
integrating behaviour and the results were compared 
with standard methods for robust controller design - the 
D-K iteration, synthesis in RPS and the Naslin method. 
Finally, it was shown that the algebraic μ-synthesis had 
better frequency properties and set-point tracking than 
the reference methods. 
 
The algebraic μ-synthesis provides exploitable benefits 
for a wide range of industrial applications. In contrast to 
the D-K iteration, it can tune simple controllers in more 
natural way and guarantee asymptotic tracking, which is 
desirable in most of the control tasks emerging in 
technology processes. 
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ABSTRACT 

The paper deals with continuous-time nonlinear 
adaptive control of a continuous stirred tank reactor. 
The control strategy is based on an application of the 
controller consisting of a linear and nonlinear part. The 
static nonlinear part is derived in the way of an 
inversion and exponential approximation of measured or 
simulated input-output data. The design of the two 
degrees of freedom (2DOF) dynamic linear part is based 
on approximation of nonlinear elements in the control 
loop by a continuous-time external linear model with 
directly estimated parameters. In the control design 
procedure, the polynomial approach with the pole 
assignment method is used. The nonlinear adaptive 
control is tested by simulations on the nonlinear model 
of the CSTR with a consecutive exothermic reaction. 
 
INTRODUCTION 

Continuous stirred tank reactors (CSTRs) are units 
frequently used in chemical and biochemical industry. 
From the system theory point of view, CSTRs belong to 
a class of nonlinear systems with mathematical models 
described by sets of nonlinear differential equations. 
Their models are derived and described in e.g. (Corriou 
2004; Ogunnaike and Ray 1994; Schmidt 2005).  
It is well known that the control of chemical reactors 
often represents very complex problem. The control 
problems are due to the process nonlinearity and high 
sensitivity of the state and output variables to input 
changes. In addition, the dynamic characteristics may 
exhibit a varying sign of the gain in various operating 
points as well as non-minimum phase behaviour. 
Evidently, the process with such properties is hardly 
controllable by conventional control methods, and, its 
effective control requires application some of advanced 
methods.  
One possible method to cope with this problem exploits 
a linear adaptive controller with parameters computed 
and readjusted on the basis of recursively estimated 
parameters of an appropriate chosen continuous-time 
external linear model  (CT ELM)  of  the process. Some 
results obtained by this method can be found in e.g. 
(Dostál et al. 2007; Dostál et al. 2009).  

An effective approach to the control of CSTRs and 
similar processes utilizes various methods of the 
nonlinear control (NC). Several modifications of the NC 
theory are described  in e.g. (Astolfi et al. 2008; Vincent 
and Grantham 1997; Ioannou and Fidan 2006; Zhang et 
al. 2000). Especially, a large class of the NC methods 
exploits linearization of nonlinear plants, e.g. (Huba and 
Ondera 2009), an application of PID controllers, e.g. 
(Tan et al. 2002; Bányász and Keviczky 2002) or  
factorization of nonlinear models of the plants on linear 
and nonlinear parts, e.g. (Nakamura et al. 2002; Vallery 
et al. 2009; Chyi-Tsong Chen1 et al. 2006; Vörös 2008; 
Sung and Lee 2004).  
In this paper, the CSTR control strategy is based on an 
application of the controller consisting of a static 
nonlinear part (SNP) and dynamic linear part (DLP). 
The static nonlinear part is obtained from simulated or 
measured steady-state characteristic of the CSTR, its 
inversion, exponential approximation, and, 
subsequently, its differentiation. On behalf of 
development of the linear part, the SNP including the 
nonlinear model of the CSTR is approximated by a 
continuous-time external linear model (CT ELM). For 
the CT ELM parameter estimation, the  direct 
estimation in terms of filtered variables is used, see e.g. 
(Rao and Unbehauen 2005; Garnier and Wang 2008). 
The method is based on filtration of continuous-time 
input and output signals where  the filtered variables 
have in the s-domain the same properties as their non-
filtered counterparts. Then, the resulting 2DOF CT 
controller is derived using the polynomial approach and 
pole assignment method, e.g. (Kučera 1993). The 
simulations are performed on a nonlinear model of the 
CSTR with a consecutive exothermic reaction. 
 
MODEL OF  THE CSTR 

Consider a CSTR with the first order consecutive 
exothermic reaction according to the scheme 

1 2A B Ck k⎯⎯→ ⎯⎯→  and with a perfectly mixed cooling 
jacket. Using the usual simplifications, the model of the 
CSTR is described by four nonlinear differential 
equations 

 A r r
1 A Af

r r

d c q q
k c c

dt V V
⎛ ⎞

= − + +⎜ ⎟
⎝ ⎠

 (1) 
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 B r r
2 B 1 A Bf

r r

d c q q
k c k c c

dt V V
⎛ ⎞

= − + + +⎜ ⎟
⎝ ⎠

 (2) 

 r r r h
rf r c r

r r r r
( ) ( )

( ) ( )p p

dT h q A U
T T T T

dt c V V cρ ρ
= + − + −  (3) 

 c c h
f c r c

c c c
( ) ( )

( )c
p

dT q A U
T T T T

dt V V cρ
= − + −  (4) 

with initial conditions s
A A(0)c c= , s

B B(0)c c= , 
s

r r(0)T T= and s
c c(0)T T= . Here, t is the time, c are 

concentrations, T are temperatures, V are volumes, ρ are 
densities, cp are specific heat capacities, q are 
volumetric flow rates, Ah is the heat exchange surface 
area and U is the heat transfer coefficient. The 
subscripts are denoted (.)r for the reactant mixture, (.)c 
for the coolant, (.)f  for steady-state inputs and the 
superscript (.)s for initial conditions. The reaction rates 
and the reaction heat are expressed as 

 0
r

exp , 1,2j
j j

E
k k j

RT
−⎛ ⎞

= =⎜ ⎟
⎝ ⎠

 (5) 

 r 1 1 A 2 2 Bh h k c h k c= +  (6) 

where k0 are pre-exponential factors, E are activation 
energies and h are reaction entalpies. The values of all 
parameters, inlet values and steady-state values with 
used units are given in Tab. 1.  
 

Table 1: Parameters, Steady-State Inputs and Initial  
Conditions. 

 
Vr = 1.2 m3 
Vc = 0.64 m3 
ρr = 985 kg m-3 
ρc = 998 kg m-3 
k10 = 5.616 × 1016 min-1 
k20 = 1.128 × 1018 min-1 
h1 = 4.8 × 104 kJ kmol-1 

cpr = 4.05 kJ kg-1K-1 
cpc = 4.18 kJ kg-1K-1 
Ah = 5.5 m2 
U = 43.5 kJ m-2min-1K-1 
E1/ R = 13477 K 
E2/ R = 15290 K 
h2 = 2.2 × 104 kJ kmol-1 

s
Ac  = 1.5796 kmol m-3 
s

rT  = 324.80 K 

s
Bc  = 1.1975 kmol m-3 
s

cT  = 306.28 K 
s
Afc  = 2.85 kmol m-3 
s

rfT  = 323 K 
s
rq  = 0.08 m3min-1 

s
Bfc = 0 kmol m-3 
s

cfT = 293 K 
s
cq  = 0.08 m3min-1 

 
In terms of the practice, only the coolant flow rate can 
be taken into account as the control input. As the 
controlled output, the reactant temperature is 
considered. For the control purposes, the control input 
u(t) and the controlled output y(t) are defined as 
deviations from steady values 

 s
c c( ) ( )u t q t q= − ,  s

r r( ) ( )y t T t T= −  (7) 

The dependence of the reactant temperature on the 
coolant flow rate in the steady-state is in Fig.1.  
In subsequent control simulations, the operating interval 
for qc has been determined as 
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Fig. 1. Dependence of the reactant temperature on the  

coolant flow rate in the steady-state. 
 cmin c cmax( )q q t q≤ ≤  (8) 

With regard to the purposes of a latter steady-state 
characteristic approximation, the values cLq  and cUq  
are established that denote the lower and upper bound of  

s
cq  used for the approximation, and, rUT and rLT to them 

corresponding temperatures. 
 
CONTROLLER DESIGN 

As previously introduced,  the controller consist of a 
static nonlinear part and a dynamic linear part as shown 
in Fig. 2. 
 

 y 
 w CONTROLLER 

u0 u
SNP DLP

 
Fig. 2. The controller scheme. 

 
The DLP creates a linear dynamic relation 

0 r w( ) Δ ( )u t T t=  which represents a difference of the 
reactant temperature adequate to its desired value. Then, 
the SNP generates a static nonlinear relation betveen u0 
and a corresponding increment (decrement) of the 
coolant flow rate.  
 
Nonlinear Part of the Controller 

The SNP derivation appears from a simulated or 
measured steady-state charasteristic. The coordinates on 
the graph axis are defined as 

 
s
c cL

cL

q q
q

γ −= ,  s
r rLT Tψ = −  (9) 

where cLq  is the lower bound in the interval  

 s
cL c cUq q q≤ ≤  (10) 

and, rLT is the temperature corresponding to cUq . 
It can be recommended to select the interval (10) 
slightly longer than (8). In this paper, lower and upper 
values in (8) and (10) were chosen cL 0.016q = , 
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cmin 0.02q = , cmax 0.12q =  and cU 0.13q = . 
In term of the practice, it can be supposed that the 
measured data will be affected by measurement errors. 
The simulated steady-state characteristic that 
corresponds to reality is shown in Fig. 3. 
Making the replacement of coordinates, the inverse of 
this characteristic can be approximated by a function 
from the ring  of  polynomial,  exponential,  rational,  
eventually,  by 
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Fig. 3. Simulated characteristics ψ  = f (γ). 

 
other type functions. Here, the second order exponential 
approximate function has been found in the form 

 
74071.7 2.4589 exp

3.967

74076 exp
697475

ψγ

ψ

⎛ ⎞= − + − +⎜ ⎟
⎝ ⎠

⎛ ⎞+ −⎜ ⎟
⎝ ⎠

 (11) 

The inverse characteristic together with its 
approximation is in Fig. 4. 
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Fig. 4. Simulated and approximated inverse relation 

  γ = ϕ (ψ). 
 
Now, a difference of the coolant flow rate c( ) ( )u t q t= Δ  
in the output of the SNP can be computed for each rT  as 

 
r

c cL 0
( )

( ) ( ) ( )
T

du t q t q u t
d ψ

γ
ψ

⎛ ⎞= Δ = ⎜ ⎟
⎝ ⎠

 (12) 

The derivative of the approximate function (11) takes 
the form 

0.6198 exp 0.1062 exp
3.967 697475

d
d
γ ψ ψ
ψ

⎛ ⎞ ⎛ ⎞= − − − −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (13) 

Its plot is in Fig. 5. 
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Fig. 5. Derivative of γ with respect to ψ. 

 
CT External Linear Model of Nonlinear Elements 

A structure of the CT ELM of the SNP in conjuction 
with a nonlinear model of the CSTR was chosen on the 
basis of step responses simulated in a neighbourhood of 
the operating point ( s

cq  = 0.08 m3min-1, s
rT  = 324.8 K). 

The step responses for some step changes of u0 are 
shown in Fig. 6. 
For all responses, the gain of the SNP+CSTR system 

has been computed as 
0

( )lims t

y tg
u→∞

= . 
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Fig. 6. Step responses of the SNP+CSTR: 1 – (u0 = - 4, 

 gs = 1.30), 2 – (u0 = - 2, gs = 1.19), 3 – (u0 = 2,  
 gs = 1.01), 4 –  (u0 = 4, gs = 0.95). 

 
Taking into account profiles of curves in Fig. 6 with 
zero derivatives in t = 0, the second order CT ELM has 
been chosen in the form of the second order linear 
differential equation 
 1 0 0 0( ) ( ) ( ) ( )y t a y t a y t b u t+ + =  (13) 

or, in the transfer function representation as 
 

 0
2

0 1 0

( ) ( )( )
( ) ( )

bY s b sG s
U s a s s a s a

= = =
+ +

 (14) 

where s is the complex variable (parameter of the 
Laplace transform). 
 
CT ELM Parameter Estimation 

The method of the CT ELM parameter estimation can 
be briefly carried out as follows. 
Since the derivatives of both input and output cannot be 
directly measured, filtered variables u0f and yf  are 
established as the outputs of filters  
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 0f 0( ) ( ) ( )c u t u tσ =  (15) 

 f( ) ( ) ( )c y t y tσ =  (16) 

where d d tσ =  is the derivative operator, c(σ) is a 
stable polynomial in σ that fulfills the condition 
deg ( ) deg ( )c aσ σ≥ .  
Note that the time constants of  filters must be smaller 
than the time constants of the process. Since the latter 
are unknown at the beginning of the estimation 
procedure, it is necessary to make the filter time 
constants, selected a priori, sufficiently small. 
With regard to (13), the polynomial a takes the concrete 
form 2

1 0( )a a aσ σ σ= + +  , and, the polynomial c can 

be chosen as 2
1 0( )c c cσ σ σ= + +  . Subsequently, the 

values of the filtered variables can be computed during 
the control by a solution of (15) and (16) using some 
standard integration method. 
It can be easily proved that the transfer behavior among 
filtered and among nonfiltered variables are equivalent. 
Using the L-transform of (15) and (16), the expressions  
 
 0f 0 1( ) ( ) ( ) ( )c s U s U s sμ= +  (17) 

 f 2( ) ( ) ( ) ( )c s Y s Y s sμ= +  (18) 

can be obtained with μ1 and μ2 as polynomials of initial 
conditions. Substituting (17) and (18) into (14), and, 
after some manipulations, the relation between 
transforms of the filtered input and output takes the 
form 

 f 0f 0f
( )( ) ( ) ( ) ( ) ( ) ( )
( )

b sY s U s M s G s U s M s
a s

= + = + (19) 

where M(s) is a rational function as the transform of any 
function μ(t) which  expresses an influence of initial 
conditions of filtered variables.  
Now, the filtered variables including their derivatives 
can be sampled from filters (15) and (16) in discrete 
time intervals tk = k TS , k = 0,1,2, ...   where TS is the 
sampling period. Denoting deg a = n and deg b = m, the 
regression vector is defined as 
 

 
(1) ( 1)

f f f

(1) ( )
0f 0f 0f

( ) ( ) ( ) ... ( )

( ) ( ) ... ( ) 1

n
k k k k

m
k k k

t y t y t y t

u t u t u t

−⎡= − − −⎣
⎤
⎦

Φ
 (20) 

Now, the vector of parameters  

 [ ]0 1 1 0 1( ) ... ...T
k n mt a a a b b b−=Θ  (21) 

can be estimated from the equation  
 

 ( )
f ( ) ( ) ( ) ( )n T

k k k ky t t t tμ= +Θ Φ . (22) 
 
Dynamic Linear Part of the Controller 

The 2DOF DLP consist of the feedback part Q and the 
feedforward part R as shown in Fig. 7. 
 

-   u0   y 

 R

  Q

 w
DLP 

  y  
Fig. 7. Scheme of the 2DOF DLP. 

 
In the scheme, w is the reference signal, y is the 
controlled output, and, u0 is the input to the ELM. The 
reference w and the disturbance v that is taken into 
account in the next part are considered to be step 
functions with transforms  

 0( )
w

W s
s

= ,  0( )
v

V s
s

=  (23) 

The transfer functions of both parts of the DLP are in 
forms 

 ( ) ( )( ) , ( )
( ) ( )

r s q sR s Q s
p s p s

= =  (24) 

where q, r and p are coprime polynomials in s fulfilling 
the condition of properness  deg degr p≤  and  
deg degq p≤ . For a step disturbance with the 
transform (23), the polynomial p takes the form 

( ) ( )p s s p s= . 
The controller design described in this section follows 
from the polynomial approach. The general conditions 
required to govern the control system properties are 
formulated as follows: 
Stability of the control system, internal properness of 
the control system, asymptotic tracking of the reference 
and disturbance attenuation. 
It is well known that the admissible controller results 
from the solution of the couple of polynomial equations 
 ( ) ( ) ( ) ( ) ( )a s s p s b s q s d s+ =  (25) 
 )()()()( sdsrsbsst =+  (26) 

with a stable polynomial d on their right sides. The 
polynomial t(s) is an auxiliary polynomial which does 
not enter into the controller design but it is necessary for 
calculation of (26).  
For the transfer function (14) with deg a = 2, the 
degrees of controller polynomials can be derived as 
 deg 2q = , deg 1p = , 0deg =r , deg 4d =  (27) 

and, the controller transfer functions take forms 

 

2
2 1 0

0

0

0

( )( )
( ) ( )

( )( )
( ) ( )

q s q s qq sQ s
s p s s s p

rr sR s
s p s s s p

+ += =
+

= =
+

. (28) 
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Moreover, the equality 00 qr =  can easily be obtained. 
The controller parameters then follow from solutions of 
polynomial equations (25) and (26) and depend upon 
coefficients of the polynomial d.  
In this paper, the polynomial d with roots determining 
the closed-loop poles is chosen as 

 2( ) ( ) ( )d s n s s α= +  (29) 

where n is a stable polynomial obtained by spectral 
factorization 

 ( ) ( ) ( ) ( )a s a s n s n s∗ ∗=  (30) 

and α is the selectable parameter that can usually be 
chosen by way of simulation experiments. Note that a 
choice of d in the form (29) provides the control of a 
good quality for aperiodic controlled processes. The 
polynomial n has the form 

 2
1 0( )n s s n s n= + +  (31) 

with coefficients 

 2
0 0n a= ,  2

1 1 0 02 2n a n a= + − . (32) 

The controller parameters can be obtained from solution 
of the matrix equation 

 1 0

0 0

0

1 0 0 0
0 0

0 0
0 0 0

a b
a b

b

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

Ω

0

2

1

0

p
q
q
q

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 = 

3 1

2 0

1

0

d a
d a

d
d

−⎛ ⎞
⎜ ⎟−⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (33) 

where 

 
2

3 1 2 1 0
2 2

1 0 1 0 0

2 , 2

2 ,

d n d n n

d n n d n

α α α

α α α

= + = + +

= + =
. (34) 

Evidently, the controller parameters can be adjusted by 
the selectable parameter α. The complete adaptive 
control system is shown in Fig. 8. 
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Fig. 8. Adaptive control system. 

 
CONTROL SIMULATIONS 

The control simulations were  performed in a 
neighbourhood of the operating point 
 ( s

cq  = 0.08 m3min-1, s
rT  = 324.8 K). The filter c(s) 

parameters were chosen as 0 10.5, 1.5c c= = . For the 

start (the adaptation phase), a P controller with a small 
gain was used in all simulations. 
The effect of the pole α on the control responses is 
transparent from Figs. 9 and 10. Here, on the basis of 
precomputed simulations, three values of α were 
selected. The control results show relatively low 
sensitivity of the controlled output and the input signals 
to α from the selected interval.  However, unsuitable  
selection of this parameter can lead to controlled outputs 
with overshoots or even to instability. 
Evolution of the CT ELM parameters during control is 
shown in Fig. 11. In absence of disturbances, the 
evolution of parameters has a smooth character. 
A preference of the 2DOF control system  structure in 
comparison with the 1DOF structure with only feedback 
controller Q can be seen in Fig. 12. There exist 
expressive difference between control input changes. 
This fact can be important in control of some reactors 
where expressive input changes are undesirable.  
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Fig. 9. Controlled output for various α. 
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Fig. 10. Coolant flowrate for various α. 
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Fig. 11. Evolution of the CT ELM parameters during 
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Fig. 12. Comparison of control inputs in the 1DOF and 

2DOF structures (α = 0.15). 
 

A comparison of the nonlinear adaptive control with the 
standard adaptive control without the nonlinear part can 
be seen in Fig. 13. The simulations were performed for 
α = 0.15. The responses document priority of the 
nonlinear control especially for greater changes of the 
reference signal. 
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Fig. 13. Comparison of nonlinear adaptive control (NA) 

with standard adaptive control (A). 
 
 

CONCLUSIONS 

In this paper, one approach to the nonlinear continuous-
time adaptive control of the reactant temperature in a 
continuous stirred  tank reactor   was  proposed.  The  
control  strategy  is based on a factorization of a 
controller into the linear and the nonlinear part. A 
design of the controller nonlinear part employs 
simulated or measured steady-state characteristics of the 
process and their additional modifications. Then, the 
system consisting of the controller nonlinear part and a 
nonlinear model of the CSTR is approximeted by a 
continuous time external linear model with parameters 
obtained through direct recursive parameter estimation. 
The resulting linear part of the continuous-time 
controller is considered in the 2DOF structure and 
derived using the polynomial approach. Tuning of its 
parameters is possible via closed-loop pole assignment. 
The presented method has been tested by computer 
simulation on the nonlinear model of the CSTR with a 
consecutive exothermic reaction. Simulation results 
demonstrated an applicability of the presented control 
strategy and its usefulness especially for greater changes 
of input signals in strongly nonlinear regions.  
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ABSTRACT 

The main goal of this contribution is to show simulation 
results for two types of External Linear Models (ELM) 
used in the adaptive control as a linear representation of 
the originally nonlinear system. The nonlinearity is 
dispathed with the use of recursive identification which 
recomputes parameters of ELM in each step according 
to actual state of the system. The controller design 
employes polynomial approach with pole-placement 
method and spectral factorization and all these 
techniques together satisfies basic control requirements. 
The verification was done on the mathematical model of 
Continuous Stirred Tank Reactor (CSTR) as a typical 
member of the nonlinear equipment widely used in 
chemical industry. 
 
INTRODUCTION 

The adaptive control (Åström and Wittenmark 1989) is 
not new control technique but his advantages could be 
found in the big theoretical background and usability to 
cooperate with other control approaches such as a 
robust control, a predictive control etc. 
Several methods used in adaptive control are introduced 
for example in (Bobal et al. 2005). The polynomial 
approach (Kucera 1993) in the control synthesis can be 
used for systems with negative properties from the 
control point of view such as nonlinear systems, non-
minimum phase systems or systems with time delays. 
Moreover, the pole-placed method with spectral 
factorization satisfies basic control requirements such as 
disturbance attenuation, stability and reference signal 
tracking. 
Although the polynomial synthesis is considered for the 
continuous-time ELM, the recursive identification with 
exponential forgetting (Rao and Unbehauen 2005) runs in 
discrete time which is better from computation and 
programming point of view. This disagreement could be 
overcome with the use so called Delta (δ-) models 
(Middleton and Goodwin 2004) that belong the 
discrete-time models but parameters approaches to the 
continuous ones for the small sampling period 
(Stericker and Sinha 1993). 

The nonlinear plant in the verification part is 
represented by Continuous Stirred Tank Reactor with 
van der Vusse reaction inside and cooling in the jacket 
(Chen et al. 1995). The mathematical model of this 
reactor is described by the set of four nonlinear 
Ordinary Differential Equations (ODEs) which can be 
easily solved with standard methods for numerical 
solving. 
All simulation studies were done on mathematical 
simulation software Matlab, version 6.5.1. 
 
ADAPTIVE CONTROL 

The Adaptive control is based on the quality of real 
organisms which can change behavior according to 
environmental conditions. This process is usually called 
“adaptation”. There are several ways of use of the 
adaptation.  

The adaptive approach in this work is based on 
choosing an external linear model (ELM) of the 
original nonlinear system whose parameters are 
recursively identified during the control. The choice of 
ELM is usually based on the dynamic analysis of the 
system. The possible change of the ELM parameters is 
taken into account by the recursive identification of 
ELM during the control. 
 
External Linear Model (ELM) 

There are several types of ELM such as continuous-time 
and discrete-time models. ELM used here is described 
generally by the transfer function (TF): 

 
( )
( )

( )
( )

( )
Y s b s

G s
U s a s

= =  (1)  

As it can be seen, this model belongs to the class of 
continuous-time (CT) models. The identification of 
such processes is not very easy.  
One way, how we can overcome this problem is the use 
of so called δ–model. This model belongs to the class of 
discrete models but its parameters are close to the 
continuous ones for very small sampling period as it 
proofed in (Stericker and Sinha 1993). 
The δ–model introduces a new complex variable γ 
computed as (see (Mukhopadhyay et al. 1992)):  

 
( )
1

1v v

z

T z T
γ

β β
−

=
⋅ ⋅ + − ⋅

 (2) 
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Where β  is an optional parameter from the interval  
0 ≤ β ≤ 1 and Tv denotes a sampling period. It is clear 
that we can obtain infinite number of δ-models for 
various β.  A so called forward δ-model for β = 0 was 
used and γ operator is then  

 
1

v

z

T
γ −

=  (3) 

The continuous model (1) is then rewritten to the form 

 ( ) ( ) ( ) ( )a y t b u tδ δδ δ′ ′=  (4) 

where polynomials aδ(δ) and bδ(δ) are discrete 
polynomials and their coefficients are different from 
those of the CT model a(s) and b(s). Time t' is discrete 
time. 
Now we can introduce substitution t k n′ = −  for k n≥  
and Equation (4) then will be 

1 0

1
1 1 0

( ) ( ) ... ( ) ( )

( ) ... ( ) ( )

n m
m

n
n

y k n b u k n b u k n b u k n

a y k n a y k n a y k n

δ δ δ

δ δ δ

δ δ δ

δ δ−
−

− = − + + − + − −

− − − − − − −
(5) 

where individual elements are 

0

( 1)
( ) ( )

ji
i

i
j v

i
y k n y k n i j

jT
δ

=

⎛ ⎞−
− = − + −⎜ ⎟

⎝ ⎠
∑ , for i = 0,1,…, n(6) 

0

( 1)
( ) ( )

jl
l

l
j v

l
u k n u k n l j

jT
δ

=

⎛ ⎞−
− = − + −⎜ ⎟

⎝ ⎠
∑ , for l = 0,1,…, m(7) 

And the individual parts in Equation (5) can be written 
as 

1 1

( ) ( ), ( ) ( ),

( 1) ( ), ( 1) ( ),

( 1) ( ) ( 1) ( ),

( ) ( ) ( ) ( )

n m

n m

y k y k n u k n m u k n

y k y k n u k n m u k n

y k n y k n u k n u k n

y k n y k n u k n u k n

δ δ

δ δ

δ δ

δ δ

δ δ

δ δ

δ δ

− −

= − − + = −

− = − − + − = −

− + = − − + = −
− = − − = −

 (8) 

The regression vector ϕδ is then 

[
( )

( 1) ( 1), , ( 1), ( ),

( ), 1 , , ( 1), ( )
T

k y k y k n y k n

u k m n u k m n u k n u k n

…

…

δ δ δ δ

δ δ δ δ

− = − − − − + − −

+ − + − − − + − ⎤⎦

ϕ
  (9) 

and the vector of parameters θδ is generally 

 ( ) 1 1 0 1 1 0, ..., , , , ,..., ,
T

n m mk a a a b b b bδ δ δ δ δ δ δ
δ − −⎡ ⎤= ⎣ ⎦θ  (10) 

which is computed from the differential equation 

 ( ) ( ) ( ) ( )1Ty k k k e kδ δ δ= ⋅ − +θ ϕ  (11)  

where e(k) is a general random immeasurable 
component.  
 
Identification of ELM parameters 

The Recursive Least-Squares (RLS) method is used for 
the parameter estimation in this work. The RLS method 
is well-known and widely used for the parameter 
estimation. It is usually modified with some kind of 
forgetting, exponential or directional. Parameters of the 
identified system can vary during the control which is 
typical for nonlinear systems and the use of some 
forgetting factor could result in better output response.  
The basic RLS method is described by the set of 
equations: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1

1 1
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1 1

1

1 11
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1 1 1
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T

T

T
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k y k k k

k k k k

k k k k

k k k k
k k

k k k k k

k k k k

ε

γ

γ

λ λ

ε

−

= − ⋅ −

⎡ ⎤= + ⋅ − ⋅⎣ ⎦
= ⋅ − ⋅

⎤− ⋅ ⋅ ⋅ −
= − −⎡ ⎥⎣− − + ⋅ − ⋅ ⎥⎦

= − +

P

P

P P
P P

P

L

L

ϕ θ

ϕ ϕ

ϕ

ϕ ϕ
ϕ ϕ

θ θ

(12) 

RLS with the changing exp. forgetting is used for 
parameter estimation, where the changing forgetting 
factor λ1 is computed from the equation 

 ( ) ( ) ( )2
1 1k K k kλ γ ε= − ⋅ ⋅  (13) 

Where K is small number, in our case K = 0.001. 
 
Control System Synthesis 

The simple control system configuration with one 
degree-of-freedom (1DOF) was used here. As you can 
see in Figure 1, this basic configuration has controller in 
the feedback part. 
 

v 

-

e u w y G Q 
 

Figure 1: 1DOF control configuration 

The block G denotes transfer function (1) of controlled 
plant, w is the reference signal (wanted value), v is 
disturbance, e is used for control error, u is control 
variable and y is a controlled output. The transfer 
function of the feedforward part Q(s) of the controller is 
designed with the use of polynomial synthesis: 

 ( ) ( )
( )

q s
Q s

s p s
=

⋅
 (14) 

where degrees of polynomials ( )p s and q(s) are 

computed from: 

 
( ) ( ) ( )
( ) ( )

deg deg deg 1

deg deg 1

q s a s f s

p s a s

= + −

≥ −
 (15) 

and parameters of these polynomials are computed by 
the Method of uncertain coefficients which compares 
coefficients of individual s-powers from the 
Diophantine equation, e.g. (Kucera 1993): 

 ( ) ( ) ( ) ( ) ( )a s s p s b s q s d s⋅ ⋅ + ⋅ =  (16) 

The polynomial d(s) on the right side of (16) is an 
optional stable polynomial. It is obvious, that the degree 
of this polynomial is: 

 ( ) ( ) ( )deg deg deg 1d s a s p s= + +  (17) 

and roots of this polynomial are called poles of the 
closed-loop and their position affects quality of the 
control. 
This polynomial could be designed for example with the 
use of Pole-placement method. A choice of roots needs 
some a priory information about the system’s behavior. 
It is good to connect poles with the parameters of the 
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system via spectral factorization. The polynomial d(s) 
can be then rewritten to the form 

 ( ) ( ) ( )deg degd n
d s n s s α −= ⋅ +  (18) 

where α > 0 is an optional coefficient reflecting closed-
loop poles and stable polynomial n(s) is obtained from 
the spectral factorization of the polynomial a(s) 

 ( ) ( ) ( ) ( )* *n s n s a s a s⋅ = ⋅  (19) 

The Diophantine equation (16), as it is, is valid for step 
changes of the reference and disturbance signals which 
means that deg f(s) = 1 in (15). The feedback controller 
Q(s) ensures stability, load disturbance attenuation and 
asymptotic tracking of the reference signal. The control 
system synthesis is done here in continuous time, but 
recursive identification uses discrete time steps. The 
resulted, so called “hybrid”, controller works in the 
continuous time but parameters of the polynomials a(s) 
and b(s) are identified recursively in the sampling 
period Tv. This assumption results in the condition, that 
the parameters of the δ-model are close the continuous 
ones for the small sampling period. 
 
MODEL OF THE REACTOR 

The controlled process here is represented by the 
continuous stirred tank reactor (CSTR) with so called 
van der Vusse reaction inside the reactor (Chen et al. 
1995):  

 
1 2

32

k k

k

A B C

A D

⎯⎯→ ⎯⎯→

⎯⎯→
 (20) 

 
The mathematical model of this reactor is described by 
the following set of ordinary differential equations 
(ODE): 

 

( )

( ) ( )

( )( )

2
0 1 3

1 2

0

1

A r
A A A A

r

B r
B A B

r

r r r r
r r c r

r r pr r r pr

c
c r r c

c pc

dc q
c c k c k c

dt V

dc q
c k c k c

dt V

dT q h A U
T T T T

dt V c V c

dT
Q A U T T

dt m c

ρ ρ

= − − −

=− + −

= − − + −

= + −

 (21)  

Table 1: Fixed parameters of the reactor 

k01 = 2.145·1010 min-1 

k02 = 2.145·1010 min-1 

k03 = 1.5072·108min-1.mol-1 

h1 = -4200 kJ.kmol-1 

h3 = 41850 kJ.kmol-1 

Vr  = 0.01 m3 

cpr = 3.01 kJ.kg-1.K-1 

mc = 5 kg 

cA0 = 5.1 kmol.m-3 

ρr = 934.2 kg.m-3 

E1/R  = 9758.3 K 
E2/R = 9758.3 K 
E3/R = 8560 K 

h2 = 11000 kJ.kmol-1 
U  = 67.2 kJ.min-1m-2K-1 

Ar = 0.215 m2 

cpc = 2.0 kJ.kg-1.K-1 

Tr0 = 387.05 K 
cB0 = 0 kmol.m-3 

 

 

The graphical scheme of this reactor can be seen in 
Figure 2. 

 

Figure 2: Continuous Stirred Tank Reactor (CSTR) 
 
This set of ODE together with simplifications then 
mathematically represents examined CSTR reactor. The 
model of the reactor belongs to the class of lumped-
parameter nonlinear systems. Fixed parameters of the 
system are shown in Table 1. 
The reaction heat (hr) in eq. (21) is expressed as: 

 2
1 1 2 2 3 3r A B Ah h k c h k c h k c= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅  (22) 

where hi stands for reaction enthalpies. 
Nonlinearity can be found in reaction rates (kj) which 
are described via Arrhenius law: 

 ( ) 0 exp , for 1,2,3j
j r j

r

E
k T k j

RT

⎛ ⎞− ⎟⎜ ⎟= ⋅ =⎜ ⎟⎜ ⎟⎜⎝ ⎠
 (23) 

where k0 represent pre-exponential factors and E are 
activation energies. 

 
STEADY-STATE AND DYNAMIC ANALYSES 

Steady-state and dynamic analyses can help us with the 
description of the system’s behaviour. Both analyses are 
discussed for example in (Vojtesek et al. 2008). An 
optimal working point coming from steady-state 
analysis is represented by the volumetric flow rate of 
the reactant qr = 2.4·10-3 m3.min-1 and heat removal of 
the coolant Qc = -18.56 kJ.min-1. The steady-state values 
of the state variables for this working point are then 

 
3 32.14 . 1.09 .

387 386

s s
A B

s s
r c

c kmol m c kmol m

T K T K

− −= =

= =
 (24) 

Figure 3 shows course of the output temperature of the 
reactant, Tr, after the step change of the input heat 
removal, Qc in dynamic analysis. These variables are 
used as an input and an output variables u(t) and y(t) in 
the adaptive control and 

  ( ) ( ) [ ] ( ) ( ) [ ]100 % ,
s

c c s
s
c

Q t Q
u t y t T t T K

Q

−
= ⋅ = −  (25) 

What is interesting and can be clearly seen from 
previous figure, is that the ELM used in adaptive 
approach described above can be chosen as a transfer 
function (1) of different orders, e.g. 
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 ( ) ( )0 1 0
1 2 2

1 0 2 1 0

;
b b s b

G s G s
a s a a s a s a

+
= =

+ + +
 (26) 
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Figure 3: Dynamic analysis for various step changes of 
the input heat removal ∆Qc 

The usability of both TF G1 and G2 in (26) can be easily 
tested if we use recursive identification with 
exponential forgetting described in previous chapters to 
the dynamic study. Results for the step change of the 
heat removal ∆Qc = +20% displayed in Figure 4 show 
that both ELM G1 and G2 describes output y(t) in proper 
way and also the recursive identification has no problem 
with the on-line identification of the simulated data. 
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1

 y - 2nd order - G
2

y(
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[K
]
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Figure 4: Comparison of the identification with the 1st 
order and 2nd order TF ELM for ∆Qc = +20% 

 
ADAPTIVE CONTROL 

The goal of this chapter is to show the use of different 
ELM in the way of the order of the transfer fuction. 
Two ELM transfer functions G1 and G2 with the first 
order and the second order with relative order one as 
displayed in (26) were used.  
The presence of the parameters a1 and a2 in the G1(s) 
and G2(s) makes these TF multivalent. This feature 
could be overcome with the condition a1 = 1 for G1 and 
a2 = 1 for G2, i.e. 

 ( ) ( )0 1 0
1 2 2

0 1 0

;
b b s b

G s G s
s a s a s a

+
= =

+ + +
 (27) 

As it is written in the theoretical part, the degree of the 
polynomials a(s) and b(s) in (27) affects the degree of 
the controller’s polynomials ( )p s and q(s) in (15) and 

the degree of the stable optional polynomial d(s) on the 
right side of the Diophantine equation (16) which is 
computed from (17). The form of these polynomials and 

the form of the vector of parameters δ̂
Τθ  for both types 

of ELM are shown in following Table 2. 
 

Table 2: Different polynomials and vectors for both 
ELM 
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( ) 1 0

0

q s q
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⋅
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s s p

+ +
=

⋅ +
 

( ) ( ) ( )0d s s n s α= + ⋅ +  ( ) ( ) ( )22
1 0d s s n s n s α= + + ⋅ +  

( ) 0 0
ˆ ,k a bΤθ δ δ
δ ⎡ ⎤= ⎣ ⎦  ( ) 1 0 1 0

ˆ , , ,k a a b bΤθ δ δ δ δ
δ ⎡ ⎤= ⎣ ⎦  

 
 
SIMULATION RESULTS OF CONTROL 

The proposed controller could be tuned via the choice 
of the parameter α in the polynomial d(s) and this was 
tested in the following simulation studies. All 
simulations have the same properties, such as sampling 
period Tv = 0.3 min, simulation time 350 min and seven 
different step changes were done during this time. The 
input variable was limited to u(t) = <-75; 75> % due to 
the physical properties of the reactor. 
The first simulation study for the first order ELM G1(s) 
was done for the position of the root α = 0.04, 0.1 and 
0.3 and results are shown in Figure 5 and Figure 6. 
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Figure 5: The course of the input variable, u(t), for 
different value of the parameter α, 1st order ELM G1 

It can be clearly seen, that the tuning parameter α 
results in slower but smoothe output response. Small 
value makes very quick output response but overshoots 
from the reference signal. Ideal value should be chosen 
somewhere between 0.04 and 0.1. The recursive 
identification has very good results two although the 
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controller does not know about the system behaviour at 
the begging which is represented by the starting vector 
of parameters [ ]ˆ 0.1,0.1=Τθ . The only improvement is 

the use of proportional controller for initial 15 minutes. 
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Figure 6: The course of the output variable, y(t), for 
different value of the parameter α, 1st order ELM G1 

The course of the identified parameters is shown in 
Figure 7. 
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Figure 7: The course of the parameters a0
δ(t) a b0

δ(t)  for 
different value of the parameter α, 1st order ELM G1 
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Figure 8: The course of the input variable, u(t), for 
different value of the parameter α, 2nd order ELM G2 

The second analysis was done for ELM G2(s) which is 
the second order transfer function with relative order 
one. Simulation studies for the same value of α as in 
previous study produces much slower output responses. 
Parameters α have not purely equal meaning in both 
studies because the first order transfer ELM makes the 
second degree polynomial d(s) with single root α on the 
right side of the Diophantine equation (16) while the 
second order ELM means d(s) of the fourth degree and 
α is double root. That is why this controller was tested 
for tuning parameter α = 0.02, 0.05 and 0.09 which 
produces similar output responses as in the first case. 
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Figure 9: The course of the output variable, y(t), for 
different value of the parameter α, 2nd order ELM G2  

This controller have not very optimal results at the 
begging which was caused mainly by the recursive 
identification which again started from the general 
values [ ]ˆ 0.1,0.1,0.1,0.1=Τθ  and employes the 

proportional controller at the beginning again. Even 
though the course of the input variable u(t) in Figure 8 
is very special and not very good, the resulting output 
response y(t) is not as bad as we expect – see Figure 9. 
Courses of the identified parameters during the control 
are confront in Figure 10 and Figure 11. 
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Figure 11: The course of the parameters b1
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It is good to qualify the results somehow. The quality 
criteria Su and Sy were used in our case. These criteria 
are computed from 
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where the computation interval <k1;k2> is <50;350> min 
due to unappropriate results at the beginning during the 
first step change. The resulting values of the criteria are 
in Table 3.  
We can say that the compromise between the speed of 
the control and the control quality are the middle values 
of parameter α, i.e. α = 0.1 for 1st order ELM and  
α = 0.05 for 2nd order ELM. These simulation results 
are compared in the last Figure 12 and Figure 13. 
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Figure 12: Comparison of the course of the input 
variable u(t) for 1st and 2nd order ELM 

 

 
Table 3: Control quality criteria Su and Sy 

 Su [-] Sy [K
2] 

The first order transfer function G1(s) 
α = 0.04 
α = 0.1 
α = 0.3 

15 686 
41 171 
75 510 

435.62 
218.96 
161.17 

The second order transfer function G2(s) 
α = 0.02 
α = 0.05 
α = 0.09 

  518 
2 282 
6 178 

961.72 
466.35 
312.07 
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Figure 13: Comparison of the course of the output 
variable y(t) for 1st and 2nd order ELM 

  
CONCLUSION 

This paper presents simulation results of the adaptive 
control of the nonlinear system based on the choice of 
the External Linear Model parameters of which are 
estimated during the control and parameters of the 
controller are then adopt to these identified ones. There 
were used two ELM differing in the order of the 
transfer function. Obtained results have shown that the 
more simple first order transfer function have very good 
control results and the estimation has no problem 
although it starts from the general values. The controller 
derived from the second order transfer function with 
relative order one as an ELM has a bit worthier results 
especialy at the very beginning of the control because of 
the unappropriate identification but the course of the 
input and the output variables after the second step 
change in the time t = 50 min is then similarly good as 
in previous case. The speed and the quality of the 
control could be affected by the choice of the parameter 
α while decreasing value results in steepening output 
response but overshoots. Although this system has 
nonlinear behavior and other negative control 
properties, both proposing controllers produces good 
control results. The first order ELM could be in this 
case better choice from the computing, programming 
and practical point of view. 
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ABSTRACT 

We present a simulation model designed for evaluation 
of dependability in distributed systems. The model is a 
modification of the MONARC simulation model by 
adding new capabilities for capturing the reliability, 
safety, availability, security, and maintainability 
requirements. It includes components for failures 
injection, and it provides evaluation mechanisms for 
different replication strategies, redundancy procedures, 
and security enforcement mechanisms. The model is 
implemented as an extension of the multi-threaded, 
process oriented simulator MONARC, which allows the 
realistic simulation of a wide-range of distributed 
system technologies, with respect to their specific 
components and characteristics. The experimental 
results show that the application of the discrete-event 
simulators in the design and development of the 
dependable distributed systems is appealing due to their 
efficiency and scalability 
 
INTRODUCTION 

Up until recently the research efforts in the area of large 
scale distributed systems (LSDS) mainly targeted the 
development of functional infrastructures. As the 
application domains of LSDS are extending, researchers 
have to deal with new requirements. Today LSDS are 
required to offer reliability, safety, availability, security 
(all attributes of dependability).  

In this paper we present a simulation model designed to 
evaluate the dependability in LSDS. The proposed 
model extends the MONARC simulation model (Dobre 
et al. 2008a) with new capabilities for capturing 
reliability, safety, availability, security, and 
maintainability requirements. The simulation model 
includes the necessary components to inject failure 
events, and provides the mechanisms to evaluate 
different strategies for replication, redundancy 
procedures, and security enforcement mechanisms, as 
well. The paper extends the results presented in (Dobre 
et al. 2008b), introducing the simulation model 

designed for dependability of distributed systems. The 
results achieved in experimental analysis show that the 
application of discrete-event simulators in the design 
and development of distributed systems is appealing 
due to their efficiency and scalability. 

The rest of this paper is structured as follows. Section 2 
presents related work in the area of modeling 
distributed systems. In Section 3 we present the 
extended simulation model to simulate dependable 
LSDS. Sections 4 and 5 present details for the proposed 
fault tolerance and security simulation models. The 
experimental evaluation results are demonstrated in 
Section 6.  The paper ends with final remarks and 
conclusions in Section 7. 
 
2 RELATED WORK AND OUR APPROACH 

Modeling and simulation are the effective tools for the 
development of the new algorithms and technologies. 
They enable the enhancement of large-scale distributed 
systems, where analytical validations are prohibited by 
the scale of the encountered problems. The use of 
discrete-event simulators in the design and development 
of LSDS is appealing due to their efficiency and 
scalability.  

SimGrid (Casanova et al. 2008) is a simulation toolkit 
that provides core functionalities for the evaluation of 
scheduling algorithms in distributed applications in a 
heterogeneous, computational Grid environment. It 
aims at providing the right model and level of 
abstraction for studying Grid-based scheduling 
algorithms and generates correct and accurate 
simulation results. The Grid simulator toolkit developed 
for the investigation  is the GridSim system introduced 
by Buya et al. in (Buyya and Murshed 2002). The main 
concept of the simulator is on the computational 
economy.  

OptorSim (Venters et al. 2007) is a Data Grid simulator 
designed for evaluating optimization in data access 
technologies for Grid environments. It adopts a Grid 
structure based on a simplification of the architecture 
proposed by the EU DataGrid project. Another 
simulator package is ChicagoSim (Ranganathan and 
Foster 2002). It is dedicated for the implementation of 
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the scheduling strategies in conjunction with the data 
location. 

These simulators do not present general solutions to 
modeling dependability technologies for LSDS. They 
provide basic simulation models for evaluating LSDS. 
We propose a simulation model that provides the means 
to evaluate a wide-range of solutions for dependability 
in LSDS. Security in particular has never been properly 
handled by any of these projects. The only simulator 
that is able to evaluate LSDS security aspects is G3S 
(Grid Security Services Simulator) (Naqvi and Riguidel 
2005). Similar to its model, we support all the 
mechanisms made available in G3S. Our proposed 
simulation includes capabilities for modeling security 
aspects, from patterns of attack to intrusion detection, 
authentication or privacy enforcement solutions. It also 
includes the mechanisms to evaluate security in a more 
general context, modeling more realistically distributed 
systems, with their specific characteristics. The model is 
able to describe actual distributed system technologies, 
and provides the mechanisms to describe concurrent 
network traffic, to evaluate different strategies in data 
replication, and to analyze job scheduling procedures. 
MONARC offers ample customization possibilities, 
thus enabling users to integrate different proprietary 
solutions. For example, unlike G3S, the MONARC’s 
model can incorporate custom security solutions 
designed by the user for particular scenarios. 
 
3 MONARC’S ARCHITECTURE 

MONARC is based on a process oriented approach for 
discrete event simulation, which is suited to describe 
concurrent running programs, network traffic as well as 
all the stochastic arrival patterns specific for such type 
of simulations (Legrand et al. 2003). The simulator is 
able to handle experiments involving thousands of 
processing nodes executing a large number of 
concurrent jobs, and thousands of concurrent network 
transfers. 

 
Figures 1: The Regional Center model. 

MONARC uses a simulation model that abstracts 
components found in LSDS infrastructures. The model 
includes components for simulating processing units, 
databases, and network traffic. Such components can be 

grouped in regional centers (Figure 1). A regional 
center is used to abstract a group of resources that are 
under the control of a single organization. Several 
regional centers can be linked to simulate cooperation 
with other resources, similar to how clusters are used in 
larger Grids. The simulation model also include 
components to model the behavior of the applications 
and their interaction with users. Such components are 
used to generate data processing. 

One of the strengths of MONARC is that it can be 
easily extended. This is made possible by its layered 
structure. The first two layers contain the core of the 
simulator (called the "simulation engine") and models 
for the basic components of a distributed system 
(processing units, jobs, databases, networks, job 
schedulers etc). The particular components can be 
different types of jobs, job schedulers with specific 
scheduling algorithms or database servers that support 
data replication. Using this structure it is possible to 
build a wide range of models, from the very centralized 
to the distributed system models, with an almost 
arbitrary level of complexity (multiple regional centers, 
each with different hardware configuration and possibly 
different sets of replicated data).  
 

 

Figures 2: The dependable simulation model and its 
components. 

In this paper we present an extended MONARC 
simulation model that is able to evaluate dependability 
aspects for LSDS. The model is designed to evaluate 
fault detection, fault recovery, or security solutions in a 
unitary and aggregated way. Figure 2 presents the 
components of the dependable modeling layer. The 
extensions to the simulation model were introduced for 
modeling faults, failure detection, fault recovery, and 
security aspects within a modeled distributed system.  
 
4  FAULT TOLERANCE MODEL 

We first extended the simulation model (see Figure 3) 
and added the mechanisms to evaluate fault tolerance in 
LSDS. The model includes components necessary to 
inject and recover from faults in the processing, 
networking as well as database layers.  

The fault tolerance model also allows the simulation of 
hybrid systems, in which failing components can 
coexist with traditional components of the MONARC’s 
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original model. The mechanisms for fault tolerance are 
added as extensions to MONARC’s simulated 
components, and in simulation experiments both types 
of components, with and without the fault tolerance 
extensions, can coexist.  
 

 

Figures 3: The extended fault tolerance model. 

Figure 4 presents the modeling of fault tolerancein in 
communication layer. In this case various failures can 
occur within the network links, and routers. In addition, 
the model can simulate redundancy and recovery 
protocols based. 
 

 

Figures 4: A fault tolerant network model. 

At the hardware layer different distributed components 
can be modeled as failing: the processing unit, the 
network connectivity as well as the storage devices. In 
software we consider faults occurring in a middleware 
component (a faulty scheduler, a database server 
returning incorrect results, etc.) or within higher-level 
distributed application (jobs could fail to return correct 
results).  

The model includes faults such as crash faults, omission 
faults, time faults, as well as Byzantine faults. All 
modeled components have mechanisms to simulate 
injection of faults (or the modeling of their failure). The 
mechanisms are configurable via metrics for calculating 
processor availability. The first mechanism is based on 
the MTTF (mean time to failure) parameter. The fault 
injection uses the MTTF together with a mathematical 
probability distribution (such as binomial, Poisson, 
Gaussian, standard uniform, etc)., such as at random 
intervals a component can experience faulty behavior 
(failures). The second error injection mechanism uses 
random occurrence of fault events. This is useful in 

modeling Byzantine failures. For such errors the 
simulation model allows resuming the normal behavior 
of the faulty component.  

The fault injection mechanisms are used together with 
fault detection and recovery mechanisms. For that the 
model includes a monitoring component. The 
component is responsible with the management of 
events related to the triggering of faults. In the event of 
a failure each component can take global actions (such 
as update of the service catalogue if the experiment 
requires it). It also updates the states of the distributed 
system, and informs other components of the event.  

The scheduler also implements a fault-tolerant 
mechanism. Whenever a new job is submitted the 
scheduler also produces a special simulation event that 
triggers when a timeout occurs. The timeout depends on 
the user’s specifications and is used as a signal if the 
job fails to return results in due time. In this case the 
scheduler is interrupted either when the job finishes or 
when the timeout event occurs. The same mechanisms 
are implemented within the network simulation model. 
In this case a job is informed if a transfer failed to finish 
in a specified amount of time (possible due to network 
congestion) and can take appropriate measures (such as 
canceling the transfer or saving the state). 

The simulation model also includes mechanisms model 
check-pointing or logging of the system’s state. Such 
mechanisms are implemented using MONARC’s 
simulation events. The model is able to simulate both 
static and dynamic check-pointing strategies.  

The simulation model also includes mechanisms for the 
evaluation of replication and redundancy mechanisms. 
Replication provides mechanisms to use multiple 
instances of the same system or subsystems and choose 
the result based on quorum. The simulation model 
allows the simulation of DAG distributed activities. 
This is useful in modeling job replication, when the 
same job can be executed on multiple processing units, 
and another job receives the outputs and selects the 
correct results. The possibility to model replication 
mechanism was demonstrated in (Eremia, et al, 2010). 
Redundancy results were demonstrated in experiments 
presented in (Dobre et al. 2008b).  
 
5  SECURITY MODEL FOR LARGE SCALE 
DISTRIBUTED SYSTEMS 

LSDS are vulnerable to security threats because they 
rely on distributed access control mechanisms necessary 
to access remotely wide-spread resources that are under 
different administrative domains. The MONARC’s 
simulation model includes components for the analysis 
of security-dependent experiments (Figure 5). It is 
capable to simulate security solutions used in real-world 
distributed environments, such as GSI, PKI, SSL, 
cryptographic solutions, etc. In addition, the model 
includes various simulated security attacks. It allows the 
addition of detection mechanisms for such attacks, by 
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providing simulation mechanisms for message 
encryption or authentication and authorization.  

The model considers the general case of security, as a 
mean to ensure that systems remain safe and reliable to 
errors, threats or malicious changes. The model 
includes solutions for data privacy, data integrity and 
system availability.  

The security model allows the specification of security 
policies. A security policy describes which actions are 
allowed and which are prohibited. Entities to which 
these actions apply include users, services, information, 
machinery, etc. Once the security policy is established, 
the necessary security enforcement mechanisms are 
considered. The model includes various security 
mechanisms (Johnston, 2004): confidentiality (it 
includes mechanisms to ensure that an authenticated 
entity can access only the information that has been 
authorized to), authentication (the models includes 
mechanisms to identify entities involved in a 
communication or collaboration), authorization (the 
model guarantees that once the entity has been 
authenticated, its options will be restricted / limited to 
those operations that it is authorized to perform), and 
audit (the models includes the mechanisms to guarantee 
the non-repudiation of origin and content of a message). 

 

Figures 5: The security simulation model. 

The security model includes a secured job that carries 
authentication tokens or certificates, and is able to 
request data based on specific rights. The user can 
specify the use of X.509 certificate, together with a PKI 
infrastructure for example, or can easily add new means 
of authentication. In particular for Grid systems an 
additional important concept considered by the security 
model is the Virtual Organization (VO). In a VO 
different organizations (commercial companies, 
universities, etc.) collaborate to share resources and 
work together to solve common problems. Each 
organization within a VO is managed independently 
and has its own security solutions such as Kerberos or 

PKI infrastructure (Public Key Infrastructure). To 
define VOs the model uses security policies shared 
between regional centers. The model includes 
mechanisms to evaluate various authentication 
solutions. Such authentication mechanisms are applied 
to the scheduler, processing unit, and to jobs requesting 
data from the database servers. For example, the job 
scheduler includes restrictions to where to execute 
specific jobs, based on the VO to which they belong. 
The processing units are capable to verify if a particular 
job is allowed to be executed. The access control 
verification can be implemented based on various 
schemas (RBAC, MAC, DAC, etc).  

The model adds the possibility to include secure data 
transport protocols. For example, the SSL protocol 
offers the possibility to encrypt the messages being 
exchanged between entities in a simulation experiment. 
In addition the model implements handshake 
mechanisms for protocols supporting authentication 
capabilities. The user can easily add and evaluate new 
protocols and mechanisms.  The model includes 
mechanisms for data encryption, keys and certificate 
management, etc. In addition, it includes mechanisms 
for traffic filtering by specifying exclusion rules based 
on various metrics (ports, addresses, protocols, etc) and 
corresponding actions (reject for example).  

The security model also enables the protection of 
message content sent throughout the network against 
attacks such as interception (eavesdropping), and thus 
keeping its confidentiality, by encrypting its content. It 
also ensures secure data transfers by using protocols to 
allow the authentication of the parties involved in the 
communication. This ensures both the integrity of 
messages transmitted, and their protection against 
attacks such as man in the middle. 

The implementation also includes an exclusion rule 
based traffic filtering of all components of a virtual 
organization. This mechanism can be used to prevent 
attacks such as DoS. In case of many connections 
coming from the same address, for example, the 
filtering policy can specify that that particular address is 
banned for a certain period of time (or permanently). 
 
6. EXPERIMENTAL RESULTS 

To analyze the validity and performance of the 
dependability simulation model we conducted several 
simulation experiments.  

We first evaluated fault tolerance. The first experiment 
analyzed how the number of processing units relates to 
the reliability in processing a batch of tasks. The 
objective was to guarantee that a given number of tasks 
can be processed, without considering delays caused by 
failed processing units. If no processing unit is working 
at a given moment, the experiment fails.  
In the experiment a number of jobs are sent for 
processing. The job scheduler is responsible with 
finding a suitable processing unit for each of these jobs. 
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Figures 6: Results obtained for batch of tasks. 

The results in Figure 6 were obtained for different cases 
(10, 20, and 40 processors) and 10,000 jobs sent for 
execution. The CrashThresh parameter shows the 
probability of the processing units to experiment 
permanent failures. In these experiments, for particular 
cases (Figure 6), the job scheduler gets into a state 
where there are no more processing units to execute 
jobs. In this case the scheduler is no longer able to mask 
failure and, therefore, the user sees a lower number of 
processing jobs successfully executed (the vertical 
axis).  

Table 1: Results for transient failures. 
Jobs CPUs Transient 

Thresh 
Avg. Failed CPUs Processed 

10000 10 0.5 7 4931 

10000 10 0.6 3 10000 

10000 10 0.7 1 10000 

We continued with experiments where 10 processing 
units experience transient failures. In these experiments 
we varied the probability of processors to experience 
failures (the Transient Thresh parameter).  

 

Figures 7: The simulation scenario used with the 
Network Failure experiments. 

The obtained results (see Table 1) show a bottleneck for 
the number of jobs that are successfully executed. In 
this case the job scheduler considers that CPUs fail if 
they don't answer for one heartbeat and they are 
repaired if one positive answer is received.  

These experiments reveal the importance of taking 
repairing actions in case of faulty resources. If no 

permanent faults occur, and transient faults occur in a 
reasonable range, a task still finishes, independently of 
the batch size. This is because the processing units are 
repaired faster than they break.  

Because tasks conserve the work they’ve done when 
stopped, the time is proportional with the average 
percentage of failed processors if all tasks are 
completed. In this case efficiency is computed by 
dividing the ideal completion time to the actual 
completion time if failures occur. By default jobs are 
not reset when rescheduled, resulting in efficiency 
values proportional to the average number of working 
processors. If jobs are reset when rescheduled, 
efficiency is much more correlated to MTBF. If a 
processor can never finish by itself a job, no jobs will 
be completed, resulting null efficiency. 
 

 

Figures 8: Results obtained for different probabilities of 
links to experience permanent failures. 

Another set of experiments was further designed to 
evaluate the relation between redundant network links 
and link reliability. The goal is to send a number of 
packets, without considering delays. Because of its 
resilience to missed packets, TCP was chosen as the 
transport protocol.  
 

 
Figures 9: Comparison between execution time (s) for 

scheduling algorithms with and without errors. 

Figure 7 shows the experiment’s network topology. 
Cern LAN sends packets to Caltech LAN. Packets are 
routed by Cern Router through the two possible paths 
towards Caltech Router in respect to network load. 
Figure 8 shows the results obtained for the case when 
the network links can experience permanent failures. 
We considered a number of 10 jobs that are sending 
messages. We then varied the probability of a link to 
experience permanent failures. The vertical axis shows 
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the number of jobs that were able to complete their 
tasks of transferring the data.  

We also evaluated various fault-tolerant scheduling 
algorithms for DAGs. The experiments considered the 
case of several complex DAG dependent tasks that were 
submitted for execution, and the cases when faults 
occur or not. The results are presented in Figure 9. 
Differences between the submitted jobs and the 
finalized ones represent the number of jobs that were 
successfully rescheduled (when faults occurred). 
 

 

Figures 10: Experiment evaluating the security 
simulation model. 

An experiment designed to evaluate the security model 
considering the case of two regional centers is 
presented in Figure 10. The experiment involves 
sharing several processing units and a database server 
within a virtual organization. The purpose is to 
demonstrate the functionality of an access policy within 
the secured database server. The experiment uses two 
types of jobs: one requests the creation of a database 
and writes data in it; and the other one connects to the 
server and requests the data matching a specific pattern. 
 

 

Figures 11: Results obtained for the security 
experiment. 

We associated a security policy resembling the UNIX 
file access policies to the database server belonging to 
the VO. We considered that members of the VO have 
read and write rights over the database server. A get 
operation is ignored and the operation is considered an 
implicit attack on the database server. The experiment 
consisted in the insertion of many jobs of the types 
previously presented. The results (Figure 11) 
demonstrate that during an attack the throughput 
increases, in contrast with the initial conditions of the 

experiments. Also, the number of received connections 
increases during an attack. The results demonstrate the 
validity of the proposed security model, as they are well 
mapped with the analytical results expected from the 
experiment. We also conducted a number of other 
experiments, trying to evaluate the components 
proposed within the security model, ranging from 
securing communication to imposing access control at 
virtual organization level. 
 

 

Figures 12: The percent of attacks recognized on the 
database side from the total number of requests. 

By extending the security model, we were able to 
concurrently simulate both ordinary jobs, as well as 
ones that tried different operations on the database 
without having sufficient rights. We logged and 
compared how many attacks were randomly generated 
(reads without the read right, etc.) versus how many 
attacks did the database server successfully recognized 
(Figure 12).   

In all these cases not only the security solutions 
designed and included in the proposed security model 
correctly handled possible attacks, but also the 
performance of the distributed simulated environment 
(throughput in the network or processing capability of 
the simulated processing units) was not affected beyond 
rendering the environment to be used anymore. 
 
7. CONCLUSIONS 

As society increasingly becomes dependent of 
distributed systems (Grid, P2P, network-based), it is 
becoming more and more imperative to engineer 
solutions to achieve reasonable levels of dependability 
for such systems. Simulation plays an important part in 
building and evaluating dependable distributed systems.   
In this paper we presented a simulation model designed 
to evaluate the dependability in distributed systems. The 
model extends the MONARC simulation model with 
new capabilities for capturing reliability, safety, 
availability, security, and maintainability requirements.  
The model extends the multithreaded, process oriented 
simulator MONARC. It includes the necessary 
components to inject various failure events, and 
provides the mechanisms to evaluate different strategies 
for replication, redundancy procedures, as well as 
security enforcement mechanisms. The results obtained 
in presented simulation experiments probe that the use 
of discrete-event simulators, such as MONARC, in the 
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design and development of dependable distributed 
systems is appealing due to their efficiency and 
scalability. 
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ABSTRACT

This paper describes the design and implementation of a 
library of reusable UPPAAL template processes which 
support reasoning and property checking of concurrent 
programs, e.g. to be realized in the Java programming 
language. The stimulus to the development of the 
library originated in the context of a systems 
programming undergraduate course. The library, 
though, can be of help to general practitioners of 
concurrent programming which nowadays are 
challenged to exploiting the potentials of modern multi-
core architectures. The paper describes the library and 
demonstrates its usage to modelling and exhaustive 
verification of mutual exclusion and common 
concurrent structures and synchronizers. UPPAAL was 
chosen because it is a popular and continually improved 
toolbox based on timed automata and model checking 
and it is provided of a user-friendly graphical interface 
which proves very important for debugging and 
property assessment of concurrent models. Java was 
considered as target implementation language because 
of its diffusion among application developers. 

INTRODUCTION

Current technological trend on multi-core machines 
challenges developers to exploit concurrency in general 
purpose applications which can have a performance 
gain from the computational parallelism offered by 
modern personal computers. However, as students and 
developers know, concurrent programs are hard to 
design and difficult to debug. Common experimented 
problems include race conditions, deadlocks and 
starvation (Stallings, 2005)(Silberschatz et al, 2010). 
Motivated by the desire to help students of a systems 
programming undergraduate course to have a more 
critical approach to concurrent programming, authors 
have designed and prototyped a reausable library of 
UPPAAL (Bengtsson and Yi, 2003)(Behrmann et al., 
2004) template processes. The library enables a 
concurrent solution to be formally modelled as a 

network of timed automata (Alur and Dill, 1994), to 
animate it in simulation to check qualitative behaviour 
thus making a preliminary debug, and to prove 
(provided the model is not too large) 
functional/temporal properties of the system at hand 
through model checking (Clarke et al., 2000)(Cicirelli et 
al., 2007)(Cicirelli et al., 2009)(Furfaro and Nigro, 
2007). The approach is similar but independent and 
original with respect to that described in (Hamber and 
Vaandrager, 2008). A key factor of the work described 
in this paper concerns the development of concurrent 
structures and synchronizers which are inspired by the 
concurrent package of the Java programming language. 
The UPPAAL toolbox was chosen because it is popular, 
it is continually improved and it is efficient (in space 
and time) in the handling of large model state graphs. 
Moreover, the toolbox offers a friendly graphical user 
interface which facilitates reasoning upon model 
behaviour. 
This paper describes (part of) the developed library and 
demonstrates its usefulness by studying mutual 
exclusion algorithms and by showing some common 
concurrent synchronizers which are available in the 
Java programming language. Concurrent models are 
then applied to a sample problem. The approach makes 
it simple to transform a concurrent solution model into a 
corresponding Java implementation. The solutions, 
though, can be ported to other languages as well. 
Finally, conclusions are drawn with an indication of 
further work. 

MUTUAL EXCLUSION ALGORITHMS 

Concurrent processes accessing shared data require two 
kinds of mechanisms (see e.g. (Stallings, 
2005)(Silberschatz et al., 2010)): mutual exclusion 
which guarantees only one process at a time can enter 
its critical section, and synchronization, i.e. the 
possibility for a process in a critical section to suspend 
its execution when the data values do not permit the 
process to complete its operations. In this section the 
focus is on mutual exclusion based on busy-waiting by 
“pure software” solutions (other solutions can be based 
on the hardware support, e.g. test and set instructions or 
the interrupt system). Such mutual exclusion algorithms 
are normally discussed in a systems programming 
course for introducing students to race conditions and 
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interference problems among concurrent processes. In 
the following, algorithms for N>2 processes are 
considered. Examples include the Bakery algorithm and 
the Eisenberg and McGuire algorithm ((Silberschatz et 
al., 2010) page 302). Fig. 1 shows a pseudo code of the 
generic process according to the Eisenberg and 
McGuire algorithm. 

//shared variables used by the algorithm 
enum pState {idle, want_in, in_cs} 
pState flag[n]; //all elements initialized to idle 
int[0,n-1] turn; //no particular initialization 
//ith process 
int[0,n] j; 
do{ //enter part 
 while(true){ 
  flag[i]=want_in; //I want to enter my critical section 
  j=turn; //give priority to non idle processes, if there 
  //are any, from turn to i clockwise 
  while(j!=i){ //busy waiting 
  if( flag[j]!=idle ) j=turn; 
     else j=(j+1)%n; 
  } 
  flag[i]=in_cs; //I "enter" my cs 
  j=0; 
  //it there exists in the entire ring a 
  //process with in_cs status ? 
  while( (j<n) && (j==i ||flag[j]!=in_cs) ) j++; 
  if( (j>=n) && (turn==i || flag[turn]==idle) ) 
       /*no*/ break; 
  //yes, waits 
 } 
 turn=i; //its my turn 
 //critical_section 
 //exit part 
 //starting from me (turn==i) 
 //search the first not idle process 
 j=(turn+1)%n; 
 while( flag[j]==idle ) j=(j+1)%n; 
 turn=j; //give it its turn 
 flag[i]=idle; 
 //non_critical_section 
}while(true)

Figure 1. Eisenberg and McGuire mutual exclusion 
algorithm for N processes 

Now the goal is to model in UPPAAL the algorithm in 
Fig. 1 and proving it fulfils all the three basic 
properties: (a) only one process at a time can enter its 
critical section, (b) a process waiting for entering its 
critical section would not delay infinitely (absence of 
starvation), (c) no assumption is made about the relative 
speed of the processes. The modelling strategy 
purposely allows to concentrate on the essential of the 
algorithm while ensuring a certain efficiency of the 
model checking. The model abstracts away the duration 
of the single instructions carried out during the entry 
section and the exit section of the protocol, thus making 
it possible to determine the delay time of a process 
waiting to enter its critical section, in terms of the 
number and duration of critical sections executed by 
other processes. The “high resolution” approach, in 

which every single instruction is modeled and timed 
(e.g. each instruction consumes 1 time unit) is instead 
advocated in (Hamber and Vaandrager, 2008). Fig. 2 
shows the proposed UPPAAL model for the generic 
Process of Eisenberg and McGuire algorithm. Duration 
of the critical section is supposed to be in the [2,6] time 
interval. The template Process receives its unique id i as 
parameter.  
The use of committed locations mirrors the assumption 
that instructions executed during the entry/exit part are 
supposed to be time negligible with respect to the 
critical section duration. Of particular concern is the 
realization of the busy-waiting during the enter part. 
The process enters the Busy_Wait location from which 
it exits at each change of shared variables. To this 
purpose a broadcast channel check is used. The process 
which enters or exits from its critical section forces all 
processes in busy waiting to reconsider their situation. 
The following global UPPAAL declarations were used: 

const int N=5; //number of processes 
typedef int[0,N-1] pid; //process identifier subtype 
typedef int[0,2] pState; 
broadcast chan check; 
const int idle=0; 
const int want_in=1; 
const int in_cs=2; 
pid turn; 
pState flag[N]={idle,idle,idle,idle,idle}; 
clock x[N]; //process clocks 
clock y[N]; //decoration clocks 

The system declaration section consists only of: 

system Process; 

which ensures, due to the pid parameter of the Process 
template, that N instances of the template are created to 
populate the model. These instances have names 
Process(0), ..., Process(N-1). 

Table 1 shows the queries used to verify the mutual 
exclusion algorithm. Query 1 verifies the absence of 
deadlocks. Queries 2 and 3 check, with different syntax, 
the fundamental mutual exclusion property: no more 
than one process can find itself into the critical section. 
Queries 4 and 5 respectively determine minimal and 
maximal delay when waiting for entering the critical 
section. Query 4 is not satisfied if a value greater than 0 
is used. Query 5 is not satisfied if a value lesser than 24 
is used. Decoration clocks y[i] are reset when a process 
starts the enter part of the protocol and measure the 
elapsed time of waiting. Obviously, queries 4 and 5 
have the same conclusion for any process i. It is 
guaranteed that the waiting time is bounded and 
amounts as upper bound to (N-1) critical sections. 
Queries 6 and 7 check progress properties. In particular, 
query 6 guarantees that a process which starts the enter 
part of the protocol, eventually enters the critical section 
(this is of course also confirmed by bounded waiting 
time). Similarly, query 7 says that a process which starts 
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the enter part of the protocol always comes back to 
home (Non_CS location). 

 Table 1  
Query Result 

1 A[] !deadlock satisfied 

2
E<> Process(0).In_CS+Process(1).In_CS+ 
Process(2).In_CS+Process(3).In_CS+ 
Process(4).In_CS>1 

not
satisfied 

3 A[] (forall(i:pid) Process(i).In_CS imply  
(forall(j : pid) j!=i imply !Process(j).In_CS)) satisfied 

4 A[] Process(0).End_Enter imply y[0]>=0 satisfied 

5 A[] Process(0).End_Enter imply y[0]<=24 satisfied 
6 Process(0).Start_Enter --> Process(0).In_CS satisfied 
7 Process(0).Start_Enter --> Process(0).Non_CS satisfied 

The model in Fig. 2 can easily be adapted to be 
analyzed using the “high resolution” approach 
suggested in (Hamber and Vaandrager, 2008). In this 
case the check channel is useless and the Busy_Wait 
location can be eliminated. 
Variable lock is true when a process wanting to enter is 
allowed to begin its critical section. Other details should 

be self-explanatory. This algorithm too ensures a 
bounded waiting time of at most (N-1) critical sections. 

CATALOG OF REUSABLE CONCURRENT 
MODELS

Mutual exclusion algorithms like those shown in the 
previous section can be the basis for implementing high 
level concurrent structures. Normally they are not 
directly used by the concurrent programmer which 
prefers instead to use such constructs as monitors, 
semaphores etc. which can provide both mutual 
exclusion and synchronization mechanisms. In the 
following some reusable UPPAAL templates are 
proposed which model some frequently used concurrent 
structures which are at the basis of common concurrent 
design patterns (Grand, 2002).  

The description makes some reference to Java 
concurrency (Goetz et al., 2006) but the solutions can 
be ported also to other programming languages. For 
brevity, some constructions like the Hoare’s monitor, 
barrier, exchanger etc., are not reported although they 
are implemented. 

Figure 2. An UPPAAL Process template for Eisenberg and McGuire mutual exclusion algorithm 

Java native monitor 

The essential semantics of the Java native monitor, 
which derives from the Lampson and Redell monitor 
(Lampson and Redell, 1979), is that any object has a 
lock which provides a waiting room, that waiting 
processes are not necessarily awaken in FIFO order and 
that notifying methods make only ready-to-run one or 
more waiting processes without giving to them any 
privilege with respect to newly arriving threads. All of 
this suggests the following structure for a typical entry 
procedure of a thread-safe class: 

return_type entry_proc(params) throws InterruptedException{ 
 synchronized( m ){ 
      while( condition_for_waiting_is_true )  m.wait(); 
      update_operation
     m.notify[All](); 
     … 
 } 
}//entry_proc 

m is the object which provides the lock, i.e. it is the 
monitor object. m can be this but often (better) is 
convenient for it to be a private object (Bloch, 2008) of 
the guarded class. In the following, a UPPAAL model is 
proposed which rests on four operations: enter, exit, 
wait and notifyAll (which is of more general use than 
notify) which are realized as channels, and a local 
boolean lock variable which holds the lock status.  

Figure 3. UPPAAL template of a Java native monitor 

Start_Enter

Busy_Wait

Exiting_CS

In_CS

x[i]<=6

End_Enter

Non_CS

y[i]=0

check!

check!
x[i]=0

check?
j=turn

j!=i && 
flag[j]!=idle flag[j]!=idle

turn=j, 
flag[i]=idle

flag[j]==idle
j=(j+1)%N

x[i]>=2
j=(turn+1)%N

!((j>=N) &&
 (turn==i || flag[turn]==idle))

!((j<N) && 
  (j==i ||
   flag[j]!=in_cs))

(j<N) && 
(j==i ||flag[j]!=in_cs)

j++

(j>=N) &&
(turn==i || 
 flag[turn]==idle)

turn=i

j==i
j=0,
flag[i]=in_cs

j!=i && 
flag[j]==idle j=(j+1)%N

flag[i]=want_in,
j=turn

Error

Start

lock
wait[m]?
lock=false

lock
notifyAll[m]?

!lock
notifyAll[m]?

!lock
exit[m]?

!lock
wait[m]? lock

exit[m]?
lock=false

!lock
enter[m]?

lock=true
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Wait

ProduceHome

x<=4

notifyAll[m]?

exit[m]!
x=0,cs=false

notifyAll[m]!

size==n
wait[m]!
cs=false

size<n

in=(in+1)%n,size++
enter[m]!
cs=true

x>=2

Wait Consume

x<=3

Home

notifyAll[m]?

x>=1

exit[m]!
x=0,cs=false

notifyAll[m]!

size==0
wait[m]!
cs=false

size>0

out=(out+1)%n,size--
enter[m]!
cs=true

Figure 4. a) Producer model Figure 4. b) Consumer model 

Start

Error

LOCK[l]=false

!LOCK[l]
unlock[l]?

LOCK[l]
unlock[l]?

LOCK[l]=false

!LOCK[l]
lock[l]?

LOCK[l]=true

Error

!LOCK[l]
await[c][l]?

LOCK[l]
signalAll[c][l]?

!LOCK[l]
signalAll[c][l]?

LOCK[l]
await[c][l]?
LOCK[l]=false

Figure 5. a) Lock template model Figure 5. b) Condition template model 

A waiting process can only be awaken by a notifyAll 
operation (the interruption mechanism is ignored). Fig. 
3 portrays the template model for a Java monitor. 
Global declarations for introducing one or more 
monitors in an application model are: 

const int MONITORS=…; //number of monitor objects 
typedef int[0,MONITORS-1] mid; //monitor unique identifiers 
//monitor operations as array of channels 
chan enter[MONITORS]; 
chan exit[MONITORS]; 
chan wait[MONITORS]; 
urgent broadcast chan notifyAll[MONITORS]; 

A monitor model initializes by assigning false to the 
associated lock variable. Invoking a wait/notifyAll/exit 
on a monitor whose lock is false is a fatal error (the 
committed Error location is entered which has no 
outgoing edge).  

A wait[m]? synchronization opens the monitor lock. It 
is up to the invoking process to enter a waiting location 
from which it exits on receiving a notifyAll signall. Fig. 
4 shows a producer/consumer model with a bounded 
buffer. Producer and consumer instances receive a 
unique process id in the relevant category (p_id for 
producers and c_id for consumers) and the monitor 
object upon which mutual exclusion and 
synchronization are based. Models in Fig. 4 clarify that 
an awaken process has to re-gain the monitor as any 
newly arriving process. When a process updates the 
buffer, it awakes all the waiting processes by a 
notifyAll[m]! which is a broadcast channel. Each 
producer/consumer instance owns a local boolean cs 
variable (useful for analysis purposes) for registering if 
it is or not in the critical section. 

The producer/consumer model was checked with a 
varying number of producers and consumers. The 
following two queries (which are satisfied) check that at 
any time at most one process can be in its critical 
section: 

A[] (forall(i:p_id) Producer(i,0).cs imply (forall(j:p_id) j!=i 
imply !Producer(j,0).cs) && (forall(k:c_id)  
!Consumer(k,0).cs))

A[] (forall(i:c_id) Consumer(i,0).cs imply (forall(j:c_id) j!=i 
imply !Consumer(j,0).cs) && (forall(k:p_id)  
!Producer(k,0).cs))

Lock/Condition

Starting from Java 5, the concurrent Java library 
provides an alternative mechanism to the built-in 
monitor, which is based on the concept of a lock and 
associated conditions. The structure is just syntactic 
sugar built on the monitor (lock) mechanism. Now, 
though, processes can wait on different rooms 
(conditions) of the same lock. The lock/unlock 
operations are defined on a lock object, whereas 
await/signal[All] are the operations on a condition. Only 
the signalAll operation is considered (the signal method 
would awake a process without any order). In the 
UPPAAL modelling, the association of conditions to 
lock is achieved by using a bi-dimensional array of 
channels where the first index selects a condition, the 
second one the associated lock. Fig. 5 shows the 
developed Lock (with parameter lock id l) and 
Condition (with parameters the condition id c and lock 
id l) UPPAAL (sub) models. The array of LOCK 
booleans storing the lock statuses is made global so as 
to be shared by a lock and its conditions. Of course, the 
programming model is very similar to that shown for 
the Java native monitor: each use of enter[m]!/exit[m]! 
is replaced by a use of lock[l]!/unlock[l]!, an use of 
wait[m]! is replaced by await[c][l]! where c is a 
condition of l, an use of notifyAll[m]! is replaced by 
signalAll[c][l]! for awaking all the waiting processes on 
condition c. 

Semaphores

Can be counting or binary semaphores (see e.g. 
(Silberschatz et al., 2010)). They can be used for mutual 
exclusion and synchronization purposes (Downey, 
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2007). In the following, the names of the operations on 
semaphores are the classic P and V (Dijkstra, 1965). 
The proposed implementation uses a bounded queue for 
storing the identifiers of processes waiting on the 
semaphore. The awaking of waiting processes follows 
the FIFO order. Each semaphore holds a private counter 
which cannot go negative, and stores the number of 
permits available on the semaphore. The following 
globals help defining the semaphore models: 

const int PROCESSES=…; //number of processes 
typedef int[0,PROCESSES-1] pid; //process ids subtype 
const int SEMAPHORES=4; //number of semaphores 
typedef int[0,SEMAPHORES-1] sid; //semaphore ids subtype 
//semaphore operation-channels 
chan P[SEMAPHORES]; 
chan V[SEMAPHORES]; 
chan GO[PROCESSES]; 
pid proc; //process id trying to P(ass through the semaphore

Error
initial<0

GO[pr]!
lock=false

count==0 && 
full()

size()==0
count++,
lock=false size()>0

pr=dequeue()

!lock
V[s]?
lock=true

count==0 && 
!full()
enqueue(),
lock=false

initial>=0

initialize()

count>0
GO[p]!

count--,
lock=false

!lock
P[s]?
lock=true,
p=proc

Error

GO[pr]!
lock=false

count==0 && 
full()

size()==0

count=1,
lock=false size()>0

pr=dequeue()

!lock
V[s]?
lock=true

count==0 && 
!full()

enqueue(),
lock=false

initialize()

count==1
GO[p]!

count=0,
lock=false

!lock
P[s]?

lock=true,
p=proc

Figure 6. a) Counting semaphore model Figure 6. b) Binary semaphore model 

CS

Produce
Home

x<=3

in=(in+1)%n,
size++

x=0

V[full]!

V[mutex]!
GO[p]?

P[mutex]! proc=p

GO[p]?P[empty]!
proc=px>=1

Consumex<=2

CS

Home

out=(out+1)%n,
size--

x>=1 V[empty]!

x=0

V[mutex]!

GO[p]?

P[mutex]! proc=p

GO[p]?P[full]! proc=p

Figure 7. a) Producer model with semaphores Figure 7. b) Consumer model with semaphores 

Specific constant names can also introduced globally to 
make more readable a process model when accessing 
selected semaphores. Fig. 6 portrays the UPPAAL 
templates for the counting and binary semaphores. 
Parameters of both models are the semaphore id, the 
initial value (which for a binary semaphore is restricted 
to be 0 or 1), the expected length of the waiting queue. 
The design pattern which follows from the models in 
Fig. 6 is that a process which executes a P[s]! operation 
on a semaphore s must assign, in the update part of the 
command, its own process identifier to the global 
variable proc. In addition, following a P[s]! 
synchronization, the process has to wait for a GO[p]? 
synchronization which unblocks the process. Models in 
Fig. 6 immediately release a GO command if a permit 
exists at the time of a P[s]!. Note that indexes of the 
array of GO channels are process ids and not semaphore 
ids. 
Model implementation rests on a few C-like functions 
which hide the counter initialization and the 
management of the waiting queue of the semaphore. 
Mutual exclusion of P/V atomic operations is ensured 
by a local lock object of the semaphore, initialized to 
false. To clarify the use of the semaphore models, Fig. 7 
shows the producer/consumer models of classical 

bounded buffer application. The models receive as 
parameter their process id p (of type pid). Three 
semaphores are used: mutex (binary semaphore), empty 
and full (counting semaphores) having a number of 
permits, from time to time, which reflects respectively 
the number of empty/full slots in the bounded buffer. 
The ids of these semaphores are introduced in the global 
declarations.
The instructions for setting up the UPPAAL system 
model composed of two producers, one consumer and 
buffer capacity of n, are as in the following: 

//template process instances 
Mutex=BinarySemaphore(mutex /*sem id*/, 
 1/*initial value*/,2/*queue size*/); 
Empty=Semaphore(empty,n,2); 
Full=Semaphore(full,0,1);
prod1=Producer(0);
prod2=Producer(1);
cons=Consumer(2);
//system configuration 
system Mutex,Empty,Full,prod1,prod2,cons; 

The following query (which is satisfied) checks that 
mutual exclusion is correctly enforced on the three 
processes:
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A[] cons.CS+prod1.CS+prod2.CS<=1 

Another template model (JSemaphore) was developed 
which was inspired by the Java Semaphore class. It 
allows atomically to withdraw/deposit more than one 
permit at a time. The channel-operations are 
AcquireX[jsid], ReleaseX[jsid], AvailablePermits[jsid] 
where jsid is the id of the semaphore in this particular 
category, and X can be absent to express the default of 
1 permit, or can be a natural up to a given allowed 
maximum. The AcquireX[] channels correspond to 
acquireUninterruptibly(...) methods of the Java 
Semaphore class. The same conventions on classic 
semaphores apply here: the global proc variable must be 
assigned the process id at the time of an acquire, which 
must be followed by a GO[]? command for unblocking. 
A process acquiring multiple permits at once will block 
if the requested number of permits is not available. A 
release command updates the number of permits of the 
semaphore and (possibly) awakes the oldest awaiting 
process, provided its permit request is now fulfilled. A 
process can check the number of available permits 
through the operation AvailablePermits[jsid] whose use 
must update the global proc in the usual way, and be 
followed by a GO[]? command as for an acquire 
command. The requesting process will find the output 
of AvailablePermits[jsid] in a global variable which is 
specified as the fourth parameter (passed by reference) 
to the JSemaphore template. 

EXAMPLES 

The following reports a few examples based on some of 
the UPPAAL developed concurrent structure models. 
When transforming a UPPAAL model to Java it is 
important to reflect that GO? synch? and similar 
synchronizations required in UPPAAL are implicit in 
the suspensive character of Java methods (e.g. wait(), 
s.P() on a semaphore s etc.). 

Sharable resource

The problem (Reek, 2004) concerns a sharable resource 
which can be accessed according to the rules: (a) as 
long as there are fewer than three processes using the 
resource, new processes can start using it right away, 
(b) once there are three processes using the resource, all 
three must leave before any new processes can begin 
using it. 
A first solution is based on the Java native monitor (or 
the equivalent lock/condition structure). Fig. 8 depicts a 
template model for the generic Process accessing the 
resource. Process has two parameters: its process id p 
and the monitor m. 
The variable release is true if currently there is a release 
of processes from the resource according to rule (b). 
Variable active stores the number of processes which 
are currently using the resource. Both must be acted 
under mutual exclusion. A monitor m is used as a 
guardian of the resource. As long as the number of 

active processes is 3 or there is a release in progress, the 
asking process is forced to wait (it reaches the Wait 
location and frees the monitor). On exiting from the 
critical section, if active is equal to 3, release is set to 
true. In any case the exiting process decrements the 
active counter. When active goes to 0, a notifyAll[m]! is 
issued and release is reset to false. Note that if active is 
0 but no release was in progress, the notifyAll[m]! 
signal reduces to a no-operation because no processes 
are really waiting.

Figure 8. Process model based on the Java native 
monitor 

A system model with 5 instances of Process was 
verified. It was found to be free of deadlocks but 
without liveness guarantee for any process. Liveness 
was checked e.g. with a query like this: 
Process(0,0).Start-->Process(0,0).RA (Resource 
Access) which is not satisfied. The query continues to 
be not satisfied even when the Try location is turned to 
be committed and the enter/exit/wait channels are 
declared urgent. 

public class Manager { 
private int active=0;
private boolean release=false;
private Object m=new Object(); 
public void want_to_enter() throws InterruptedException{ 

synchronized( m ){ 
       while( active==3 || release ) m.wait();
       active++;
  } 
 }//want_to_enter

public void exit() throws InterruptedException{ 
synchronized( m ){ 

        if( active==3 ) release=true;
        active--;
        if( active==0 ){ 
            m.notifyAll(); 
            release=false;
        } 
  } 
 }//exit
}//Manager
Figure 9. A Java thread-safe class corresponding to 
model in Fig. 8 

The problem is that process selection at entering and 
process awaking from waiting are not deterministic. A 
Java thread-safe class corresponding to the model in 
Fig. 8 is portrayed in Fig. 9. 

RA

x<=4

Wait

TryStart

enter[m]!exit[m]!

active>0

active==0
notifyAll[m]!
release=false

active--

active<3
active==3

release=true

x>=0

!release && 
active<3
exit[m]!
active++,
x=0

notifyAll[m]? active==3 ||
release
wait[m]!

enter[m]!
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Fig. 10 shows a solution based on semaphores, which 
mimics a solution based on the Hoare’s monitor. Two 
binary semaphores MUTEX and WAIT are used. WAIT 
serves to block a process when active is 3 or there is a 
release in progress. The solution exploits the “Pass the 
Baton” design pattern (Reek, 2004), i.e. when an exiting 
process finds the conclusion of a release and that there 
are waiting processes, it awakes (the oldest) one and 
passes to it the mutual exclusion. On the other hand, 

when release is true or there is no waiting process, the 
exiting process frees the MUTEX. 

The application model was model checked and found 
free of deadlocks too. Liveness was checked by the 
queries: 

Process(0).W --> Process(0).RA 
Process(0).Start --> Process(0).RA

Figure 10. Process model based on semaphores 

The above queries verify respectively if process 0 (or 
any other process) always is able to reach RA from W 
(start waiting), or from Start.  
These queries are not satisfied because of the non 
urgent character of P/V and GO channels, together with 
the fact that an UPPAAL timed automaton is not forced 
to abandon as soon as possible a normal location. 
Changing the channels to urgent, both the queries are 
satisfied, mirroring that a process is eventually chosen 
from the waiting queue of semaphores (FIFO behavior). 

Termination problems 

The first problem considered is proposed in (Stallings, 
2005) and involves five processes: three of type A and 
two of type B. The goal is finding the minimum number 
of semaphores and using exclusively P’s and V’s on 
these semaphores so as to have always that the five 
processes terminate according to the sequence ABAAB. 
Instead of trying intuitively to find a solution, the 
following  suggests a Petri net (see Fig. 11) which 
models in abstract terms a solution. Transition tA 
models a process A termination. Transition tB models a 
process B termination. Net topology and initial marking 
mirror the number of A and B processes (see places A 
and B) and the constraints on the termination sequence 
(see places cA and cB and weights of cB-tB and tB-cA 
arcs).
Obviously, there is no general rule to guide the 
transformation from a specification to an 
implementation which is guaranteed to be correct with 
respect to the specification. In this case, though, by 
interpreting places as semaphores and their initial 
marking as the initial value of the semaphores, and 
interpreting token withdraw and token deposit during 

transition firing respectively as P’s and V’s on the 
relevant semaphores, one can achieve a semaphore 
implementation from the net model. An important 
aspect to reproduce in the semaphore implementation is 
the atomicity of transition firing.  
In reality, semaphores corresponding to places A and B 
can be omitted because in the implementation the 
number of processes A and B is implicitly represented 
by instances of their class/template. As a consequence, 
five semaphores could be used: cA, cB, mA, mB, mAB 
where mA and mB are mutex semaphores guarding A 
processes each other and B processes each other, 
whereas mAB regulates mutex among As and Bs. As a 
first attempt, Fig. 12 sketches semaphore declaration 
and initialization, and the body of A and B process 
types: 

Figure 11. Petri net model for the termination problem 
ABAAB

The implementation in Fig. 12 is redundant: mA and 
mB can be eliminated by resting on cA initialization 
which excludes multiple A to initiate firing of transition 
tA in Fig. 11, and cB initialization along with the FIFO 
property of employed semaphores, so as to allow only 
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V[WAIT]!
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waiting==0

V[MUTEX]!

active>0

active==0
release=false
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active==3 || 
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V[MUTEX]!
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x>=4 V[MUTEX]!
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GO[p]?P[MUTEX]!
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one B to fire transition tB. Proposed implementation 
using three semaphores is shown in Fig. 13. 

Semaphore cA<-1, cB<-0 
BinarySemaphore mA<-1, mB<-1, mAB<-1 
A:
P(mA)
P(cA) 
P(mAB)
V(cB)
V(mAB)
V(mA)

B:
P(mB)
P(cB) 
P(cB) 
P(mAB)
V(cA)
V(cA)
V(mAB)
V(mB)

Figure 12. a) Global 
declarations and A process 
body sketch 

Figure 12. b) B process 
body sketch  

Figures 14 and 15 depict UPPAAL models for 
processes A and B. 

The semaphores cA and cB have ids respectively CA 
and CB. Figures 16 and 17 show a decoration 
automaton Checker along with the Synch automaton 
and urgent synch channel which were designed (with 
the help of counters tA and tB which count respectively 
the number of terminated A processes and B processes) 
to demonstrate correctness of the simplified solution. 

EndBegin

V[MUTEX]!
tA++

V[CB]!

GO[p]?P[MUTEX]!
proc=p

GO[p]?

P[CA]!
proc=p

End

Begin

V[MUTEX]!

tB++

V[CA]!

V[CA]!

GO[p]?

P[MUTEX]!
proc=p

GO[p]?P[CB]!
proc=p

GO[p]?

P[CB]!
proc=p

Error ABAAB

ABAA

ABA

AB

A

tA==2 &&
tB==2
synch?

tA==1 &&
tB==2
synch?tA==2 &&

tB==0
synch?

tA==0 && 
tB==1
synch?

tB==2
synch?

tA==3
synch?

tA==2
synch?tB==1

synch?

tA==1
synch?

Figure 14. Automaton of A process  Figure 15. Automaton of B process  Figure 16. Checker automaton 

Figure 17. Synch automaton Figure 18. Petri net model for the 
AABABB termination problem 

Figure 19. A Petri net model for the 
problem AABABABB 

Correctness of the semaphore implementation of the 
ABAAB termination problem was verified by the 
query: 

A[] !Checker.Error 

which was find satisfied. The same method was applied 
to the termination problem AABABB with three A and 
three B. In this case was designed the Petri net model of 
Fig. 18. 
A correct and minimal semaphore implementation based 
on four classic semaphores is sketched in Fig. 20. The 
more resource demanding termination problem of 8 

processes AABABABB proposed in (Stallings, 2005), 
was solved according to the Petri net in Fig. 19 and the 
JSemaphore automaton. Similarly to the AABABB 
problem, four classical semaphores could be used but 
the corresponding UPPAAL model is hard to verify.  

In Fig. 21 it is sketched a verified correct solution based 
on three JSemaphore automata, of which one serves as a 
mutex. Since a process B acquires 6 tokens at once or 
none and blocks, the mutex mB semaphore of Fig. 20 is 
no longer required. The resulting reduced model was 
found more amenable for the model checker. 

Semaphore cA<-1, cB<-0 
BinarySemaphore mAB<-1 
A:
P(cA) 
P(mAB)
V(cB)
V(mAB)

B:
P(cB) 
P(cB) 
P(mAB)
V(cA)
V(cA)
V(mAB)

Figure 13. a) Minimal A 
process body sketch 

Figure 13. b) Minimal 
B process body sketch 

tB

tA

4B

0cB

2cA4A
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6

synch!
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Semaphore cA<-2, cB<-0 
BinarySemaphore mAB<-1, mB<-1 

A:
P(cA) 
P(mAB)
V(cB)
V(cB)
V(mAB)

B:
P(mB)
P(cB) 
P(cB) 
P(cB) 
P(cB) 
P(mAB)
V(cA)
V(cB)
V(cB)
V(cB)
V(mB)
V(mAB)

Figure 20. a) A process body 
sketch

Figure 20. b) B process 
body sketch 

JSemaphore cA<-2, cB<-0, mAB<-1 

A:
Acquire(cA)
Acquire(mAB)
Release(cB,3) 
Release(mAB) 

B:
Acquire(cB,6)
Acquire(mAB)
Release(cA) 
Release(cB,4) 
Release(mB) 

Figure 21. a) A process 
body sketch 

Figure 21. b) B process 
body sketch 

All the experiments were carried out on a Win7 64 bit, 
Intel i5 Core 750 @ 2.67GHz, with 6GB RAM. 

CONCLUSIONS

This paper proposes an approach based on UPPAAL for 
modelling and exhaustive verification of concurrent 
programs, e.g. destined to be implemented in Java. 
Some common patterns mainly inspired by the Java 
concurrent package were abstracted as reusable 
template processes of UPPAAL which can be easily 
integrated and composed in user-defined project 
models. The reasoning and visibility capabilities 
enabled by the UPPAAL toolbox are of paramount 
importance in the didactic (but also in other contexts) of 
concurrent programming which is a well-know difficult 
task to master. Nevertheless concurrency is emerging as 
a crucial factor for future complex application 
developments which can greatly benefit from the 
computing potentials offered by modern multi-core 
processor architectures. A lesson learned from the 
described experience is that rigorous modelling of 
concurrent structures not only help proving correctness 
of a solution but the efforts behind modelling and 
analysis highlight semantics of a concurrent pattern and 
can guide the implementation in an object-oriented 
language like Java.  

Prosecution of the research aims to  
� improving and extending the library of reusable 

concurrent models, e.g. with control mechanisms 
such as the Active Oberon (Active Oberon, on-

line) monitor which has boolean conditions and an 
implicit signalling mechanism 

� building a reference collection of solution models 
for significant classes of concurrent applications 

� experimenting with other model checkers such as 
SMV, PVS, TLA+ etc. 
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ABSTRACT

This paper explores the early implementation of high-

performance routines for the solution of multiple large

Hermitian eigenvector and eigenvalue systems on a

Graphics Processing Unit (GPU). We report a perfor-

mance increase of up to two orders of magnitude over the

original EISPACK routines with a NVIDIA Tesla C2050

GPU, potentially allowing an order of magnitude in-

crease in the complexity or resolution of a neutron scat-

tering modeling application.

INTRODUCTION

Eigenvector and eigenvalue determination are a recur-

rent problem in computational modelling applications

for which a number of broadly accepted libraries ex-

ist. However, as increasingly elaborate models become

of practical value to scientific and engineering applica-

tions, the demands of solving larger systems typically

require high performance computing with large high-

performance clusters or supercomputers.

As an emerging parallel architecture for high-

performance computing, the Graphics Processing Unit

(GPU) has the potential to enable a new generation of ap-

plications for desktop machines and small clusters. Orig-

inally intended for intensive high-end 3D graphics and

gaming, GPUs have demonstrated cluster-level perfor-

mance at a fraction of the cost and energy consumption

of traditional CPUs for certain general purpose applica-

tions. GPU advances are expected to sustain the trend

of Moore’s law that conventional CPUs are straining to

maintain.

Conversely, the shift towards GPU computing is a

drastic architectural change that has left a void in the

space of application software and support libraries that

are able to leverage the full capabilities of the platform.

While the solution to computational modelling prob-

lems—which were impractical on the desktop and uneco-

nomical on the supercomputer—may very well become

the dominant GPU applications of the future, effective

GPU programming remains an open problem in compu-

tational science.

With NVIDIA’s CUDA, AMD’s Firestream, Mi-

crosoft’s DirectCompute and the vendor-neutral OpenCL

platform, significant resources are being directed towards

developing a supporting ecosystem for GPU computing

in the form of libraries, specifications, and tools that are

at various levels of maturity.

Driven by our own immediate need for high perfor-

mance solvers for modelling Inelastic Neutron Scattering

(INS), this paper describes the early stages of our appli-

cation of GPUs to the solution of Hermitian eigensys-

tems, based on the EISPACK library and using the CUDA

platform. Our work may arguably shed some light on a

computational problem of even wider significance than

the intended modelling application.

BACKGROUND

EISPACK, and its successor LAPACK, provide extensive

linear algebra routines in mathematical and scientific

computing. Originally developed in the US in the sev-

enties (Smith et al., 1976), the accuracy and numerical

stability of EISPACK has been established through diverse

application over the past 30+ years, leading to a number

of developments in the field (Dongarra et al., 1998).

We have developed an initial high performance paral-

lel version of SCATTER (Roach et al., 2007), a new INS

modelling tool, that has demonstrated linear scaling up

to 1024 nodes on the Huygens prototype supercomputer

in the SARA facilities in the Netherlands (Garba et al.,

2010). Central to this parallel version are phonon mode

calculations carried out with the support of EISPACK.

However, not every SCATTER deployment may have ac-

cess to major supercomputing installations and it is clear

that more affordable computational power is required on

the lower end of the computing scale (Bethel et al., 2011).

Furthermore, GPU modules are becoming a frequent

presence in high performance computing platforms and

the application of SCATTER to progressively more com-

plex models on larger installations will require reason-

able usage of these resources. As a result, an efficient

GPU implementation of the most computationally inten-

sive parts of the SCATTER routine will alleviate this im-

perative demand. Of particular interest are solvers for

the class of Hermitian eigensystems that occur in INS
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modelling, arising from the quantum mechanical deter-

mination of phonon modes and their associated scattering

contributions (Roach et al., 2010).

For numerically intensive tasks, GPUs have substan-

tial computing potential (Tomov et al., 2010a). How-

ever, complex control flow with conditional branching

and thread divergence incur a noticeable performance

penalty (Nvidia Corporation, 2009). To achieve reason-

able performance benefits, it is necessary to augment tra-

ditional development techniques with low-level knowl-

edge of the underlying GPU architecture (Kirk and Wen-

mei, 2010).

The Compute Unified Device Architecture (CUDA) is

NVIDIA’s platform for GPU computing, providing com-

pilation tools, libraries and a runtime system. CUDA al-

lows the execution of kernels, written in CUDA C, on the

GPU device. A kernel executes as a configurable grid of

independent thread blocks that may contain up to 1024

threads in second generation CUDA devices.

A Single Instruction Multiple Thread (SIMT) abstrac-

tion, where threads within a block execute identical in-

structions and may operate on different memory loca-

tions, allows fine-grained data parallelism within blocks

and task parallelism at kernel level (Nickolls et al.,

2008). Thread blocks are divided into warps of 32

threads. For a given block, only one of these warps is

scheduled to execute on the actual hardware at any given

instant.

GPU memory is hierarchically organised and indepen-

dent from host memory. Global Memory, high-latency

and high-bandwidth DRAM, is the primary memory

available on the device and is accessible by all executing

kernels as well as for host to GPU data transfer. Limited

high-speed Shared Memory, essentially a user-managed

cache, exists locally on each streaming multiprocessor to

allow the explicit avoidance of expensive off-chip global

memory accesses. Also present are register, texture and

constant memories with various performance character-

istics.

Memory transfer contention and bandwidth represent

the predominant bottlenecks to GPU performance. A

critical performance consideration is that high cost global

memory operations can be performed simultaneously or

coalesced for a thread warp if certain access constraints

are satisfied. In practice, significant efforts are usually

dedicated to optimising memory access patterns of this

kind by what is frequently a hit-or-miss approach in-

volving conflicting trade-offs to maximise the compute

to global memory access (CGMA) ratio (Kirk and Wen-

mei, 2010). The GPU architecture and best practices for

achieving good performance are extensively documented

in the CUDA platform.

METHODS

Despite a number of emerging GPU numerical libraries,

no open library for eigensystem analysis is available to

completely meet the application requirements. There-

fore, a basic port of the required functional subset of

EISPACK to the GPU has been undertaken.

Admittedly, the more modern LAPACK—which has

largely superseded EISPACK—may have formed a func-

tionally superior basis. However, the inherent architec-

tural complexity and reliance on an efficient BLAS im-

plementation implies a long-term effort that the imme-

diacy of our requirements does not allow. The MAGMA

library is such an effort that is in the early stages of pro-

viding hybrid multicore-CPU/GPU implementations of

LAPACK routines (Tomov et al., 2010b).

The challenges of achieving efficient performance on a

GPU architecture may justify the extended effort of cus-

tom algorithms developed specifically for the strengths of

the platform (Vzquez et al., 2010). However, we main-

tain the original algorithms of the legacy EISPACK imple-

mentation for several reasons:

(a) This work is motivated by a very practical applica-

tion for which the EISPACK eigensolver has proven

adequate.

(b) As EISPACK has been in production use for nearly

40 years, the numerical characteristics and accuracy

have been established by exhaustive application and

testing.

(c) The problem of creating a data-parallel GPU version

is conceptually similar to that of creating a vector-

processor version of the EISPACK routines. A vector

implementation was created for for the IBM 3090-

VF by Cline and Meyering (1991).

(d) While alternative algorithms used in LAPACK may

possess superior cache usage characteristics and per-

formance in modern processor configurations, they

provide this at the expense of software complexity

and reliance on an efficient BLAS implementation.

The EISPACK implementation provides the ch driver

for double-precision Hermitian matrices and its three

subroutine dependencies shown in Table 1.

IMPLEMENTATION

As EISPACK is implemented in Fortran, these routines re-

quire source-level translation with the f2c tool (Feldman,

1990) into equivalent C sources for compatibility with

the C-based CUDA SDK (Figure 1). Thence, the sub-

routines from Table 1 have served as the basis for the

creation of three functionally equivalent GPU kernels.

Performance gains emerge as data-parallel intensive

loops are distributed between cooperating threads in a

block and synchronisation constructs inserted to avoid

race conditions between thread warps. These loops are

identified from source-level line-profiling on the origi-

nal CPU version of EISPACK, the assumption being that

CPU performance is strongly indicative of potential per-

formance bottlenecks in the GPU kernels. This is a nec-

essary workaround as CUDA profiling tools provide rel-

atively basic functionality.
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GPU Kernels

(CUDA C)

Figure 1: The Fortran EISPACK source translated to C

with f2c forms the basis of the CUDA Port

A number of thread blocks independently handle the

solution of multiple eigensystems in parallel. In our im-

plementation, a thread block or cooperative thread array

(CTA) is mapped to an input problem set, allowing paral-

lelism at both independent block and cooperative thread

levels.

Some performance optimisations applied include:

(a) Asynchronous transfers to and from the Host over

multiple streams allow concurrent kernel execution

and overlapped I/O.

(b) Algorithm reorganisation for improved coalesced

memory access. Transposed matrix layout in some

subtasks is necessary to achieve higher memory

transfer bandwidth.

(c) Improved register memory usage by the elimination

(or reuse when appropriate) of extraneous register

variables to improve GPU occupancy and facilitate

latency hiding on the streaming multiprocessors.

(d) Use of explicit caching in shared memory to limit

costly global memory accesses.

(e) Empirical determination of launch configuration by

trial and error. While, the guidelines recommend that

thread blocks sizes should be multiples of a warp to

allow latency hiding for multiple warps, it is neces-

sary to determine actual optimal block sizes by test-

ing. The different kernels performed optimally at

distinct block dimensions.

RESULTS

Performance evaluations are carried out on a 64-bit Dell

Precision T7500 Server with 4 Intel Xeon 2GHz CPU

cores, 4GB RAM and a NVIDIA Tesla C2050 GPU with

a PCI express interface running Version 3.2 of the CUDA

SDK on 64-bit Ubuntu 10.04 Linux.

The second generation NVIDIA Tesla C2050 GPU is

designed specifically for scientific and numerical com-

puting applications. 14 streaming multiprocessors (SM),

Routine Description

htridi Reduction of complex Hermitian matrix to

real symmetric tridiagonal matrix via unitary

similarity transformations.

tql2 Eigenvalues and eigenvectors of symmetric

tridiagonal matrix by ql method.

htribk Eigenvectors of complex Hermitian matrix

by back transformation of corresponding real

symmetric tridiagonal matrix.

Table 1: Relevant Hermitian Eigensystem routines in

EISPACK

Parameter Value

Number of CUDA Cores 448

Frequency of CUDA Cores 1.15GHz

Double Precision floating point perfor-

mance (peak)

515 Gflops

Single Precision floating point perfor-

mance (peak)

1.03 Tflops

Total Dedicated Memory 3GB GDDR5

Table 2: NVIDIA Tesla C2050 GPU Specifications

each providing 32 streaming processors (SP), offer 448

parallel cores in total. While many earlier GPUs com-

pletely lacked double precision support, the Tesla GPU

provides improved double-precision floating point per-

formance.

The execution times for 1000 N -order input matrices

with EISPACK and LAPACK on a single CPU core and

on the GPU are shown in Figure 2. GPU times are col-

lected via the platform timers and are inclusive of mem-

ory transfer overhead.

Within a critical window (N = 512 − 2048), the cur-

rent GPU routine yields performance increases of be-

tween 50− 100× over the previous EISPACK implemen-

tation, a result of performance gains at both thread and

block levels. As the matrix order increases, the GPU

memory is able to accommodate fewer matrices to pro-

vide any block-level performance advantage and execu-

tion resources begin to idle. Therefore, the scalability of

the approach is restricted for higher values of N by the

hard limit that memory places on GPU occupancy despite

the still-observable benefits of thread-level parallelism.

The superior LAPACK cache behaviour delivers consis-

tently higher performance over EISPACK for larger val-

ues of N. While equivalent routines in both LAPACK and

EISPACK are of storage order O(n2), LAPACK reuses the

same input matrix memory for output and is therefore

more memory efficient.

DISCUSSION

For the intended neutron scattering application, good per-

formance within the critical window will be sufficient to

allow an order of magnitude advance in the size, com-

plexity or grid refinement of the INS models.
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Figure 2: Execution time for 1000 double precision Hermitian matrices of order N with (i) the current EISPACK CPU

implementation, (ii) LAPACK on CPU and (iii) the test EISPACK implementation on a NVIDIA Tesla C2050 GPU.

In the long-term, it is expected that subsequent GPU

models will offer improved memory characteristics and

deliver higher performance. Furthermore, the need for

migration to LAPACK as larger systems are modeled is

evident.

The intention of this work has been to create an effi-

cient GPU port that meets the need created by SCATTER

and that is based on the established numerical EISPACK

code. We anticipate the emergence of standard numer-

ical libraries for the GPU that are based on efficient al-

gorithms oriented towards the particular strengths of the

platform. A very recent release of the MAGMA library

introduces a Hermitian eigensolver for hybrid multicore-

CPU-GPU configurations that is based on an alterna-

tive divide-and-conquer algorithm. The suitability of this

LAPACK-based version is being evaluated. However, our

initial observations indicate that MAGMA performance is

optimised for very large values of N , outside the critical

window identified previously.

CONCLUSIONS

The particular applicability of INS to the study of nano-

materials has led to increasing popularity for structural

determination in the materials science community. Li-

braries of mathematical routines remain the foundation

of these applications and it is important to establish and

maintain efficient implementations. We have demon-

strated the substantial performance potential of the GPU

in INS modelling and similar applications that rely on

significant numerical computation.

The current implementation remains in the tuning and

testing stages and performance improvements are prob-

able. Testing and deployment in a multi-GPU cluster

configuration is intended during re-integration of the new

eigenanalysis routines with GULP, the SCATTER host ap-

plication (Gale and Rohl, 2003), before simulations with

actual INS models are evaluated.

Further work will investigate other computationally in-

tensive aspects of INS modelling that will benefit from

GPU acceleration. This includes derivation of the dy-

namical matrix and nearest-neighbour search.

The challenge of determining optimal parameters for

launch configuration and performance tuning presents an

opportunity to apply heuristic techniques. Ultimately,

we seek to investigate deployment of the neutron scatter-

ing program for complex models in large dynamic GPU-

accelerated heterogeneous environments and techniques

for improving co-operative CPU-GPU throughput. This

will combine CPU, GPU-EISPACK and, prospectively,
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MAGMA in an adaptive framework that optimizes for

performance by balancing between alternative execution

paths. Multiple implementations of GPU kernels, opti-

mised for various problem scales, become a means of

achieving this performance balance.
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ABSTRACT
The paper presents a practical introduction to the mod-
elling and verification of concurrent systems with the
Alvis modelling language using the α0 system layer.
This version of Alvis is the most universal one. It is as-
sumed that each active agent has access to its own proces-
sor and all agents perform their statements concurrently.
All layers of an Alvis models are shortly described in the
paper and possibilities of a formal verification are also
discussed. A classical problem of dining philosophers is
presented to illustrate Alvis features and methods of an
automatic model verification with the CADP toolbox.

INTRODUCTION
Standard techniques, such as peer reviewing or testing
are very often insufficient to guarantee an expected level
of software quality in case of concurrent systems. Formal
methods included into the design process may provide
more effective verification techniques, and may reduce
the verification time and system costs. Unfortunately,
formal methods are very seldom used in real IT projects,
due to their specific mathematical syntax.

Alvis (Szpyrka et al., 2011a) is a novel modelling lan-
guage designed by our team especially for concurrent
systems. Alvis has its origins in the CCS process algebra
(Milner, 1989), (Aceto et al., 2007), and the XCCS mod-
elling language (Balicki and Szpyrka, 2009), (Matyasik,
2009). In contrast to process algebras, Alvis uses a high
level programming language based on the Haskell syn-
tax, instead of algebraic equations, and provides a hierar-
chical graphical modelling for defining interconnections
among agents.

The aim of the paper is to provide a practical intro-
duction to the modelling and verification of concurrent
systems with Alvis. The subsequent sections provides
information about:

∗The paper is supported by the Alvis Project funded from 2009-
2010 resources for science as a research project.

0Project web site: http://fm.ia.agh.edu.pl

• comparison of Alvis with other languages used for
embedded systems development;

• layers of Alvis models;

• basic information about states of Alvis models, tran-
sitions among states and LTS graphs used for verifi-
cation purposes;

• methods of a formal verification with the CADP
toolbox.

COMPARISON WITH OTHER LANGUAGES
Alvis has its origins in the CCS process algebra (Mil-
ner, 1989), (Fencott, 1995), (Aceto et al., 2007) and the
XCCS language (Balicki and Szpyrka, 2009), (Matyasik,
2009). The main result of the fact is the communi-
cation model used in Alvis that is similar to the one
used in CCS and the rendes-vous mechanism used in
Ada (Barnes, 2006). However, Alvis uses a simplified
rendez-vous mechanism with equal agents without dis-
tinguishing servers and clients. In contrast to Ada, Alvis
does not support asynchronous procedure calling, a pro-
cedure uses always an active agent context.

A few constructs in Ada were an inspiration while de-
veloping Alvis language. For example, protected objects
have been used to define passive agents and the Ada se-
lect statement has been used to define the Alvis select
statement. An Alvis model composed of few agents that
work concurrently is similar to an Ada distributed sys-
tem. Active agents can be treated as processing nodes,
while passive agents as storage ones.

Alvis has many features in common with E-LOTOS
– an extension of the LOTOS modelling language (ISO,
1989). First of all, Alvis as E-LOTOS is derived from
process algebras. Alvis, like E-LOTOS, was intended to
allow a formal modelling and verification of distributed
real-time systems. In contrast to E-LOTOS, Alvis pro-
vides graphical modelling language. Moreover, Alvis
Toolkit supports a LTS graph generation, which signif-
icantly simplifies the formal verification of models.

Alvis has also many features in common with Sys-
tem Modelling Language (SysML)(Sys, 2008) – a gen-
eral purpose modelling language for systems engineer-
ing applications. It contains concepts similar to SysML

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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ports, property blocks, communication among the blocks
and hierarchical models. Unlike SysML, Alvis combines
structure diagrams (block diagrams) and behaviour (ac-
tivity diagrams) into a single diagram. In addition, Alvis
defines formal semantics for the various artifacts, which
is not the case in SysML.

Due to the use of Ada origins, VHDL (Ashenden,
2008) and Alvis have a similar syntax for the commu-
nication and parallel processing. The concept of agent in
Alvis is also similar to a design entity in VHDL and both
languages use ports for a communication among system
components. It should be noted, however, that Alvis is
closely linked with its graphical model layer. Graphical
composition allows for easier identification of the system
hierarchy and components. The main purpose of VHDL
is the specification of digital electronic circuits and it fo-
cuses on systems hardware. However, Alvis integrates
the hardware and software views of an embedded sys-
tem.

In contrast to synchronous programming languages
like Esterel (Berry, 2000), (Palshikar, 2001) or
SCADE (SCA, 2007), Alvis does not use the broadcast
communication mechanism. Only agents connected with
communication channels can communicate one with an-
other.

MODELS

An Alvis model is composed of three layers:

Graphical layer – is used to define data and control
flow among distinguished parts of the system un-
der consideration that are called agents. The layer
takes the form of a hierarchical graph with nodes
representing agents.

Code layer – is used to describe the behaviour of indi-
vidual agents. It uses both Haskell functional pro-
gramming language (O’Sullivan et al., 2008) and
original Alvis statements.

System layer – depends on the model running environ-
ment i.e. the hardware and/or operating system. The
layer is the predefined one and it is necessary for a
model simulation and verification.

To present the most important features of Alvis the
well-known problem of dining philosophers has been
chosen. Five philosophers sit around a circular table.
Each philosopher spends his life alternately thinking and
eating. There is a large bowl of spaghetti in the centre of
the table. There are also five plates at the table and five
forks set between the plates. Eating the spaghetti requires
the use of two forks. Each philosopher thinks. When he
gets hungry, he picks up the two forks that are closest to
him. If a philosopher can pick up both forks, he eats for a
while. After a philosopher finishes eating, he puts down
the forks and starts thinking.

System layer
The system layer is necessary for a model simulation
and verification. From the users point of view, the layer
works in the read-only mode. It gathers information
about all agents in a model and their states. Agents can
retrieve some data from the layer, but they cannot directly
change them. The system layer provides some functions
that are useful for implementation of scheduling algo-
rithms or for retrieving information about other agents
states.

User can choose one of a few versions of the layer and
it affects the developed model semantic. System layers
differ about the scheduling algorithm and system archi-
tecture mainly. There are two approaches to the schedul-
ing problem considered. System layers with α symbol
provide a predefined scheduling function that is called
after each step automatically. On the other hand, sys-
tem layers with β symbol do not provide such a function.
A user must define a scheduling function himself.

In this paper we will consider only the α0 system layer.
This layer makes Alvis an universal formal modelling
language similar to Petri nets or process algebras. The α0

layer scheduler is based on the following assumptions.

• Each active agent has access to its own processor
and performs its statements as soon as possible.

• The scheduler function is called after each statement
automatically.

• In case of conflicts, agents priorities are taken under
consideration. If two or more agents with the same
highest priority compete for the same resources, the
system works indeterministically.

A conflict is a state when two or more active agents
try to call a procedure of the same passive agent or
two or more active agents try to communicate with
the same active agent.

Graphical layer
The graphical layer takes the form of a communication
diagram (Szpyrka et al., 2011b) i.e. a hierarchical graph
whose nodes represent agents. Agents are divided into
active (rounded boxes) and passive ones (rectangles).
Active agents are treated as threads of control in a con-
current system, while passive agents represent shared re-
sources with mutual exclusion access. Communication
diagrams are the only way, in Alvis, to point out agents
that communicate one with another. Moreover, the dia-
grams allow programmers to combine sets of agents into
modules that are also represented as agents (called hier-
archical ones).

Agents communicate one with another using ports
drawn as circles placed at the edges of the correspond-
ing rounded box or rectangle. A communication is possi-
ble only through defined communication channels drawn
as lines (or broken lines) between ports. An arrowhead
points out the input port for the particular connection.
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Figure 1: Dining philosophers – communication diagram

Communication channels without arrowheads represent
pairs of connections with opposite directions.

The communication diagram for the considered model
of dining philosophers is shown in Fig. 1. It contains
5 active (Ph1, . . . , Ph5) and 5 passive (F1, . . . , F5)
agents that represent philosophers and forks respectively.
For a given philosopher, ports right and left are used to
take up and put back his right and left fork respectively.
On the other hand, ports get and put represent possible
fork’s procedures.

Code layer
Code layer is used to describe the behaviour of individ-
ual agents. The layer uses both Haskell functional lan-
guage and original Alvis statements. The list of Alvis
statements used with the α0 system layer is presented
in Table 1. We have omitted statements explicitly re-
lated to time e.g., loop every or delay that are used for
real-time programming. Discussing time dependences is
out of the scope of the paper. For more information and
a detailed formal description of all presented statements
see (Szpyrka et al., 2011a) or (Szpyrka et al., 2011b).

agent Ph1, Ph2, Ph3, Ph4, Ph5 {
loop { -- 1

in right; -- 2
in left; -- 3
out right; -- 4
out left; -- 5

}
}

agent F1, F2, F3, F4, F5 {
taken :: Bool = False;
proc (taken == False) get {

taken = True; -- 1
out get; } -- 2

proc (taken == True) put {
taken = False; -- 3
in put; } -- 4

}
}

Listing 1: Dining philosophers – code layer

The code layer for the considered model of dining
philosophers is presented in Listing 1. In this approach
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Table 1: Alvis statements used with the α0 system layer (time statements omitted)
Statement Description
exec x = expression Evaluates the expression and assigns the result to the parameter; the exec key-

word can be omitted.
exit If an active agent performs the statement, it is terminated. If a passive agent

performs the statement, its current procedure is terminated.
if (g1) {...} Conditional statement.
elseif (g2) {...}

...

else {...}

in p Collects a signal (without value) via the port p.
in p x Collects a value via the port p and assigns it to the parameter x.
jump label Transfers the control to the line of code identified with the label.
loop (g) {...} Repeats execution of the contents while the guard if satisfied, the guard is

checked everytime before entering the loop contents. – It is similar to the
while loop in most languages.

loop {...} Infinite loop.
null Empty statement.
out p Sends a signal (without value) via the port p.
out p x Sends the value of the parameter x via the port p; a literal value can be used

instead of a parameter.
proc (g) p {...} Defines the procedure for the port p of a passive agent. The guard is optional.
select { Selects one of the alternative choices. Guards g1, g2, . . . decide which
alt (g1) {...} alternatives can be chosen after entering the select statement.
alt (g2) {...}

...

}

start A Starts the agent A if it is in the Init state, otherwise do nothing.

philosophers try to take their right fork before the left
one. All agents Ph1, . . . , Ph5 share the same behaviour
definition. Forks modelled as passive agents provide two
procedures – get for taking a fork, and put for putting
them back. The taken parameter is used to control the
procedures accessibility.

We consider behaviour of Alvis models at the level of
detail of single steps. Statements such as exec, exit, in,
jump, null, out and start are single-step statements. On
the other hand, if, loop and select are multi-step state-
ments. We use recursion to count the number of steps for
multi-step statements. For each of these statements, the
first step enters the statement interior. Then, we count
steps of statements put inside curly brackets. Comments
included into the considered code layer contain step num-
bers. For example, one cycle of a philosopher activity
consists of 5 steps: 1) entering the loop, 2) in statement
(port right), etc.

MODELS DYNAMIC

States
A state of a model is represented as a sequence of agents’
states. To describe the current state of an agent we need a
tuple with four pieces of information: agent mode (am),
program counter (pc), context information list (ci) and
parameters values tuple (pv).

A passive agent is always in one of two modes: waiting
or taken. The former one means that the agent is inactive
and waits for another agent to call one of its accessible
procedures. In such a situation its pc is equal to zero and
ci contains names of accessible procedures. The taken
mode means that one of the passive agent procedures has
been called and the agent executes it. In such a case,
ci contains the name of the called procedure (i.e. the
name of the port used for current communication). The
pc points out the index of the next statement to be exe-
cuted or the current statement if the corresponding active
agent is waiting.

If α0 system layer is considered, an active agent can
be in one of the following modes: finished, init, run-
ning, waiting. The init mode means that an agent has not
started its activity yet, while the finished one means that
it has already finished its work. The waiting mode means
that an active agent is waiting either for a synchronous
communication with another active agent or for a cur-
rently inaccessible procedure of a passive agent, and the
running mode means that an agent is performing one of
its steps. In case of the waiting or running mode, ci con-
tains additional information about the events an agent is
waiting for, or about a passive agent that uses the consid-
ered active agent context. For any agent, pv contains the
current values of the agent parameters.

A detailed description of agents states can be found
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in (Szpyrka et al., 2011b).

Transitions
Transitions describe execution of single steps in an Alvis
model. The transitions list for models with the α0 system
layer is given in Table 2.

Table 2: Set of transitions
Symbol Description
tstart starts an inactive agent
texit terminates an agent or a procedure
tin performs communication (input side)
tout performs communication (output side)
tloop enters a loop
tjump jumps to a label
tif enters an if statement
tselect enters a select statement
texec performs an evaluation and assignment
tnull performs an empty statement

0:
Ph1: (running,1,[],())
Ph2: (running,1,[],())
Ph3: (running,1,[],())
Ph4: (running,1,[],())
Ph5: (running,1,[],())
F1: (waiting,0,[out(get)],(False))
F2: (waiting,0,[out(get)],(False))
F3: (waiting,0,[out(get)],(False))
F4: (waiting,0,[out(get)],(False))
F5: (waiting,0,[out(get)],(False))

Listing 2: Structure of the code layer

The initial state for the considered model of dining
philosophers is presented in Listing 2. All active agents
are running and are about to execute the tloop transi-
tion. All passive agents are waiting for a communication
through their get port. Suppose the Ph2 agent executes
its first step. Its state changes into

Ph1: (running,2,[],())

while states of other agents remain unchanged. Then, if
the same agent executes the tin transition, states of Ph1
and F5 agents change into:

Ph1: (running,2,[proc(F5.get)],())
F5: (taken,1,[out(get)],(False))

It means that:

• F5 is running in the Ph1 agent’s context
(am(Ph1) = running and proc(F5.get) ∈
ci(Ph1));

• the get procedure of F5 has been called (am(F5) =
taken and ci(F5) = [out(get)]);

• the first step of the procedure is about to execute
(pc(F5) = 1);

LTS graphs
States of an Alvis model and transitions among them are
represented using a labelled transition system (LTS graph
for short). An LTS graph is an ordered graph with nodes
representing states of the considered system and edges
representing transitions among states.

Due to practical reasons, such an LTS graph gener-
ated automatically for an Alvis model takes the textual
form. Then it is converted into the Binary Coded Graphs
(BCG) format and used as input data for the CADP tool-
box (Garavel et al., 2007). CADP offers a wide set of
functionalities, ranging from step-by-step simulation to
massively parallel model-checking.

The LTS graph generated for the five philosophers ex-
ample has the following properties (as reported by CADP
tool) :

• 111486 states,

• 447735 transitions,

• 31 labels,

• 1 deadlocked state,

• provides deterministic behaviour for all labels.

The detailed analysis of the generated LTS graph is dis-
cussed in the next section.

VERIFICATION WITH CADP
Deadlocks belong to basic properties in the formal ver-
ification domain. As it was shown before the verified
system has one deadlock. The CAPD tool can pro-
vide not only the number of deadlocks but also paths
leading to them. Finding deadlocks in this tool can be
achieved by running a built-in function via the Ecalyptus
graphical environment or by checking a property speci-
fied in the regular alternation-free µ− calculus (Garavel
et al. (2007)) (In fact CADP allows users to check mod-
els with other formalisms but only the alternation-free
µ − calculus is used in this article). The following for-
mula is used to check whether each state has at least one
successor.

[ true* ] < true > true

Obviously, this property does not hold in the presented
example. As a proof CADP returns the following path
leading to the deadlocked state:

"loop(Ph1)" -> "loop(Ph2)" ->
"loop(Ph3)" -> "loop(Ph4)" ->
"loop(Ph5)" -> "in(Ph1)" ->
"in(Ph2)" -> "in(Ph3)" ->
"in(Ph4)" -> "in(Ph5)" ->
"exec(F1)" -> "exec(F2)" ->
"exec(F3)" -> "exec(F4)" ->
"exec(F5)" -> "out(F1)" ->
"in(Ph2)" -> "out(F2)" ->
"in(Ph3)" -> "out(F3)" ->
"in(Ph4)" -> "out(F4)" ->
"in(Ph5)" -> "out(F5)" ->
"in(Ph1)"
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The "loop(Ph1)" label stands for a loop statement ex-
ecuted by the first philosopher, "out(F3)" stands for an
out statement executed by the passive agent F1, etc.

Liveness is another commonly used system property.
It can be expressed as “something good eventually hap-
pens”. Let us define “something good” in terms of the
presented example:

< true* . "in(Ph1)" .
true* . "in(Ph1)" > true

In this property specification "something good" takes the
form of eating. Eating requires taking both forks which
is represented by executing in sequence methods of pas-
sive agents that represent forks. Calling a passive agent
procedure is performed by executing the in statement. In
other words, the question is if there is a path where the
philosopher number one executes the in statement twice.
This property is true and the CADP’s verification engine
can provide a trace that proves it.

@ ( true* . "in(Ph1)" .
true* . "in(Ph1)"
and not ( "in(Ph2)" or

"in(Ph3)" or
"in(Ph4)" or
"in(Ph5)"

)
)

The above property is true and the proof is presented in
Fig. 2. To save space most of the states leading to the
interesting circle was omitted.

Another interesting situation in system modelling is
a livelock. It takes a place when a system is consequently
processing some statements but without doing any useful
work. As it was assumed before, a desirable behaviour
of an agent can be represented by picking a fork. Thus,
an example of a livelock is a situation when there exists
a cycle where no in statement is executed – forks remain
on the table all the time. Let us consider the following
formula:

@ ( not ( "in(Ph1)" or
"in(Ph2)" or
"in(Ph3)" or
"in(Ph4)" or
"in(Ph5)"

)
)

According to the system specification (see Fig. 1 and
Listing 1) the above property is false. After executing
at most five steps an in statement has to be performed.
However, a livelock can be easily introduced by using the
select statement with a delay branch or the ready state-
ment in a guard (Szpyrka et al. (2011b)).

SUMMARY
The article presents an example of the practical applica-
tion of the Alvis language and a basic informal knowl-
edge about its syntax and semantic. The included exam-
ple presents how an Alvis model can be designed and

verified. Alvis evolved from process algebras and is in
fact a formal modelling language but it takes the form of
an imperative programming language. Such a represen-
tation seems to be more convenient from the engineering
point of view. It should be underlined that the exam-
ple presented in this paper refers to the α0 system layer,
when Alvis behaves similar to the CCS process algebra.
Other system layers provide ability to check a developed
system in exactly specified circumstances like the num-
ber of processors or a scheduling algorithm. The results
obtained from such a verification may differ from the pre-
sented ones. Moreover, they will represent the system
behaviour taking into account a chosen computer envi-
ronment, not an abstract parallel execution.
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ABSTRACT

Ordered fuzzy numbers as generalization of convex fuzzy
numbers are defined together with four algebraic opera-
tions. For defuzzification operators, that play the main
role when dealing with fuzzy controllers and fuzzy in-
ference systems, new representation formulae are given.
Step ordered fuzzy numbers are considered. Approxi-
mation method based on forward neural networks is pre-
sented for determining defuzzification functionals when
training sets of data are given. Results of approximation
are given.

FUZZY NUMBERS

Fuzzy numbers (Zadeh, 1965) are very special fuzzy sets
defined on the universe of all real numbers R. In applica-
tions the so-called (L,R)–numbers proposed by Dubois
and Prade (Dubois & Prade, 1978) as a restricted class
of membership functions, are often in use. In most cases
one assumes that membership function of a fuzzy number
A satisfies convexity assumptions (Nguyen, 1978). How-
ever, even in the case of convex fuzzy numbers (CFN)
multiply operations are leading to the large grow of the
fuzziness, and depend on the order of operations.
This as well as other drawbacks have forced us to think
about some generalization. Number of attempts to in-
troduce non-standard operations on fuzzy numbers has
been made (Drewniak, 2001; Klir, 1997; Sanschez, 1984;
Wagenknecht, 2001). Our main observation made in
(Kosiński et.al., 2002a) was: a kind of quasi-invertibility
(or quasi-convexity (Martos, 1975)) of membership func-
tions is crucial. Invertibility of membership functions
of convex fuzzy number A makes it possible to define
two functions a1, a2 on [0, 1] that give lower and upper
bounds of each α-cut of the membership function µA of
the number A

A[α] = {x : µA(x) ≥ α} = [a1(α), a2(α)]

with a1(α) = µA|−1
incr(α) and a2(α) = µA|−1

decr(α) ,
where |incr and |decr denote the restrictions of the func-
tion µA to its sub-domains on which is increasing or
decreasing, respectively. Both functions a1(α), a2(α)
were used for the first time by the authors of (Goetschel
& Voxman, 1986) in their parametric representation of
fuzzy numbers, they also introduced a linear structure to
convex fuzzy numbers.

ORDERED FUZZY NUMBERS
In the series of papers (Kosiński et.al., 2002a; Kosiński
et. al., 2003b,a) we have introduced and then developed
main concepts of the space of ordered fuzzy numbers
(OFNs). In our approach the concept of membership
functions has been weakened by requiring a mere
membership relation .
Definition 1. Pair (f, g) of continuous functions such
that f, g : [0, 1]→R is called ordered fuzzy number A.

Notice that f and g need not be inverse functions of
some membership function. If, however, f is increasing
and g – decreasing, both on the unit interval I , and f ≤ g,
then one can attach to this pair a continuous function µ
and regard it as a membership function a convex fuzzy
number with an extra feature, namely the orientation of
the number. This attachment can be done by the formula
f−1 = µ|incr and g−1 = µ|decr. Notice that pairs (f, g)
and (g, f) represent two different ordered fuzzy numbers,
unless f = g . They differ by their orientations.
Definition 2. Let A = (fA, gA), B = (fB , gB) and C =
(fC , gC) are mathematical objects called ordered fuzzy
numbers. The sum C = A+B, subtraction C = A−B,
product C = A ·B, and division C = A÷B are defined
by formula

fC(y) = fA(y) ? fB(y) , gC(y) = gA(y) ? gB(y) (1)

where ”?” works for ”+”, ”−”, ”·”, and ”÷”, respec-
tively, and where A ÷ B is defined, if the functions |fB |
and |gB | are bigger than zero.

Scalar multiplication by real r ∈ R is defined as
r · A = (rfA, rgA) . The subtraction of B is the same
as the addition of the opposite of B, and consequently
B − B = 0, where 0 ∈ R is the crisp zero. It means
that subtraction is not compatible with the the extension
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principle, if we confine OFNs to CFN. However, the ad-
dition operation is compatible, if its components have
the same orientations. Notice, however, that addition, as
well as subtraction, of two OFNs that are represented by
affine functions and possess classical membership func-
tions may lead to result which may not possess its mem-
bership functions (in general f(1) needs not be less than
g(1)).

Relation of partial ordering in the spaceR of all OFN,
can be introduced by defining the subset of positive or-
dered fuzzy numbers: a number A = (f, g) is not less
than zero, and write

A ≥ 0 if f ≥ 0, g ≥ 0 , andA ≥ B ifA−B ≥ 0 . (2)

In this way the spaceR becomes a partially ordered ring.
Neutral element of addition in R is a pair of constant
function equal to crisp zero.

Operations introduced in the space R of all or-
dered fuzzy numbers (OFN) make it an algebra,
which can be equipped with a sup norm ||A|| =
max(sup

s∈I
|fA(s)|, sup

s∈I
|gA(s)|) if A = (fA, gA) . In R

any algebraic equationA+X = C forX , with arbitrarily
given fuzzy numbers A and C, can be solved. Moreover,
R becomes a Banach space, isomorphic to a Cartesian
product of C(0, 1) - the space of continuous functions on
[0, 1]. It is also a Banach algebra with unity: the multi-
plication has a neutral element - the pair of two constant
functions equal to one, i.e. the crisp one.

Some interpretations of the concepts of OFN have
been given in (Kosiński et.al., 2009a). Fuzzy impli-
cations within OFN are presented in (Kosiński et. al.,
2009b).

STEP NUMBERS

It is worthwhile to point out that the class of ordered
fuzzy numbers (OFNs) represents the whole class of con-
vex fuzzy numbers with continuous membership func-
tions. To include all CFN with piecewise continuous
membership functions more general class of functions
f and g in Def.1 is needed. This has been already
done by the first author who in (Kosiński, 2006) assumed
they are functions of bounded variation. The new space
is denoted by RBV . Then operations on elements of
RBV are defined in the similar way, the norm, how-
ever, will change into the norm of the Cartesian prod-
uct of the space of functions of bounded variations (BV).
Then all convex fuzzy numbers are contained in this
new space RBV of OFN. Notice that functions from BV
(Łojasiewicz, 1973) are continuous except for a count-
able numbers of points.

Important consequence of this generalization is the
possibility of introducing the subspace of OFN com-
posed of pairs of step functions. It will be done as fol-
lows. If we fix a natural number K and split [0, 1)
into K − 1 subintervals [ai, ai+1) , i = 1, 2, ...,K, i.e.

K−1⋃
i=1

[ai, ai+1) = [0, 1), where 0 = a1 < a2 < ... <

aK = 1, we may define step function f of resolution
K by putting value f(s) = ui ∈ R, for s ∈ [ai, ai+1),
then each such function f can be identified with a K-
dimensional vector f ∼ u = (u1, u2...uK) ∈ RK , the
K-th value uK corresponds to s = 1, i.e. f(1) = uK .
Taking pair of such functions we have an ordered fuzzy
number fromRBV . Now we introduce
Definition 3. By step ordered fuzzy number A of
resolution K we mean ordered pair (f, g) of functions
such that f, g : [0, 1]→R are K-step function.

We use RK for denotation the set of elements satisfy-
ing Def. 3. The set RK ⊂ RBV has been extensively
elaborated by our students in (Gruszczyńska & Krejew-
ska, 2008) and (Kościeński, 2010). We can identify RK

with the Cartesian product of RK × RK since each K-
step function is represented by its K values. It is obvious
that each element of the space RK may be regarded as
approximation of elements fromRBV , by increasing the
number K of steps we are getting the better approxima-
tion. The norm of RK is assumed to be the Euclidean
one of R2K , then we have a inner-product structure for
our disposal.

DEFUZZIFICATION FUNCTIONALS

In the course of defuzzification operation in CFN to a
membership function a real, crisp number is attached.
We know number of defuzzification procedures from the
literature (Van Leekwijck & Kerre, 1999). Continuous,
linear functionals on R give the class of defuzzification
functionals . Each of them, say φ, has the representation
by the sum of two Stieltjes integrals with respect to two
functions h1, h2 of bounded variation,

φ(f, g) =
∫ 1

0

f(s)dh1(s) +
∫ 1

0

g(s)dh2(s) . (3)

Notice that if for h1(s) and h2(s) we put λH(s) and
(1 − λ)H(s), respectively, with 0 ≤ λ ≤ 1 and H(s)
as the Heaviside function with the unit jump at s = 1,
then the defuzzification functional in (3) will lead to the
classical MOM – middle of maximum, FOM (first of
maximum), LOM (last of maximum) and RCOM (ran-
dom choice of maximum), with an appropriate choice of
λ. For example if for h1(s) and h2(s) we put 1/2H(s)
then the defuzzification functional in (3) will represent
the classical MOM – middle of maximum

φ(f, g) = 1/2(f(1) + g(1)) . (4)

New model gives the continuum number of defuzzifica-
tion operators both linear and nonlinear, which map or-
dered fuzzy numbers into reals. Nonlinear functional can
be defined, see (Kosiński & Wilczyńska-Sztyma, 2010),
as an example we have center of gravity defuzzification
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functional (COG) calculated at OFN (f, g) is

φ̄G(f, g) =

1∫
0

f(s)+g(s)
2 [f(s)− g(s)]ds

1∫
0

[f(s)− g(s)]ds
. (5)

If A = c‡ then we put φ̄G(c‡) = c . When
1∫
0

[f(s) −

g(s)]ds = 0 in (5) a correction needs to be introduced.
Here by writing φ̄(c‡) we understand the action of the
functional φ̄ on the crisp number c‡ from R, which is rep-
resented by the pair of constant functions (c†, c†), with
c†(s) = c , s ∈ [0, 1].

In our understanding the most general class of con-
tinuous defuzzification functionals φ should satisfy three
conditions:

1. φ(c‡) = c ,

2. φ(A+ c‡) = φ(A) + c ,

3. φ(cA) = cφ(A) , for any c ∈ R and A ∈ R .

Here by writing φ(c‡) we understand the action of the
functional φ on the crisp number c‡ from R, which is
represented, in the case of RK , by the pair of constant
functions (c†, c†), with c†(i) = c , i = 1, 2, ...,K. The
condition 2. is a restricted additivity, since the second
component is crisp number. The condition 3. requires
from φ to be homogeneous of order one, while the con-
dition 1. requires

∫ 1

0
dh1(s) +

∫ 1

0
dh2(s) = 1, in the

representation (3).
On the space RK a representation formula for a gen-

eral non-linear defuzzification functional H : RK ×
RK → R satisfying the conditions 1.– 3., can be given
as a linear composition (Kosiński & Wilczyńska-Sztyma,
2010) of arbitrary homogeneous of order one, continu-
ous function G of 2K − 1 variables, with the 1D identity
function, i.e.

H(u, v) = u1 +G(u2 − u1, u3 − u1, ..., (6)
uK − u1, v1 − u1, v2 − u1, ..., vK − u1) ,

with
u = (u1, ..., uK) , v = (v1, ..., vK) .

Due to the fact that RK is isomorphic to RK × RK

we conclude, from the Riesz theorem and the condition
1. that a general linear defuzzification functional on RK

has the representation

H(u, v) = u · b+ v · d , (7)
with arbitrary b , d ∈ RK , such that 1 · b+ 1 · d = 1 ,

where · denotes the inner (scalar) product in RK and 1 =
(1, 1, ..., 1) ∈ RK is the unit vector in RK , while the pair
(1, 1) represents a crisp one in RK . It means that such
functional is represented by the vector (b, d) ∈ R2K . No-
tice that functionals of the type φj = ej , j = 1, 2, ..., 2K,

where ej ∈ R2K has all zero component except for 1 on
the j-th position, form a basis ofRK

∗ - the space adjoint
toRK , they are called fundamental functionals .

Notice that each real-valued function ψ(z) of a real
variable z ∈ R may be transformed to a fuzzy-valued
function on RBV , and even simpler on RK . Here we
have used the representation for u = (u1, ..., uK) and
for v = (v1, ..., vK).

APPROXIMATION OF DEFUZZIFICATION
FUNCTIONALS

Ultimate goal of fuzzy logic is to provide foundations
for approximate reasoning. It uses imprecise proposi-
tions based on a fuzzy set theory developed by L.Zadeh,
in a way similar to the classical reasoning using precise
propositions based on the classical set theory. Defuzzifi-
cation is the main operation which appears in fuzzy con-
trollers and fuzzy inference systems where fuzzy rules
are present. It was extensively discussed by the authors
of (Van Leekwijck & Kerre, 1999). They have classified
the most widely used defuzzification techniques into dif-
ferent groups, and examined the prototypes of each group
with respect to the defuzzification criteria.

The problem arises when membership functions are
not continuous or do not exist at all. Here on particular
subsets of fuzzy sets, namely step ordered fuzzy numbers
approximation formula of a defuzzification functionals
will be searched based on some number of training data.
This is a quite new problem never investigated within
step ordered fuzzy numbers.

Problem formulation Let finite set of training data be
given in the form of N pairs: ordered fuzzy number and
value (of action) of a defuzzification functional on it, i.e.
TRE = {(A1, r1), (A2, r2), ..., (AN , rN )} . For a given
small ε find a continuous functional H : RK → R
which approximates the values of the set TRE within
the error smaller than ε, i.e. max

1≤p≤N
|H(Ap) − rp| ≤

ε , where (Ap, rp) ∈ TRE .

Problem may possess several solution methods, e.g.
a dedicated evolutionary algorithm (Kosiński, 2007;
Kosiński & Markowska-Kaczmar, 2007) or an artificial
neural network. We have use the representation (6) of
the searched defuzzification functional in which a homo-
geneous, of order one, function Ψ appears. It means that
values of this function are determined from its arguments
situated on the unit sphere S2K−1 in 2K − 1 D space.
Here an artificial neural network will be in use.

Training and test sets used in the further section (from
now denoted as TRE and TES, respectively) have the
following form. Set of N elements is composed of N
pairs of OFN and value of a defuzzification functional on
it, i.e.: {(A1, r1), (A2, r2), ..., (AN , rN )}. We are train-
ing an artificial neural network on this set to find the ap-
proximated form of the functional.

548



NEURAL NETWORK SIMULATIONS

In order to make approximation of linear and the non-
linear defuzzification functionals on step ordered fuzzy
numbers (SOFN) a package of artificial neural networks
(ANN) has been used. Since each SOFN is represented
by a vector of 2K number, each input to artificial neural
networks has 2K real-valued components. In our case it
was:

• MLP neural network with one hidden layer:

– 20 inputs

– 5 neurons in hidden layers

– 1 output neuron

• 500 iterations

• data set:

– training - TRE0, TRE4

– testing - TES0, TES4

Data generation

The procedure to generate TRE and TES sets was the
following.

1. Generate 60 random points on a 2K − 1 dimen-
sional hyper-sphere, where K = 10. Let ϕ =
(u2, u3, ..., uK−1, v1, v2, ..., vK) be one of these
points. All points fulfill the conditions un < un+1

and vm > vm+1. This ensures that the generated
fuzzy numbers have a trapezoidal shape. In the fur-
ther parts this assumption has been omitted.

2. Generate two sets of fuzzy numbers using the fol-
lowing methods of generating a value of u

• u = 0

• u is a random value from (−4, 4)

3. For each fuzzy number find the defuzzified value
and split the sets in ratio 2:1 to form:

• TRE0 and TES0 from fuzzy numbers with
u1 = 0

• TRE4 and TES4 from fuzzy numbers with
u1 ∈ (−4, 4)

The general strategy was to train the network with data
sets having 2K inputs and an output representing the dis-
crete values of fuzzy output values and the crisp output
calculated according to selected standard defuzzification
algorithms. For the linear defuzzification we have used:
MOM (middle of maximum), LOM (last of maximum)
and FOM (first of maximum).

Table 1 presents the final training MSE (for
RSME[%]) for all the used methods. Table 2 presents

Figure 1: Neural network structure

the final training gradient for all the used methods. The
error was calculated as

Error2 =
1
P

i=P∑
i=1

(H(Ai)− ri)2 .

We have used the Lavenberg-Marquardt adaptation algo-
rithm.

Training Set MOM LOM FOM
TRE0 1.196156E-11 1.17966E-11 3.2052E-11
TRE4 8.22773E-10 1.51997E-9 3.1339E-9

Table 1: Final training RMSE

Training Set MOM LOM FOM
TRE0 3.57907E-6 1.14851E-6 1.09344E-6
TRE4 0.001232 0.0001864 0.00311

Table 2: Final training gradient

The validation of our neural network is done by test-
ing the network with TES0 and TES4 data sets gener-
ated with all of the following defuzzification methods :
MOM(middle of maximum), LOM (last of maximum)
and FOM (first of maximum).

The validation of data TES0 and TES4 defuzzified
with MOM strategy converges successfully. The results
are presented at the figures: for TRE0 MSE [%] (Figure
2), gradient (Figure 3), for TRE4 RMSE (Figure 4), gra-
dient (Figure 5). Similar results have been obtained for
other defuzzification methods. On the X axis we have
we have number of iterations. In histograms the number
of sample appears.

Performed simulation proved that ANN can success-
fully represent the defuzzification strategies. Linear ap-
proximations of defuzzification functionals with MOM,
LOM and FOM were correct. The trained ANN approxi-
mations for all the methods were successfully tested with
TES0 and TES4 data sets. Table 3 presents the final vali-
dation RMSE for all the used methods.
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Testing Set MOM LOM FOM
TES0 1.781138E-5 3.020065E-5 0.0001056
TES4 4.300E-9 2.02054E-6 0.0006829

Table 3: Final linear validating RMSE[%]

NONLINEAR DEFUZZIFICATION FUNCTIONAL
Similar method has been used for nonlinear defuzzifica-
tion functional, namely for the center of gravity (COG).
The validation of data TES0 and TES4 defuzzified with
COG strategy converges successfully.
Transfer functions

The first layer transfer function is given by the for-
mula:

f(x) =
2

1 + e−2x
− 1

The hidden layer transfer function is given by g(x) = x ,
and the output is given by

Y = g(X) = X =
5∑

j=1

Φjλj +B

where Φj = f(ϕj) = f(
∑20

i=1 ui ∗ωi,j +bj) . Hence we
have

Y =
5∑

j=1

f(
20∑

i=1

uiωi,j +bj))λj +B .

The weights and other parameters can be listed in the
form of tables. Due to the lack of the space it is not pre-
sented here.

CONCLUSION
The present paper brings an outline of the results of ap-
proximation of defuzzification functional of step ordered
fuzzy number that have been obtained with a help of the
tool of the computational intelligence, namely of artifi-
cial neural networks. We can conclude that the tool is
helpful. It is rather evident that further research in this
field should follow.
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Kościeński K., (2010). Modul of step ordered fuzzy numbers
in control of material point motion, in Polish, PJWSTk,
Warszawa, 2010.
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Figure 2: MOM on TRE0:
MSE [%] and Gradient
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Figure 3: MOM on TES0:
MSE [%]
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Figure 4: MOM on TES4:
MSE [%] and Gradient
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Figure 5: MOM on TES4:
RMSE
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Figure 6: COG on TRE0:
RMSE and gradient
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Figure 7: COG on TES0:
RMSE
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Figure 8: COG on TES4:
RMSE and gradient
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ABSTRACT 

On-line analysis of output data from discrete event 
stochastic simulation focuses almost entirely on 
estimation of means. Most “variance estimation” 
research in simulation refers to the estimation of the 
variance of the mean, to construct confidence intervals 
for mean values. There has been little research on the 
estimation of variance in simulation. We investigate 
three methods for point and interval estimates of 
variance and discuss an implementation of the best 
technique in an extended version of Akaroa2, a 
quantitative stochastic simulation controller. 

(1) 

(2) 

 
 
1. INTRODUCTION 

Current methodology for the analysis of output data 
from stochastic simulation focuses mainly on the 
estimation of means, and to a much lesser extent, on 
quantiles. Higher moments have not been considered. 
Research on “variance estimation” in simulation almost 
always refers to the estimation of the variance of the 
mean, in order to construct confidence intervals for 
mean values. The only previous research we could find 
on the direct estimation of the variance of correlated 
simulation data is an unpublished report by 
Deuermeyer, Feldman and Yang (1996). In 
communication networks variance of packet delays is an 
important performance measure e.g. for Voice-over 
Internet, as changes in the delay of packet delivery can 
have a significant degenerative effect on quality of 
service.  Applying stochastic simulation in studies of 
new solutions for next generations of 
telecommunication networks will require reliable 
estimates of variance and its statistical error.  
 
In Schmidt, Pawlikowski and McNickle (2008) (see also 
Schmidt, Pawlikowski and McNickle (2009)), three 
possible methods of variance estimation were identified. 
Here we focus on the testing and development of a 
reliable, accurate and efficient algorithm for sequential 
assessment of variance from simulation output data. The 

possible estimators of steady-state variance are 
described in Section 2. Section 3 reports the results of 
their testing, which involved running over 320,000 
simulations, each involving up to 36,000,000 
observations. Finally, the technical issues of 
implementing the selected estimators of variance in an 
extended version of Akaroa2, a quantitative stochastic 
simulation controller (McNickle. Pawlikowski and 
Ewing 2010), are discussed in Section 4.  
 
1.1. Variance Estimation 

We want to find point and interval estimates for the 
variance of a simulated process  , , … .  , …, . If the 
simulation output data represents independent and 
identically d t d ran om riab e usual well-
behave poi m te

is ribute d  va les, th
nt esti a  for the variance is: d 

∑ , 

where  is the average of the first n observations.  
 
From [5] the   variance of S2(n) is:

, 

where  is the steady-state variance and  the fourth 
central moment of the steady-state distribution. Thus, 
provided  exists, the point estimator will converge to 
its theoretical value. 
 
In simulation, however, observations are often highly 
correlated. In an M/M/1 queue with a traffic intensity of 
0.9, for example, the correlation between successive 
waiting times is 0.99043 (Daley, 1968). Now S2(n) is 
only asymptotically unbiased, and for interval estimates 
Equation (2) no longer applies. Alternative estimators 
are needed, which are discussed in Section 2. 
 
1.1.1. Coverage Analysis  
The method we will use to measure the quality of the 
estimates is Coverage Analysis. Coverage is the relative 
frequency with which an estimated confidence interval, 
supposedly of a certain size (e.g. 95%), actually 
contains the true value of the parameter of interest. It 
has the advantage of simultaneously capturing the 
quality of both point and interval estimates. Thus good 
estimators should produce coverages close to (say) 95%. 
In this research, we followed the principles and 
guidelines of coverage analysis described in 
Pawlikowski, McNickle and Ewing (1998). 
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1.2. Akaroa2 

Akaroa2 is an automated controller of both terminating 
and steady-state quantitative stochastic simulations, 
using the Multiple Replications in Parallel (MRIP) 
simulation scenario. In MRIP, identical simulation 
programs are run in parallel on multiple processors, 
which work as simulation engines producing multiple 
streams of output data. As shown in Pawlikowski and 
McNickle (2001), the resulted speedup of simulation is 
governed by a truncated version of Amdahl’s Law. The 
current version of Akaroa2 guarantees fast and accurate 
on-line analysis of arbitrary numbers of means. It is 
downloadable, at no charge for academic purposes, 
from www.akaroa.canterbury.ac.nz. The results of this 
research will expand its functionality by including 
automated estimation of variances. 
 
Users of Akaroa2 need to provide a simulation program 
of the system they are studying. The default language is   
C++. However, interfaces between Akaroa2 and a 
number of other languages and simulation packages are 
provided too. Observations collected during simulation 
are automatically submitted to the controller that is in 
charge of running the simulation and stopping it once a 
pre-defined stopping criterion (the acceptable level of 
statistical error of final results) is met. 
 
Control parameters (such as the acceptable level of the 
final statistical error of results, and the number of 
computers involved in MRIP) are set by the user before 
the simulation is run.  
 
In the case of terminating simulations only one method 
of variance estimation can be generally defined, that of 
independent replications, where a single value is taken 
from each replication of the system of interest, and that 
will be implemented in an extended version of Akaroa2. 
 
 
2. STEADY-STATE SIMULATION 

Finding accurate point and interval estimators of 
variance in steady-state simulation is much more 
challenging. Possible estimators have been described in 
Schmidt, McNickle and Pawlikowski (2008). Here we 
report on exhaustive testing of these over a wider range 
of models and parameters, and in particular we 
investigate the problem of batch mean sizes, which 
proves to be the Achilles Heel of an otherwise 
interesting method.  
 
The first estimator discussed is based on independent 
replications, similar to the approach used in terminating 
simulation. The second estimator is based on variance 
as an expected value, and the last estimator is based on 
batch means. Each estimator is discussed further in its 
section. 
 
One issue in steady-state simulation is that of dealing 
with the initial transient period. In the case of variance 

analysis, no generally applicable method for initial 
transient period detection has been proposed. One 
method that could be applied after further research is the 
method proposed by Eickhoff (2008). Here we simply 
discard a very generous, fixed number of observations. 
Development of a sequential rule for detecting the 
length of initial transient period for estimators of steady-
state variance has been left for further research. 
 
2.1. Independent Replications 

If somehow a sample of uncorrelated observations can 
be collected then  is an unbiased estimator of the 
variance and Equation (2) can be used to construct the 
corresponding confidence interval. 
 
One way to ensure that the observations used are 
uncorrelated is to use independent replications of the 
simulation. From each replication only a single 
observation is taken from the steady-state phase of 
simulation. The very obvious disadvantage of this 
method is that many observations are discarded; hence 
the runtime of the simulation is likely to be very large. 
However we include the method for completeness. 
 
2.2. Variance as an Expected Value 

This estimator n of variance as  comes from the definitio

. 
 

 
Thus, before analysis, the obse vations are first 
converted to: 

r

. 
 
We rely on the fact that the sample variance,  
from Equation (1), is at least an asymptotically unbiased 
estimator. By treating the required parameter as an 
expected value of some random variable, we can use 
existing mean value estimation techniques to calculate 
the variance. For confidence intervals we use spectral 
analysis, as described in Heidelberger and Welch 
(1981). This method of variance estimation produces 
good coverage results for mean values (see 
Pawlikowski, McNickle and Ewing (1998)). The 
conditions for the use of spectral analysis for variance 
are that the sum of the autocorrelations of {Yi} is finite, 
along with, of course  and . 
 
2.3. Batch Means 

This technique is described in Deuermeyer, Feldman 
and Yang (1996) (a more accessible reference is 
Schmidt, Pawlikowski and McNickle (2008)). It 
provides a method of compensating for the bias of 
sample variance , which also lends itself to 
calculating a confidence interval.  The basic idea behind 
calculating variance via batch means is to split the 
variance into two components: Local Variance – Mean 
variance inside batches, and Global Variance – Variance 
of means of the batches. The mean batch variance 
corrects the variance of the means of the batches to 
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produce an unbiased estimate. A curious property of this 
estimator is that unbiased estimators are obtained 
regardless of the size of the batches. Thus, the batch-
size parameter can be left free to be determined by the 
requirements of the confidence interval calculation. The 
question is: does this independence of batch sizes 
extend, at least to some extent, to the calculation of 
confidence intervals? 
 
2.4. Evaluation of the Estimators 

2.4.1. Reference Models  
We considered the single server queues: M/M/1, M/E2/1 
and M/H2/1. For M/H2/1, squared coefficients of 
variation for the service times, CV2 = 5 and 50 were 
used. Use of the M/H2/1 queue with CV2 = 50 allows 
some investigation of how heavy-tailed service 
distributions can affect the performance of estimators. 
The property of each queue investigated is the waiting 
time. Generous fixed initial transient periods (up to 
20,000 observations) were used to ensure that the output 
data represented steady state. 
 
The Pollaczek-Khintchine transform formula  for 
the waiting time distribution (Gross and Harris 1985) 
was used to obtain the theoretical values of the variance 
of the waiting time. The th moment of the waiting time 
distribution is found by differentiating  n times 
using Maple and evaluating the derivatives at 0. 
 
2.4.2. Batch Means – The effect of batch size  
The key issue for the batch means method is, as always, 
how to select appropriate batch sizes. It seems 
reasonable that a practitioner estimating variances will 
also be interested in mean values. So, as a starting point, 
we calculated batch sizes for the M/M/1 queue which 
result in batch means with an arbitrarily low serial 
correlation of 0.01. They were calculated from the 
results of Law (1977) and Daley (1968). Due to the 
need to calculate large numbers of autocorrelations 
when deriving batch sizes for given queuing systems, 
Law’s method can be very lengthy and prone to failure, 
taking up to an hour in Maple when it worked. Also 
repeated runs were necessary to find a batch size giving 
the required correlation between batch means.  
 
Load Batch Size Correlation between 

successive batch means 
0.1 30 0.0085 
0.2 60 0.0093 
0.3 100 0.0099 
0.4 170 0.0097 
0.5 300 0.0093 
0.6 550 0.0092 
0.7 1100 0.0093 
0.8 2600 0.0099 
0.9 11000 0.0099 

 
Table 1: Initial Batch Sizes for the M/M/1 Queue 

For this reason, the other queues used these batch sizes 
as initial values, but they were increased or decreased 
depending on the expected correlation. Table 1 shows 
the calculated batch sizes for the M/M/1 queue. 

 
3. RESULTS 

Here we give a few representative results of coverage 
analysis for the steady-state estimators of variance. We 
concentrate on the most challenging model, M/H2/1.  
All coverage analysis results are calculated for 95% 
confidence intervals (a Required Coverage of 0.95) with 
a relative error of 5%. The simulations are repeated until 
this level of accuracy is achieved (this may require up to 
15,000 simulations.) A brief discussion is also given of 
the specific performance aspects of each estimator. 
 
3.1. Independent Replications 

 
Figure 1: Coverage of the   estimator  

on an M/H2/1 queue 
 
This estimator provides satisfactory coverage for all 
loads investigated. The main issue with this estimator is 
its inefficiency. Because of the number of observations 
it discards (see Section 3.4) it cannot be recommended 
for practical use. Both its speed and accuracy are also 
totally reliant on the accurate detection of the initial 
transient period, and this problem has not been 
satisfactorily solved yet.  
 
3.2. Variance as an Expected Value or Mean 

The coverage analysis results for the Variance as an 
Expected Value estimator ( ) are shown in Figure 2 
and Figure 3. 20,000 observations were deleted to make 
sure that observations from the initial transient period 
are not included. Figure 2 and Figure 3 show that  
performs well in terms of coverage, for all loads. The 
apparent deterioration of coverage at the load of 0.7 in 
Figure 3 is probably due to the extremely high 
coefficient of variation of service times in this case 
producing erratic results. Other than in this case, the 
estimator performs well. 
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Another feature of this estimator, apart from its good 
coverage, is that it is easy to implement as it makes use 
of mean value estimators which have been thoroughly 
investigated. Run times of its sequential implementation 
are similar to the Batch Means method, with no 
substantial difference between them detected. 
 

 
Figure 2: Coverage of the   estimator  

on an M/H2/1 queue, with CV2 = 5 
 

 
Figure 3: Coverage of the   estimator  

on an M/H2/1 queue, with CV2 = 50 
 
3.3. Batch Means 

In this section, we consider the coverage of the Batch 
Means ( ) estimator, as a function of batch size. The 
results show that the estimator can perform well for 
every load and queue investigated, if the correct batch 
size is known. The results confirm the initial results 
given in Schmidt, McNickle and Pawlikowski (2009) 
and also show that this estimator provides good 
coverage for queues with larger coefficients of 
variation, again under the proviso that an appropriate 
batch size can be found. 
 
 
 

3.3.1. M/E2/1 Queue  
The coverage of the Batch Means ( ) estimator for 
the M/E2/1 queue with a load of 0.9 and varying batch 
sizes is shown in Figure 4. Good coverage is obtained if 
the batch size is large enough.  

 
Figure 4: Coverage of the   estimator  

on an M/E2/1 queue with load 0.9 
 
 
3.3.2. M/M/1 Queue  
The coverage of the Batch Means ( ) estimator on 
the M/M/1 queue with a load of 0.9 and varying batch 
sizes is shown in Figure 5. Again acceptable coverage 
can be found if the batch size is large enough, although 
the required batch size has now increased considerably.  

 
Figure 5: Coverage of the   estimator with varying 

batch sizes on an M/M/1 queue with load 0.9 
 
 
3.3.3. M/H2/1 Queue  
The coverage of the Batch Means ( ) estimator on 
the M/H2/1 queue with a load of 0.8 and varying batch 
sizes is shown in Figure 6. The two curves in this figure 
are for CV2 of the service times of 5 and 50, 
respectively. 
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Figure 6: Coverage of  for M/H2/1 queues  

with CV2 = 5, 50 and load 0.8 
 
In each of Figures 4, 5, and 6, there is a batch size at 
which the Batch Means estimator providing satisfactory 
coverage. The coverage drops off much more quickly 
for the queue with a higher coefficient of variation. This 
is because the correlation between batch means is 
higher, which causes the generated confidence intervals 
to be worse. Note that Figure 6 uses a traffic intensity of 
0.8, as a traffic intensity of 0.9 turned out to require 
several weeks of computer time for coverage analysis of 
a single batch size. For a CV2 of 50, even for a load of 
0.8, however, satisfactory coverage is only just achieved 
within the range of batch sizes studied. 
 
The key conclusion of this part of the study is that 
unlike the point estimator, the performance of a Batch-
Means based interval estimator for variance does 
depend critically on getting the batch size right.  
 
3.4 Run Lengths 
 
Table 2 shows mean lengths of sequential simulations 
needed for obtaining the final results with statistical 
error of 5%, measured by the number of observations 
(or the number of replications in the case of 
Independent Replications)  
 

 Independent 
Replications 

Variance as    
Expected  
Value 

Batch 
Means 
 

M/E2/1 12685 1257700 945447 
M/M/1 12572 1684400 1333580 
M/H2/1(5)  5556790 4204000 
M/H2/1(50)  52140400 36281300 

Table 2. Run lengths for a traffic intensity of 0.8  
 
The first conclusion is that Independent Replications is 
going to be very inefficient. Even if we take a (very 
small) number of 1,000 observations as the length of 
initial transient period, the total required number of 
observations is an order of magnitude greater than those 

for the other two methods. In addition determining 
when steady state has been reached remains a largely 
open question for estimators other than means.  
Accurate answers for the M/H2/1 queues could not be 
obtained in reasonable time, so these runs were 
abandoned. Secondly, the numbers of observations for 
the other two methods are similar. They increase with 
CV of service times, and hence with the variance of 
waiting times. Thus, it is not surprising that these 
numbers are more than an order of magnitude bigger 
than the numbers required for estimating mean waiting 
times, illustrating the extra difficulty of variance 
estimation. 
 
 
4. IMPLEMENTATING THE ESTIMATORS  IN 

AKAROA2 

For terminating simulations the Independent 
Replications estimator is the only feasible point and 
interval-estimator for the variance. In steady-state, 
however, although the estimator , based on 
Independent Replications produced good coverage, it 
was eliminated due to its poor efficiency and 
prohibitively long run lengths. This left us with two 
estimators, based on Variance as an Expected Value 
( ) and on Batch Means ( ). The  estimator was 
found to produce good coverage on every queue and 
load tested, if a good batch size could be found. This is 
the main problem with any batch means-based 
estimator, as determination of an appropriate batch size 
is crucially important to the quality of the results. While 
a number of batch size selection algorithms have been 
proposed, they have only been tested on mean values. 
The  estimator also produced good coverage on each 
queue investigated, even on queues with high loads. 
One advantage of this estimator is that it is easy to 
implement as it makes use of existing mean value 
analysis modules. The main difference between the two 
methods is that Variance as Expected Value does not 
rely on the correct setting of an arbitrary parameter. 
 
Once implemented into Akaroa2, the estimator must be 
able to work on complex systems as well, and it is 
difficult to see how a good batch size could be 
determined in such cases for the  estimator. As a 
result of this, the  estimator was chosen to be 
implemented into an extended version of Akaroa2. 
 
4.1. Issues of Implementation  

In order to implement the variance analysis in Akaroa2, 
the global analyser needs to be modified; see Ewing, 
Pawlikowski and McNickle (2010). Fortunately, the 
estimation of variance by  requires similar processes 
to those already implemented for estimating means.  So 
the variance can be e  ratio: stimated by the

∑
∑

, 

where is the local point estimate of the variance from 
the ith simulation engine, and  the number of 
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Figure 8 shows the simulation in progress. The two bars 
show the mean and variance’s respective convergence 
to their required relative errors. The Global Estimates 
table gives information regarding the current global 
estimate of parameters: in this case: the mean-value and 
its relative error, and the variance and its relative error. 
The output of the simulation gives information on the 
mean (Mean) and its confidence interval half-width 
(Delta), as well as the variance (Variance) and its 
confidence interval half-width (Delta Variance). As 
usual with Akaroa2, additional simulation engines can 
be added at any time if the simulation of any of the 
parameters is converging too slowly (“Add Engines”). 
The system is also largely immune from the effects of 
processor failures, in that a failed processor is no 
different to one which is responding slowly. This 
property is particularly important given the long run-
times required for variance estimation. 

observations used by that e variance of the 
global estimate

 engine. Th
 is calculated from: 

∑

∑
, 

where  is the variance of the local variance 
estimate at the ith simulation engine 
 
Screenshots of a prototype graphical user interface of an 
extended Akaroa2, incorporating variance analysis, are 
shown in Figures 7 and 8. Figure 7 shows the “New 
Simulation” window, where the parameters for the 
simulation are set. In this case, the simulation will run 
until the mean and variance converge to the point where 
their 95% confidence intervals have a 5% relative error. 
 

 
 

 
 
5. CONCLUSIONS 

Three different sequential estimators for variance were 
tested extensively. The method of Independent 
Replications was eliminated as too inefficient. The 
remaining two estimators, based on Variance as an 
Expected Value, and Batch Means respectively, were 
thoroughly tested. Variance as an Expected Value 
produced satisfactory coverage and was noted as being 
particularly easy to implement. The Batch Means 
estimator was found to produce good coverage if a 
suitable batch size could be found. The inherent 
problem of Batch Means lies in determining the batch 
size, which will inevitably become more complicated as 
the complexity of the simulated model increases. As the 
Variance as an Expected Value estimator produces good 
coverage and does not require determination of any 
additional parameters, it has been selected to implement 
in an extended version of Akaroa2. 

Figure 7: Prototype “New Simulation” window 

 

Figure 8: Akaroa2 Prototype Simulation Running Window 
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ABSTRACT 

 

Discrete-event process simulation has long since earned 

its place as one of the most powerful and frequently 

applicable analytical tools available for production 

process analysis and improvement.  Also, the 

manufacturing economic sector has rapidly become 

more competitive, requiring both greater economy and 

greater efficiency of operations.  In the present 

application of simulation, a Tier I automotive industry 

supplier, beset with these economic pressures, sought to 

improve the productivity and efficiency of a test-&-

inspection line being designed for an automotive engine 

plant.  Simulation was successfully used to design this 

line to meet stringent requirements of productivity, low 

original equipment cost, and low operating cost.  Via 

comparison of multiple alternatives, this simulation 

study identified potential bottlenecks and produced 

recommendations for their improvement or removal. 

 

INTRODUCTION 

 

Simulation has long been a mainstay of manufacturing 

improvement – historically its first major economic 

sector of application (Miller and Pegden 2000).  In the 

large and complex automotive industry, it is a 

commonplace that the major automotive manufacturers 

enlist engineering firms with specialized expertise to 

design production lines for installation and subsequent 

operation.  These engineering firms, like production 

companies which supply vehicle parts directly to the 

automobile manufacturers, are called “Tier I” suppliers.  

The engineering firms likewise call upon the experience 

and expertise of industrial engineering firms to obtain 

the benefit of consultation on lean manufacturing, 

process simulation, value-stream mapping, and 

ergonomics.  This context is one of many in which 

simulation has become a key analytical tool in the 

automotive industry (Ülgen and Gunal 1998). 

 

In the simulation study described here, the client 

company, an engineering company, sought the help of 

simulation to design an engine test line for an engine 

plant of an automaker.  This test line is responsible for 

performing air tests on engines to check for leaks, 

making needed repairs on engines which fail this test, 

re-testing the engines after repair, and rejecting the very 

few engines that still fail after repeated repair efforts.  In 

a broader context, engine plants, which send their 

output to vehicle final-assembly plants, are a vital link 

in the intra-company supply chain of any vehicle 

manufacturer. 

 

Simulation is a powerful tool for analysis of a 

manufacturing system such as this one, which involves 

complex routing logic, installation of expensive 

equipment, incorporation of material-handling 

equipment (pallets, conveyors), and a strict requirement 

not to become the bottleneck in a larger process – here, 

the overall engine assembly process, which in turns 

supplies the vehicle assembly process in other 

automotive plants.  Accordingly, numerous examples of 

such simulation studies appear in the literature.  For 

example, Chramcov and Daníček improved the 

manufacture of short gun barrels using simulation 

(Chramcov and Daníček 2009).  Improvement of both 

the manufacture and the material handling of forged 

metal components was documented in (Lang, Williams, 

and Ülgen 2008).  Illustrating the versatility of 

simulation when applied to manufacturing, Walker, 

Mebrahtu, and Strange used it to achieve high efficiency 

in electronics manufacturing over a period of years 

during which production was mandated to gradually 

decrease (Walker, Mebrahtu, and Strange 2005). 

 

OVERVIEW OF TESTING OPERATION 

 

The system studied was the air-leak test area; to which 

the main lines manufacturing engines send them.  As 

shown in Figure 1 below, engines arriving on pallets 

from the main line enter the test area via the first of 

three Life & Rotate stations, “Lift & Rotate 1.”  An 

arriving engine is then sent preferentially to Air Test 

Station East (“T1”) if there is sufficient vacant capacity 

on the conveyor preceding it.  Failing that, the engine 

travels to Air Test Station Center (“T2”) if there is 

sufficient vacant capacity on the conveyor preceding it.  

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)
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Otherwise,

 
Figure 1.  Layout of Stations and Conveyors 

 

the engine proceeds to Air Test Station West (“T3”).  

Note that “T1” is actually on the “main line” leading 

from the engine assembly area to the cold-test area; 

“T2” and “T3” are on spur lines.  Engines tested and 

passed at “T1” and “T3” exit the system (i.e., proceed to 

the downstream Cold Test area) via Conveyor 1 or 

Conveyor 3 respectively.  Engines tested and passed at 

“T2” are routed alternately to Conveyor 1 or Conveyor 

3.  If either conveyor is full and the other is not, the 

engine will be routed to the available conveyor 

notwithstanding the “alternating” policy.  Engines tested 

and rejected at “T1” and “T3” recirculate on Spur 1 or 

Spur 3 respectively.  An engine which fails at “T2” is 

routed to one of these spurs using logic exactly 

analogous to the logic for choice of Conveyor 1 or 

Conveyor 3 for engines which pass at “T2.” 

 

An engine which fails the test once recirculates without 

repair work being done (even through it passes through 

a repair station, either Repair 1 or Repair 2) and is 

retested.  This long-standing policy is a tacit 

acknowledgment that a test failure – although certainly 

requiring further checking and perhaps engine repair – 

arises from a fault in the test stand more often than it 

exposes an actual leak in the engine being tested.  An 

engine which fails twice receives repair service at the 

repair station through which it passes.  An engine which 

fails a third time is manually removed from its pallet 

and exits the system; the empty pallet continues 

circulating in the system.   In the first phase of the 

study, the gradual (gradual because it is rare for any one 

engine to fail three times) accumulation of empty pallets 

circulating in the system was ignored.  Such “benign 

neglect” of empty pallets constituted a conservative 

assumption, helping to establish a “worst case” lower 

bound scenario for system control logic performance.  

As will be detailed in the Model Results section 

(below), the primary focus of this study was the 

investigation of four control-logic proposals and their 

ability to meet system throughput targets.  Later, the 

actual operational practice of manually reloading an 

empty pallet with a newly arriving engine (involving 

brief use of labor) was added to the model.  Engines 

emerging from Repair 1 first try to enter the conveyor 

preceding “T1;” failing that, they travel to the conveyor 

preceding “T2.”  If that conveyor is also full, the engine 

travels to the “T3” conveyor section.  All engines 

emerging from Repair 2 go to the “T3” conveyor 

section.  Engines are pushed into and pulled from the 

repair stations by a dedicated operator.  Engines 

entering a test station for the first time and engines 

entering after repair have equal priority, and hence these 

queues are first-come-first-served throughout. 

 

MODEL CONSTRUCTION, VERIFICATION, 

AND VALIDATION 

 

In keeping with good simulation analysis practice 

(Chung 2004), the client engineers and the simulation 

analysts documented agreed-upon assumptions, the 

most significant of which were: 

1. Target system throughput 171.4 jobs per hour 

(JPH), corresponding to a target system cycle 

time of 21 seconds 

2. No model mix included in study 

3. Labor and needed subassemblies always 

available 

4. Engines leaving the system encounter no 

blockage 

5. No differences among shifts in processing 

 

Process data, including machine cycle times, conveyor 

capacities and speeds, time between failures, and time 

to repair were available from client records.  The 

machine cycle times and the conveyor speeds were 

modeled as constants.  Distribution-fitting techniques 

(Seila, Ceric, and Tadikamalla 2003) suggested 

modeling times between failures as exponential and 

times to repair as symmetric triangular (minimum = 

mean*0.9, mode = mean, maximum = mean*1.1).  The 

process data also included observation and confirmation 

of local “right-of-way” policies at the conveyor 

intersections.  For example, if an engine moving “north” 

in Figure 1 from Lift & Rotate 1 and an engine moving 

“south” from Repair 2 competed for routing “westward” 

to “T3,” the engine proceeding from Lift & Rotate 1 had 

priority.  Client and consultant engineers jointly chose 

the WITNESS® simulation software for model 

development.  This software provides constructs for 

machines and conveyors, accommodates complex 

queuing logic, has convenient arrangements for 

modeling time-to-fail and time-to-repair, and supports 

concurrent development of a simulation model and its 

animation (Mehta and Rawles 1999).  A screen snapshot 

of the model appears in Figure 2, in the Appendix. 

 

More subtly, high importance was attached to an 

investigation of whether engine failure in the air-leak 

test occurred randomly.  If engine failures tended to 

cluster in time, the air-leak test area would surely be 

overloaded during those time intervals, and 

correspondingly underutilized at other times.  

Accordingly, the time sequence of engine test results 

(conceptually “P” for “pass” and “F” for “fail”) were 

subjected to a statistical runs test for independence 

(Sprent and Smeeton 2007).  The result of this test 
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indicated randomness of engine leak-test failure (as 

opposed to the suspected positive correlation 

[clustering]) at the 5% significance level.  Therefore, 

the failure probability desired for each experimental 

scenario was treated as the parameter of a binomial 

distribution, in accordance with the binomial 

presumption of independent trials. 

 

Various verification and validation techniques were 

used during this project (Sargent 2004).  They included 

sending one engine through the model, temporarily 

eliminating all randomness from the model (and then 

checking output against Microsoft Excel® 

computations), viewing the animation with the client 

engineers, and performing directional tests (e.g., 

increasing arrival rate and/or cycle times, and checking 

that queue lengths and wait times likewise increase).  

After routine error identification and correction, the 

model achieved credibility with the client engineers and 

their management. 

 

MODEL RESULTS 

 

All model runs were made on a steady-state basis, since 

the actual engine air-leak test line (like the upstream 

engine assembly line and the downstream engine cold-

test line) typically run multiple shifts, and do not 

“empty and clear” themselves between shifts (work 

remains in situ between shifts).  Four experimental 

scenarios, each using a different control logic algorithm, 

were considered, as described next; within each, three 

different and plausible reject rates were compared.  

These subdivisions of the four experiments reflect the 

uncertainty of the eventual reject rates, and therefore 

constitute a sensitivity analysis (Zeigler, Praehofer, and 

Kim 2000).  Each of the twelve distinct experimental 

situations was run for ten replications, and each 

replication used a warm-up time of 100 hours and a 

data-collection run length of 1000 hours. 

 

Experiment 1 represented the proposed Air-Leak Test 

line in isolation, with reject rates of 23%, 15%, or 10% 

(these reject rates were taken from a previous successful 

simulation study of an analogous engine test area 

performed for the same client).  In this experiment, all 

engines (whether good or rejected) leaving the test 

machines were routed alternately to the east and west 

conveyors.  Hence this experiment was fundamentally 

“impractical,” and was considered a base-case 

benchmark, a conceptually convenient “zero point” for 

consideration of alternatives.  In this experiment, 

engines entered the model only from the upstream 

assembly line. 

 

Experiment 2 represented the proposed air-leak test line 

in isolation, with reject rates of 22%, 20%, and 18%.  In 

this experiment, 75% of rejects leaving the air test 

center were routed to Repair 1, with the remaining 25% 

routed to Repair 2.  Satisfactory engines leaving the air 

test center were alternately routed to the east and west 

exit conveyors.  As was the case for experiment 1, 

engines entered this model only from the upstream 

assembly line. 

 

Unlike experiments 1 and 2, experiment 3 represented a 

new system comprising two sub-systems:  the proposed 

air-leak test line, and a black-box representation of all 

upstream engine-assembly processes.  An engine 

interarrival rate of 21 seconds was added to represent 

this black box, with removal of the “engines always 

available” assumption used in the first two experiments.  

Reject rates were set at 20%, 18%, and 16%.  Half of 

the rejects leaving the testing machines were routed to 

Repair 1, and half to Repair 2.  Satisfactory engines 

were routed alternately to the east and west exit 

conveyors, as in experiment 2.  Further, in this 

experiment, logic was added to the model to re-

introduce empty pallets and engines which failed cold 

test into the air-leak test area. 

 

Experiment 4, like experiments 1 and 2, represented the 

air-leak test line in isolation, with reject rates at 20%, 

18%, and 16%.  Half of the rejects leaving the testing 

machines were routed to Repair 1, and half to Repair 2, 

as in experiment 3.  Satisfactory engines leaving the air 

test center were alternately routed to the east and west 

exit conveyors, as in experiment 2.  Also, in this 

experiment, the logic added to the model in experiment 

3 (re-introducing empty pallets and engines which failed 

cold test into the air-leak test area) was retained. 

 

Overall results from these experiments are shown in 

Table 1, below. 

 

Table 1.  Throughput vs. Experiment & Reject Rate 

 

Experiment Reject Rate (%) Throughput 

1 23% 142.4 

1 15% 190.4 

1 10% 207.1 

   

2 22% 153.5 

2 20% 167.8 

2 18% 179.7 

   

3 20% 156.0 

3 18% 161.0 

3 16% 163.5 

   

4 20% 163.2 

4 18% 174.4 

4 16% 184.6 

 

All comparisons between a pair of scenarios mentioned 

next were performed with a Student-t test (nine degrees 

of freedom, in view of ten replications per scenario) at 

the 5% significance level. 

 

In conclusion, client engineers and management valued 

the following insights most highly: 
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1. Comparing experiments 2 and 4 (at reject rates 

of 20% and 18%), re-introducing engines and 

pallets from the cold test area decreased system 

throughput slightly (by about 2.8%), 

2. The bottleneck in all experiments, at all 

rejection rates, was the repair stations, 

3. At air-leak test rejection rates of 18% or lower, 

this test line could reliably meet its target of 

171.4 jobs per hour. 

 

CONCLUSIONS 

 

After combining the insights gained from this 

simulation study with other considerations involving the 

plant design as a whole, and constraints imposed by the 

upstream assembly line and the downstream cold-test 

line, client management chose an implementation 

design corresponding to experiment 4.  Furthermore, the 

client invested in a preventive maintenance program at 

the test stands which succeeded in maintaining the 

reject rate at 17%.  In actual production, this line then 

achieved a throughput rate of 179.2, slightly exceeding 

requirements and in good agreement with interpolation 

between 174.4 (model prediction of throughput at 18% 

reject rate) and 184.6 (model prediction of throughput at 

16% reject rate). 
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APPENDIX 

 
 

Figure 2.  Screen Snapshot of WITNESS® Model 

 

White engine icons represent engines that either have not yet been tested or passed their first test. 

Red engine icons (e.g. at bottom of snapshot) represent engines that have failed once. 

Yellow engine icons (there is one at lower left corner) represent engines that have failed twice. 

Black engine icons (there are none at the moment) represent engines that have failed three times. 
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ABSTRACT 

Logistic systems can be designed as a push-system or a 
pull-system. In a pull-system one parameter e.g. the 
stock items has to be close-loop controlled. It will be 
shown that the close-loop controlled model can work in 
an unstable manner like a “logistic oscillating circuit”. 
In comparison with a close-loop controlled electronic 
system the elements of a logistic system have relatively 
long dead times. In discrete event simulation there is no 
method to optimally calculate the parameters of the 
system also taking account of the dead times. 
Furthermore, there is no validation technique to date, 
which can determine the unstable behavior of the 
system. In many different areas of engineering the FFT-
analysis is a frequently used method. It will be shown 
that the FFT analysis is a suitable method to determine 
the unstable behaviour of discrete event simulation 
models. However, FFT analysis is only a method to 
determine the unstable behaviour; the elimination can 
only be done by trial and error. 
 
 
1 INTRODUCTION 

Discrete event simulation is a frequently used method 
for designing new, complex production systems. The 
advantage of this method is that all elements of the 
system can be described with only a few parameters. 
Objectives of such a simulation study are to obtain 
knowledge of, for example, cycle times or utilisation of 
the machinery. There are numerous commercially 
available programs for this.   
The execution of a complete simulation study is 
described in VDI 3633. An important point within a 
simulation study is the validation of the model and the 
results. There is no generally applicable guideline for 
this. Depending on the particular project, different 
methods can be applied. A good summary of all 
methods is in Rabe et al 2008 (table 1). 
 
2 STATE OF THE ART 

Push-systems are often used for the management of a 
production system. These systems are producing goods 
without a customer order. Therefore, the stock in such a 
system is relatively high. To reduce stock, a pull-system 
is the better solution. Here, the production only starts on 

demand. The higher the demand, the faster is the 
production rate. These systems are close-loop 
controlled. 
 
Table 1: Validation methods (according to Rabe et al.) 
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Animation     X X   
Review X X X X X X X X 
Dimensional 
Consistency 
test 

   X X X X X 

Event validity 
test 

    X    

Fixed value 
test 

   X X X   

Extreme 
condition test 

   X X X   

Monitoring     X X  X 
Desk checking X X X X X X X X 
Sensitivity 
Analysis  

    X X  X 

Statistical 
Techniques 

    X X X X 

Structural 
walkthrough 

X X X X X X X X 

Internal 
validity test 

    X X   

Sub model 
testing 

  X X X    

Trace analysis      X    
Turing test     X    
Cause-effect 
graph 

  X X X    

Face validity X X X X X X X X 
Predictive 
validation 

    X    

Comparison to 
other models 

    X X   

Historical data 
validation 

    X    

 
These close-loop controlled systems can of course also 
be designed using discrete event simulation. As there is 
usually no special module for this, the controller has to 
be designed using a special program code.  
First, it is necessary to point out the differences between 
a logistics close-loop controlled system and close-loop 
controlled systems in for example automation 
technology. In the automation technology, the systems 
are designed using electronic modules. The signals in 
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these systems are therefore electric currents or voltages. 
Therefore the speed of the signals is practically infinite. 
In contrast, the speed of the signal in a logistics system 
is very low. The speed of a conveyor is low or the 
processing time on a production machine is high. Thus, 
the speed of the signal which is connected with the flow 
of objects through the production system is very low. 
Described in terms of control technology, the time 
difference between the entry of an object or signal to a 
machine and the exit is the dead time. It is generally 
known that dead times in a close-loop controlled system 
can result in oscillations and thus unstable systems. 
There are methods in control technology to design the 
parameters of a system so that these oscillations can be 
prevented. These methods could not be applied in the 
discrete event simulation due to missing mathematical 
relationship between the system parameters.  
 
 
3 UNSTABLE DISCRETE MODEL OF A                                                     
LOGISTIC SYSTEM 

First, it is necessary to demonstrate, that unstable 
behaviour can also occur in logistics systems. A very 
simple model will be designed for this (fig.1): a 
production system is fed by a transport system. The 
production system delivers the goods to a stock. The 
stock output rate is constant. The difference between the 
current stock and the target stock is the parameter which 
controls the transport. The higher the difference, the 
faster is the transport. 
 
 
 

 
 
Figure 1: Simple close-loop controlled production 
system 
 
The system is designed with the following parameters: 

• The production system is fed by a transport 
system 

• The flow rate of the transport system is close-
loop controlled 

• The production time of one unit is 1 day 
• The production has an infinite capacity 
• The target stock is 15 units 
• The stock has a infinite capacity 
• The stock output rate is constant 1 unit/4.8h 

 
This system is close-loop controlled by a controller with 
the following parameters: 
 

• The current stock is recorded once per day 
• The flow rate of the transport is calculated with 

a delay of one half day 

• The difference of the stock is fed into the 
production system by the transport system on 
the next day 

 
A discrete event model is created using these values 
(Figure 2). A similar model is presented in Barbey. 
 

 
 
Figure 2: Discrete event model designed with DOSIMIS 
 
In the following diagram the results for the stock are 
recorded over a period of 5 weeks.  
At the very beginning the controller is switched off. The 
stock has a constant figure of 5 units here. After approx. 
one week, the controller is switched on. Then the stock 
has in average the target value. However, it is overlaid 
with an oscillation with amplitude of 7 units (Figure 3). 
This model demonstrates that an unstable behavior in 
logistic systems can occcur, if an unsuitable set of 
parameters is applied. All input parameters are constant, 
but the stock is only constant on average. The model is 
acting like a “logistic oscillating circuit”. 
 

 
 
 
Figure 3: Stock in the close-loop controlled discrete 
event model 
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4 VALIDATION 

If unstable behavior can be produced in one model, then 
it is also possible to produce unstable behavior in any 
other model. Therefore validation of the model is an 
important question.  
According Table 1 there are many validation methods, 
which can be applied. However, only reviewing of the 
results is suitable for this model. However, this model 
has been designed as simple as possible with the only 
objective of indicating an error: in this case an unstable 
behavior. It is also obvious that this error will be found 
with the selected validation method.  However the 
models are generally much more complex and the 
unstable behavior is thus possibly not immediately 
visible. 
For the next simulation test a second model will be 
created. This model has a modified controller and an 
additional stock output: 
 

• The actual stock is recorded once per day 
• The flow rate of the transport is calculated 

immediately 
• There is an additional stock output each 1.4d. 
• The additional output is a random number 

between 4 and 8. 
 
The results are shown in Figure 4. The results seems to 
be periodic. There must be a periodic part in, because 
the additional stock output is periodic. But there is no 
method according to Table 1 in this case which detects 
the unstable behavior of the model.  
 

 
 
Figure 4: Stock with an additional output 
 
Therefore, a new validation method must be found. In 
many areas of engineering the Fast-Fourier-Transform 
(FFT) is a frequently used method to analyze dynamic 
processes. This method states that each periodic signal 
can be compiled from a sum of sine- and cosine-
functions. The mathematical theory for this method is 
described in Brigham 1997.  
To demonstrate the principle of the method, the FFT-
Analysis is initially applied to the first model with the 
constant stock output. The result of the FFT-analysis, 

which have been produced here by using Excel are  
shown in Figure 5. The frequency range was analysed 
up to a frequency of 2 1/d. 
There is only one peak at a frequency of 0.12 1/d. The 
same result can be obtained from the consideration of 
Figure 3. This frequency is the characteristic frequency 
of the unstable system. The application of the FFT-
analysis to this simple model demonstrates, that this 
method is suitable for validation of discrete event 
models.  
 

 
 
Figure 5: FFT-analysis with Excel for the first model 
 
The unstable behavior of the second model is not visible 
in Figure 4. Therefore, the FFT-analysis is now applied 
to the results. The diagram in Figure 6 shows some 
typical characteristics of the model.  
 

 
 
 
Figure 6: FFT-analysis with an additional output 
 
There is one peak at a frequency of 0.7 1/d. This is 
related to the additional output which has exactly this 
frequency. A second peak is at a frequency of 1.4 1/d 
which is double the frequency of the stock output. An 
extension of the frequency range would show additional 
peaks at all frequency multiples of the output.  
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However, the largest peak is at a frequency of 0.15 1/d. 
This peak cannot be explained by the additional output, 
it is related to the unstable behavior of the model itself. 
Using the FFT-analysis it is possible to identify unstable 
behavior of a discrete model. For this, each 
characteristic frequency has to be compared with the 
parameters of the model. In this case, the additional 
output is a parameter which produces a periodic signal. 
Threfore, this frequency and its multiples can be 
excluded. All other frequencies which could not be 
explained with the parameters of the model show an 
unstable behavior of the model. 
However, the instable behavior cannot be eliminated 
using the FFT-analysis, as there is no functional 
relationship between the model parameters. The 
elimination of the unstable behavior can only be 
realized by trail and error. A variation of the parameters 
and a following FFT-analysis shows wether the results 
are satisfactory.  
 
4 OPTIMISATION 

 Optimisation is always project-specific. Each model 
has a specific set of parameters which can be changed 
individually. The model is now only used to 
demonstrate how unstable behaviour can be eliminated 
by using the Fourier analysis. 

 

 
Figure 7: Stock with the modified controller 
 
In the original model, the controller was designed so 
that the difference in the stock is supplied by the 
transport system to the production system on the next 
day. Now the controller will be modified so that only 
one third of the difference will be supplied to the 
production system on the next day. Figure 7 shows the 
stock with the modified controller. Compared with 
Figure 4, the fluctuation of the stock is reduced. Figure 
8 shows the Fourier analysis for this. 
 
 

 
Figure 8: FFT analysis of the modified model 
 
The peak at a frequency of 0.15 1/d is clearly reduced 
but still exists. All other peaks caused by the additional 
stock output are still there. This demonstrates an 
improvement, but the optimum has not yet been 
reached. Therefore, further variation of the parameters 
has to be done.  
This procedure shows that the Fourier analysis is 
suitable for finding the instability of a model and 
optimising it afterwards. 
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ABSTRACT

To cope with current turbulent market demands, more 
robust inventory policies are needed for distribution 
networks, to lower the inventory cost as well as 
maintain high responsiveness. This paper analyzes the 
inventory policies in the context of complex multi-
echelon distribution networks and proposes an 
optimization and simulation integrating approach to 
robust inventory policies selection for multi-echelon 
distribution networks. Based on the existing 
approximation approaches designed primarily for two-
echelon inventory model, an analytical multi-echelon 
inventory model with an efficient optimization 
algorithm is presented. Through systematic parameter 
adjustment, “optimal” inventory policies are suggested 
by this model. In the next step, a simulation model is 
applied to evaluate the proposed solutions under market 
dynamics, so that the most favorable ones may be 
selected. Finally, a case study is conducted and future 
research directions are suggested. 

1 INTRODUCTION

As collaboration between different supply chain 
echelons gains attention, it is imperative to consider 
inventory policies from a network perspective rather 
than supposing each stage to be a single isolated player. 
Moreover, under current market dynamics, the level of 
customer demand uncertainty itself has significantly 
increased, which immensely aggravates the difficulty of 
demand forecasting. And product trends like larger 
variety and shorter life cycles have intensified 
uncertainty.  

Yet, “optimal” inventory policies obtained through 
traditional approaches are based on deterministic and 
stable conditions. They are not capable of delivering the 
desired results in real situation, or even greatly 
deteriorate the performance of the entire supply chain, 
leading to high stock levels or short sales. Thus, to cope 
with current turbulent market demands, more robust 
inventory policies are needed for distribution networks, 

so as to lower the inventory cost as well as maintain 
high responsiveness. In this paper we propose an 
optimization and simulation integrating approach to 
robust multi-echelon inventory policies selection. 

The paper is organized as follows: Section 2 reviews the 
important multi-echelon inventory models and 
optimization solutions. Section 3 presents our integrated 
approach, which integrates simulation into the 
traditional analytical inventory model. The analytical 
model is presented and discussed in detail in section 4, 
including model formulation, model calculation and 
optimization algorithm. The simulation model is 
described in section 5. The proposed integrated 
approach is then applied to an industrial case in section 
6. Finally, section 7 concludes the current work and 
provides directions for further research. 

2 LITERATURE REVIEW 

An overview of the fundamental ideas about problem 
assumptions, model designs and solution approaches of 
inventory policies for one- or multi- echelon logistic 
networks has been presented by Zipkin (2000), Axsäter 
(2006) and Tempelmeier (2006). For the inventory 
models with stochastic lead time in multi-echelon 
distribution networks, which is also our research 
emphasis, Axsäter (2003b) has provided a quite 
comprehensive review. Starting from the early famous 
METRIC model presented by Sherbrooke (1968), 
numerous literatures have been devoted to this research 
area, among which pioneering research is conducted by 
Graves (1985), Svoronos and Zipkin (1988), Axsäter 
(1990, 1993, 1998, 2000) , Kiesmüller and Kok (2005). 
Apart from the classical multi-echelon model, Dong and 
Chen (2004) developed a network of inventory-queue 
models for the performance modeling and analysis of an 
integrated logistic network. Simchi-Levi and Zhao 
(2005) derived recursive equations to characterize the 
dependencies across different stages in the supply chain 
network. Miranda and Garrido (2009) dealt inventory 
decisions simultaneously with network design decisions 
while Kang and Kim (2010) focused on the coordination 
of inventory and transportation management.  

Although great attention has been paid to the analytical 
model of distribution networks, its application in the 
optimization field is still strongly restricted because of 
the modeling complexity and computational 
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requirement in large scale inventory networks. 
Therefore, various approximation methods and heuristic 
algorithms have been suggested by researchers for real 
world applications.  

Of note in this context is the work of Cohen et al. 
(1990), who developed and implemented a system 
called Optimizer that determined the inventory policies 
for each part at each location in IBM’s complex 
network with assumptions of deterministic lead time 
and ample supply. Caglar et al. (2004) developed a 
base-stock policy for a two-stage, multi-item spare part 
inventory system and presented a heuristic algorithm 
based on METRIC approximation and single-depot sub 
problem to minimize the system-wide inventory cost 
subject to a response time constraint at each field depot. 
Al-Rifai and Rossetti (2007) formulated an iterative 
heuristic optimization algorithm to minimize the total 
annual inventory investment subject to annual ordering 
frequency and backorder number constraints. Their 
approach can be regarded as the further work of Hopp et 
al. (1997), who utilized  policies and presented 
three heuristic algorithms based on simplified 
representations of the inventory and service expressions 
to optimize the same inventory problem in a single stage. 
Axsäter (2003a) used normal approximations both for 
the customer demand and retailer demand to solve the 
general two-stage distribution inventory system. Axsäter 
(2005) considered a different approach to decompose 
the two-stage inventory problems.  Through providing 
an artificial unit backorder cost of the warehouse, its 
optimal inventory policy can be solved first. 

From the above analysis, it may be deduced that multi-
echelon inventory models have been analyzed 
extensively in recent years. However, computational 
scale, integrity and non-convexity make the 
corresponding optimization problem intractable to exact 
analysis and up till now no general approach is accepted, 
which might also explain why two-echelon networks are 
mostly dealt with. In response to such difficulties, an 
efficient optimization solution procedure will be 
presented in this paper, which optimizes inventory 
policies in a general multi-item, multi-echelon 
distribution network.  

3 INTEGRATED APPROACH 

It is one task to develop a multi-echelon inventory 
model for distribution networks and solve 
mathematically. We will present a model of that kind in 
section 4. However, even the most delicate model forces 
abstraction of reality and involves some kinds of 
simplification or approximation. Besides, as mentioned 
above, the computational efficiency decreases 
dramatically with the complexity of the analytical 
model, so the real world application of these 
sophisticated models has been greatly limited in the past.  

Fortunately, these deficiencies can be compensated to a 
large extent by simulation models, as they allow to 

reproduce and to test different decision-making 
alternatives (e.g. inventory policies) upon several 
anticipated supply chain scenarios (e.g. forecasted 
demand development). This allows ascertaining the 
level of optimality and robustness of a given strategy in 
advance (Terzi and Cavalieri, 2004). Nevertheless, 
simulation itself can provide only what-if analysis. Even 
for a small-sized problem, there exist large numbers of 
possible alternatives, making exhaustive simulation 
impossible.   

Thus, a simulation model can and should be integrated 
with analytical models. Through systematic adjustment 
of input parameters, a limited set of “optimal” 
alternatives may be derived from the analytical model. 
After simulating these inventory policies under realistic 
environment (e.g. dynamic and stochastic volatile 
customer demand), their performance level (e.g. 
inventory cost, fill rate) can be evaluated and consulted 
for decision making. The schematic diagram of such an 
integrated approach is shown in Figure 1.  

Figure 1: Integrated Approach to Inventory Policy 
Selection 

However, a problem arises when all the suggested 
alternatives have not fulfilled the desired expectation.  
One of our answers is to reconfigure the input 
parameters of the analytical model based on the 
simulation result (dotted line in Figure 1), and then to 
restart the optimization process and simulation, so that a 
closed feedback loop is formed. Such reconfigurations, 
although feasible, is not quite easy to maintain, because 
the analytical model is an abstraction of real world. No 
matter how sophisticated, the “optimal” alternatives 
obtained from it can act only as a reference or starting 
point. Thus, it is not wise to look for robust inventory 
policies merely through analytical optimization.  Other 
approaches, which integrate optimization and simulation 
more closely, should be introduced to deal with this 
problem, but are not discussed here.  
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4 ANALYTICAL MODEL 

4.1 Model Formulation 

The distribution network is represented as a multi-
echelon inventory model comprising several 
warehouses in each stage and multiple stock points in 
each warehouse. Each warehouse is supposed to store 
the same varieties of items and each stock point 
corresponds to only one kind of these items. Let  be an 
arbitrary stock point, be the set of its immediate 
predecessors and be the set of all its immediate 
successors. Next, the number of stages in this network is 
defined as  and the set of stock points at the -th stage 
as , of which  is the set of stock points facing end 
customers while is the set of those supplied directly 
by the outside supplier. A typical multi-echelon 
distribution network is illustrated in Figure 2. 

Figure 2: A Typical Multi-echelon Distribution Network 

Under such a general multi-echelon network, stock 
points at the most downstream stage  are 
assumed to face stationary stochastic customer demand 
which follows a normal distribution; while the demand 
process for the stock point at other upstream 
stages is derived as a 
superposition of the replenishment process from its 
immediate successors . All the stock points are 
continuously reviewed and implement an 
installation inventory policy. This means that when the 
inventory position, expressed as the physical inventory 
plus the stock on order minus backorders, is equal to or 
drops below , a replenishment order of size  is 
placed at its immediate predecessor . After 
placing an order, the actual lead time  elapses 
between placing the order and receiving it. After the 
arrival of the replenishment order, the outstanding 
backorders are satisfied according to a FIFO (first in, 
first out) policy. The outside supplier has infinite 
capacity and no lateral transshipments are permitted 
between stock points at the same stage.  

The list of notations in this essay is defined as follows: 
average demand per time unit at stock 
point 
standard deviation of the demand per time 
unit at stock point 
average demand at stock point  from its 
successor  per time unit 

standard deviation of demand at stock point 
 from its successor  per time unit 

number of orders at stock point  from its 
successor  per time unit 
stochastic inventory level at stock point 
probability density function of standard 
normal distribution  
cumulative distribution function of 
standard normal distribution 
first order standard normal loss function 
second order standard normal loss function 
inventory holding cost per unit and time 
unit at stock point 
“artificial” backorder cost per unit and time 
unit at stock point 

Notice that here can also take negative values, which 
interprets backorders as negative inventories; thus, the 
on-hand inventory is denoted as  while the 
backorder as , where 
and .

4.2 Model Calculation 

To optimize the inventory policy in the distribution 
network, the exact expression of two critical 
performance measures, average on-hand inventory level 
and average backorder level, of each stock point  must 
be solved. A standard approach for inventory level 
calculation is given in equation (1) , which describes the 
relationships among inventory level, lead time demand 
and inventory position (Zipkin 2000). 

(1)

According to Axsäter (1998, 2003a), the inventory 
position of any stock point  at steady state could be 
approximated with a uniform distribution over the range 
of . Besides, because the exact demand 
distribution is intractable in this complex network, 
normal approximation is adopted as Axsäter (2003a). 
For the stock point at the first stage , its 
average  and standard deviation  is already known, 
so a normal distribution can be directly fitted. For stock 
point at other upstream stages, it can be noted that, in 
the long run, the demand of one stock point will finally 
be transferred to its predecessor, i.e. .
Nevertheless due to the effect of batch-order 
replenishment, it is not that easy to identify the closed-
form expression of its standard deviation. To get this 
expression, the random number of orders at stock point 

 from its successor  per time unit  has to be 
analyzed first, the probability of which can be 
calculated as 

(2)
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Thus, the standard deviation of order from its successor 
 is  

(3)

Since the different successors are supposed to be 
independent, the average and standard deviation of 
demand at is the sum of all its successors’ order, i.e. 

(4)

(5)

After fitting a normal distribution with parameters 
and , the demand distribution at any stock point 

is ready for use.  

Then, the lead time  will be analyzed for each stock 
point , which is a function of two components, the 
constant transportation times  (including ordering, 
receiving and handling, etc) and the random delay at its 
predecessor due to out of stock , i.e. 

(6)

Due to the assumption of ample supply, the lead time of 
stock point at the most upstream stage consists of only 
constant transportation time, i.e. . For 
stock point at other downstream stages , however, its 
lead time is directly influenced by its predecessor .
The component of lead time due to stock out at its 
predecessor  has to be determined. Here the famous 
METRIC approximation (Sherbrooke 1968) is applied 
which replaces the stochastic lead time by its mean. To 
achieve this, the backorder level of stock point is 
needed, which is  

(7)

According to the Little’s formula (Zipkin, 2000), the 
average delay due to out of stock at its predecessor  is

 (8)

After fitting a normal distribution with parameters 
and  to the lead time demand, the average 

backorder level is now possible to be solved in analogue 
with equation (7), i.e. 

(9)

Meanwhile, the average on-hand inventory level is  

(10)

4.3 Optimization Algorithm 

The target of inventory policy optimization is to find the 
best reorder points that balance the trade-off between 
economical consideration (inventory holding cost) and 
service level (fill rate or inventory backorder cost). 
Since the decision variables (i.e. reorder points) are not 
independent, it is impossible to apply blind optimization. 
Hence, a decomposed concept is introduced so that the 
inventory policy can be optimized item-by-item and 
stage-by-stage. The corresponding optimization 
problem for each stock point is   

(11)

where . Notice that cost function is
convex in decision variable . The search procedure 
presented here is a partial enumeration method that 
exploits the convexity character, implying that the local 
minimum is also the global minimum.  The outline of 
the search algorithm is given as below. 

Step 0: Initialization 
Set , , the lower bound 

, the upper bound , where  is a 
sufficiently large integer. The search step

, where  is the smallest integer larger than or 
equal to .
Step 1: Local search 
For  to , step 

If
Set ,
Else: exit the  loop 

Next
Step 2: Intensified search with smaller granularity 
While 

Set ,
and
Repeat step1 

Step 3: Get final result 
The optimal reorder point  and the corresponding 
inventory cost have been obtained. 

With the above search algorithm for a single stock point, 
a heuristic optimization procedure is designed to 
determine inventory policies for the entire distribution 
network as follows. 
1. Set .
2. For each stock point at that stage, i.e. , use 

the equation (2) and (3) to determine the 
replenishment process from any one of its successor. 

3. Fit a normal distribution for the demand through 
superposing replenishment from its successors, 
shown in equation (4) and (5). 
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4. Set  and repeat step 2 and 3 until .

After the demand processes are determined upwardly 
through the distribution network, the inventory policies 
are optimized stage-by-stage downwardly.  
5. Set , lead time of stock point  at this stage 

is .
6. Calculate the mean values of backorder level and 

on-hand inventory level using the equation (9) and 
(10). 

7. Minimize the inventory cost function (11) with the 
above mentioned search algorithm, so that the 
optimal inventory reorder point is obtained. 

8. Set , apply the equation (8) and (6) to 
determine the lead time of each stock point at this 
stage, then repeat step 6 and 7 until .

5 SIMULATION MODEL

To test the robustness of the “optimal” inventory 
policies generated from the analytical model, a 
simulation model is needed to reproduce the real 
dynamics in the distribution network. For this purpose, 
the simulation environment OTD-NET, developed by 
Fraunhofer Institute for Material Flow and Logistics, is 
applied, which introduces a holistic approach for 
modeling and simulation of complex production and 
logistics networks and delivers in-depth insights into 
information and material flows, stock levels, stability of 
the network, boundary conditions and restrictions 
(Wagenitz 2007). 

Having implemented a novel, object-oriented 
methodology of modeling, OTD-NET allows the user to 
map all relevant network elements as well as many 
influencing parameters in selectable level of detail. For 
our problem we are mainly focusing on the network 
elements of distribution channels, buffers, customers 
and dealer and parameters like inventory policies and 
transportation time tables. The discrete-event simulator 
offers adequate recording and processing of simulation 
data on this model, which is essential to conduct 
effective statistical analysis on the simulation results. 
Thus OTD-NET supports the diversity as well as the 
complexity of factors inherent in this research problem. 

By application of OTD-NET with the presented 
analytical model, we benefit from the integrated 
approach as described in section 3. Within the analytical 
step, the input parameters of unit backorder cost are 
varied by decision makers according to the trade-off 
between economical consideration and service level. 
With these different combinations of parameters, 
several inventory policies are proposed by the analytical 
model. Then this limited set of inventory policies is 
examined by application of an OTD-NET model. The 
integrated evaluation is focused on two main 
performance measures (inventory cost and fill rate) here, 
but may also take other KPI into consideration.  

6 CASE STUDY 

In the following an industrial case is studied to evaluate 
the effectiveness of the proposed integrated approach. In 
this distribution network, finished products are 
manufactured by one single plant and sold in selected 
19 European markets. A European distribution center 
(EDC) and 19 regional distribution center (RDC) are 
constructed to deliver the products to end customers. 
The detailed structure of this network is illustrated in 
Figure 3.  

Figure 3: Structure of the Analyzed Distribution 
Network 

The objective is to pursue a high service level while to 
keep inventory cost as low as possible. Since ordering 
costs are negligible due to modern communication 
technologies applied, on-hand inventory cost of 
different distribution centers are focused for the entire 
network. Meanwhile, the service level can be quantified 
by the key figure fill rate, which denotes the proportion 
of demand that can be fulfilled from the available on-
hand stock. The customer demand is derived from 
several demand forecast scenarios to reflect the 
volatility, whose average and standard deviation in each 
regional market is supposed to be known. The order 
quantity of each distribution center is assumed to be one 
day’s demand. Unit holding cost of EDC is supposed to 
be 1 monetary unit while that of RDCs to be 2. In this 
paper results for two RDCs will be presented; One of 
these is Germany (Code: RDC04), the biggest market, 
the other is Italy (Code: RDC09) as a counterpart. The 
basic data of these EDC and RDCs is shown in Table 1. 

Table 1: Basic Data of EDC and RDCs 

Code Ave. 
Demand 

Std. of 
Demand 

Order 
Quantity 

EDC 11,93 22,38 12 
RDC04 6,93 17,91 18 
RDC09 0,69 1,64 2 

While the unit inventory holding cost is held constant, 
the “artificial” unit backorder cost can be varied by 
decision makers in accordance with preferred service 
levels. Four exemplary combinations of these two kinds 
of cost are shown in Table 2. 
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Table 2: Combination of Unit Inventory Cost 

Code Unit Holding 
Cost 

Unit Backorder Cost 
(1) (2) (3) (4) 

EDC 1 3 15 100 5000 
RDC04 2 15 50 200 10000 
RDC09 2 15 50 200 10000 

With these data as input parameters of the analytical 
model, four different “optimal” inventory policies are 
being calculated. As given in Table 3, each inventory 
policy (i.e. an alternative) corresponds to one 
combination of the above presented setting of unit 
inventory cost. 

Table 3: “Optimal” Inventory Policies Generated from 
Analytical Mode 

Code "Optimal" Reorder Point 
(1) (2) (3) (4) 

EDC 19 36 51 75 
RDC04 57 73 90 127 
RDC09 6 8 10 14 

After being simulated with OTD-NET under an 
anticipated demand scenario, the results of average on-
hand inventory level and fill rate are documented. The 
on-hand inventory level in alternative (1) is illustrated in  
Figure 4. When it touches the x-axis, backorder occurs. 

To make a comprehensive comparison of different 
alternatives, simulation results of all the four 
alternatives are listed in Table 4. Obviously, alternative 
(1) leads to lowest inventory cost and worst service 
level; while the highest cost and best service levels are 
obtained in alternative (4). With these performance 
measures, decision makers can select the appropriate 
inventory policies from these alternatives according to 
their preferences of economical consideration and 

service level requirements under different future 
demand scenarios so that the best trade-off can be 
acquired.  

7 CONCLUSIONS 

In this paper, an integrated approach is proposed to 
design robust inventory policies for a complex 
distribution network. Firstly, a multi-echelon inventory 
model has been developed to represent such a network. 
Based on that model an efficient optimization algorithm 
has been designed to propose optimal inventory policies. 
To evaluate the robustness of such policies, a simulation 
model is integrated to reproduce real dynamics under 
several demand scenarios. The generated alternatives 
can be assessed by simulation, whose results serve as 
beneficial references for decision makers to select 
among the suggested alternatives.  

However, we believe that simulation is capable of being 
more than just an evaluation tool implementing what-if 
analysis for the presented problem class. As mentioned 
in Section 3, when all of the suggested alternatives fail 
to meet the requirements, an intelligent approach should 
be proposed to enhance the proposed preliminary
solutions. Therefore, we are following two paths in our 
current work: First, we are working on reconfiguration 
of analytical input parameters based on simulation result. 
Yet, our results so far have shown that neither the 
optimality of the solution nor the convergence of this 
approach is guaranteed due to the abstraction of the 
analytical model. Second, we are working on integrating 
the optimization approach within the simulation, so that 
alternatives evolve automatically. Nevertheless, this 
implies to propose dynamic inventory policies, i.e. 
policies that consist of partial policies which are only 
valid under specific dynamic conditions. This so-called 
simulation-based optimization approach is our favored 
approach aimed at robust inventory policies for complex 
multi-echelon distribution networks. 

Figure 4: The On-Hand Inventory Level in Alternative (1) 

Table 4: Simulation Results of All 4 Alternatives 

Alternative No. Alternative (1) Alternative (2) Alternative (3) Alternative (4) 
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Simulation Day

On-hand Inventory Level

EDC

RDC04

RDC09
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Code EDC RDC04 RDC09 EDC RDC04 RDC09 EDC RDC04 RDC09 EDC RDC04 RDC09
Ave. On-hand Inventory 13 39 3 31 56 6 45 73 8 70 110 12 

Ave. Holding Cost 98 155 207 314 
Fill Rate 87, 9% 66,8% 54,0% 93,9% 75,6% 92,5% 95,3% 82,4% 98,0% 95,8% 93,3% 100,0%
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ABSTRACT 

There is considered a two-level single-product inventory 
control system which controls correspondingly the 
wholesale’s warehouse and the customers’ warehouses. 
For delivering the product there has been organized a 
supply chain “producer – wholesaler – customer”. It is 
assumed that the customers and the wholesaler shape 
their stocks having in mind the minimization of the total 
costs of the product ordering, holding and losses from 
deficit per time unit. The customers’ demands for the 
product and the time of delivering the cargo from the 
producer to the wholesaler and from the wholesaler to 
each of the customers are random values with known 
laws of distribution.  The wholesaler orders the goods at 
the fixed, equally distant, moments of time. The order of 
goods is performed by the customer at a random 
moment of time, when the remains of the goods in his 
warehouse have reduced up to a fixed level called the 
reorder point.  In the given paper there is suggested a 
simulation model of the above inventory control. The 
ExtendSim 8 package has been used as the means of 
simulation. The numerical examples of the problem 
solving are presented.  
 

INTRODUCTION 

In the given paper we consider a stochastic single-
product inventory control model for the chain “producer 
– wholesaler – customer” (Chopra and Meindl 2001; 
Magableh and Mason 2009). In practice there are many 
cases when a wholesaler is involved in ordering process 
and a situation “producer – wholesaler – customer” 
takes place. We have to take into account that the sum 
of total costs for goods ordering, holding and losses 
from deficit per time unit should be minimal. In 
proposed criteria total costs are sum of corresponding 
costs (losses) for all subjects taking part in the ordering 
process, in our case for customers and a wholesaler.  

The wholesaler and customers can use different 
ordering strategies. Two models of ordering process 
used by customers were considered in the authors’ work 
(Kopytov et al. 2007). The first model is a model with 
fixed reorder point and fixed order quantity, second 

model is the model with fixed period of time between 
the moments of placing the neighboring orders.  The 
wholesaler’s ordering algorithms were presented in the 
paper (Kopytov et al. 2005).  The simplest algorithm 
considers the following situation: every customer’s 
order is sent by the wholesaler to the producer at once 
and received goods are sent back to the customers at 
once too. In the second variant the wholesaler constructs 
a common order for group of customers taking in 
account or an inventory level for each customer, or a 
time of receiving the customers’ orders and a quantity 
of them. In the given paper we have proposed the third 
variant when the wholesaler has his own warehouse 
with the definite quantity of goods. In practice 
suggested models are realized using analytical and 
simulation approaches. In the given paper the 
considered task is solved using a simulation method. 
 
DESCRIPTION OF THE MODEL 

Let us consider a single-product inventory system for 
the supply chain “producer – wholesaler –customer” 
with two stages in ordering process (see Fig.1).The first 
stage is executed by n customers. In the moment of 
time, when the customer’s stock level falls to a certain 
level, a new order is sent to the wholesaler. The second 
stage is executed by the wholesaler. A new order is sent 
to the producer in the fixed moments of time. We 
assume that the wholesaler has his own warehouse.  

 
 

Figure 1: Chain of Product Ordering 
 

The principal aim of the considered problem is to define 
the exact ordering strategy for n customers and the 
wholesaler to achieve the minimum expenses in 
inventory control system per time unit (Kopytov et al. 
2007). Taking into account stochastic character of the 
inventory control problem, the criterion of optimization 
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is minimum average total expenses totalE per time unit, 
which are calculated by following formula:  

total cust wh

1

n

i
i

E E E
=

= +∑ , (1) 

where  cust
iE is i-th customer’s average total expenses for 

goods holding, ordering and losses from deficit per time 
unit, 1, 2,...,i n= ; whE  is wholesaler’s average total 
expenses for goods holding, ordering and losses from 
deficit per time unit. Let us consider in detail the stages 
in the presented chain of product ordering.  

First stage of ordering process 

The demand for goods iD of  i-th customer is Poisson 
process with intensity iλ .  Time iL  of goods delivery 
from the wholesaler to i-th customer has a normal 
distribution with parameters iμ and iσ . The policy of 
order forming for i-th customer is as follows: A new 
order is placed at the moment of time, when the stock 
level falls to certain level iR . The order quantity iQ  is 
constant. We suppose that i iQ R≥ . Note that order 
reorder point iR  and quantity iQ  are control parameters 
of the first stage model. Dynamics of the inventory level 
of product for i-th customer during one cycle 

*
i i iT T L= +  (time interval between two neighboring 

order deliveries for i-th customer) is shown in Fig.2. 
There is a possible situation of deficit, when demand 

( )i iD L during lead time iL exceeds the reorder point iR . 
We suppose that in case of deficit the last cannot be 
covered by expected order.  

   
)(tϕ  

  

iR
iQ

iZ

0   
*

iT Li   

t

 
 
Figure 2: Dynamics of  i-th Customer’s Inventory Level 

During One Cycle 
  

Denote as iZ  the quantity of goods in stock in the time 
moment immediately after order receiving. This random 
variable iZ  is determined as a function of demand 

( )i iD L during lead time iL : 

( ), if ( ) ;
, if ( ) .

i i i i i i i
i

i i i i

R Q D L D L R
Z

Q D L R
+ − <⎧

=⎨ ≥⎩
 (2) 

Formula (2) allows expressing different economical 
indexes of considered process. We suppose that the 
wholesaler has his own warehouse with a definite 
quantity of goods q . If customer’s order quantity is less 
or equal than quantity of products in the stock ( iQ q≤ ) 
the wholesaler performs this order in full volume at 
once. Otherwise when the order quantity exceeds the 
stock quantity ( iQ q> ) the customer will receive only a 
part of goods, and there is the situation of deficit of 

iQ q− units of products in the wholesaler’s warehouse.  

Ordering cost 0 ( )iC Q has two components: constant 1c , 
which includes cost of the order forming and constant 
part of expenses of order transportation, and variable 
component 2 ( )ic Q , which depends on the order quantity 

iQ , i.e. 0 1 2( ) ( )i iC Q c c Q= + .  We assume that for all 
customers the holding cost is proportional to quantity of 
goods in stock and holding time with coefficient of 
proportionality HC ; losses from deficit are proportional 
to quantity of deficit with coefficient of 
proportionality SHC . For i-th customer the average total 

cost in inventory system during one cycle cust ( )i iE T is 
calculated by the following formula: 

    cust
0 H SH( ) ( ) ( ) ( )i i i i iE T C Q E T E T= + + , 1,2,...,i n= , 

where iT is average cycle time; H ( )iE T  is average 

holding cost during one cycle; SH ( )iE T  is average 

shortage cost during one cycle, and total cost cust
iE  per 

time unit for i-th customer can be found as divided by 
average cycle time iT (Ross 1992):  

cust
cust ( )

, 1, 2,..., .i i
i

i

E T
E i n

T
= =

 
(3)

 

Note that H ( )iE T  and SH ( )iE T  depend on control 
parameters iR  and iQ . Analytical formulas for these 
economical characteristics are presented in the paper 
(Kopytov and Greenglaz 2004). For problem solving we 
have to minimize criteria (3) by iR and iQ .   

Second stage of ordering process 

We assume that producer supplies its production to 
wholesaler according to a fixed schedule. In this case 
we consider ordering process with constant period of 
time T between the moments of placing neighbouring 
wholesaler’s orders; and order quantity q  is determined 
as difference between  fixed stock level S and quantity 
of goods in the moment of ordering r (see Fig.3), 
i.e. q S r= − . 
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Figure 3: Dynamics of Wholesalers’ Inventory Level 
During One Cycle  

 
Let lead time L from the producer to the wholesaler 
have a normal distribution with a mean Lμ  and a 
standard deviation Lσ . We suppose that lead time 
essentially less as time of the cycle: 3 .L L Tμ σ+ <<  We 
suppose that during time T  the wholesaler has received 
orders from n customers, these orders can be described 
by the vector 1 2{ , ,..., }.nQ Q Q  There is a possible 
situation of the deficit, when the demand 

1
( )

n

i
i

D T Q
=

= ∑ during time T  exceeds the quantity of 

goods in stock Z  in the time moment immediately after 
order receiving. Analogously to first stage we suppose 
that in case of deficit the last cannot be covered by 
expected order. We denote as S  the goods quantity 
which is needed “ideally” for one period and it equals to 
the sum 

0( )S D T S= + , (4) 
where ( )D T  is average demand during cycle time; 0S  is 
some safety stock (emergency stock). 

We suppose that “ideally” S  gives in future the 
minimum of total expenditure in inventory control 
system per unit of time. So, for the second stage in 
suggested model time period T and stock level S are 
control parameters. We suppose that in the moment of 
time, when a new order has to be placed, may be 
situation, when the stock level is so big that a new 
ordering doesn’t occur. However for generality of 
model we’ll keep the conception of lead time and 
quantity of goods at the time moment immediately after 
order receiving in such case too. It corresponds to real 
situation when the wholesaler uses the transport means, 
which depart at the fixed moments of time not 
depending on existence of the order and which have the 
random lead time; for example transportation by trailers 
which depart the 1st and 15th day of each month.  In 
real situation in the moment of time t the stock level 

)(tϕ is equal to S  only in two cases:  

1) Sr =  and ( ) 0D t = , where ( )D t  is the 
demand for goods during the time t; 0 t T≤ ≤ ; 

2) Sr < and ( ) 0D t = , where TtL ≤≤ . 
Taking into account that in case of deficit it can’t be 
covered by expected order, we can obtain the expression 
for goods quantity at the moment of time immediately 
after order receiving: 

( ), if ( ) ;
, if ( ) ,

r q D L D L r
Z

q D L r
+ − <⎧

= ⎨ ≥⎩
 

where ( )D L is the demand during lead time L . 
 
Using (4) we have:  

( ), if ( ) ;
, if ( ) .

S D L D L r
Z

S r D L r
− <⎧

= ⎨ − ≥⎩
 

Finally average total cost for time unit for the 
wholesaler is expressed by the following formula  

wh wh
wh H SH 0 ( )E E C q

E
T

+ +
= . (5) 

Unlike stage 1, in the considered stage expenditures 
wh
HE and wh

SHE  depend on control parameters S and T . 
  

SIMULATION MODEL IN EXTENDSIM 8 
ENVIRONMENT 

For the considered problem solving, the authors have 
used a simulation model realized in simulation package 
ExtendSim 8, which is the most powerful and flexible 
simulation tool for analyzing, designing, and operating 
complex systems in the market. It enables the researcher 
to test the hypotheses without having to carry them out. 
ExtendSim has repeatedly proven its being capable of 
modeling large complex systems (Krahl  2007). 

Assume that in considered system we have three 
customers. The created simulation model for the supply 
chain “producer – wholesaler – customers” is shown in 
Fig. 4, 5, 7 and 8.  The main screen of the simulation 
model is presented in Fig.4. Each zone of the model has 
a numeric label. In zone 1 an executive block, that 
controls all discreet events in Extend models, is placed. 
Zones 2 and 3 contain blocks which are responsible for 
modeling result representation: to a plotter block is 
placed in zone 2, and in zone 3 total expenses 
calculation and data export to Excel spreadsheet are 
executed. Zone 4 contains a block which is intended for 
scheduled transact generation; lead time and transport 
activity for goods transportation to the main store are 
simulated in blocks placed in zone 5. In the main 
storehouse zone there are placed: a block for holding 
activity simulation, a block for order quantity 
calculation, and an initialization block that performs 
queue initialization tasks before the model starts. In this 
situation all stocks are initialized before starting to 
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represent a typical situation of goods quantity in the 
warehouse.  

 
Figure 4: Main Screen of the Simulation Model 

 
After goods delivery to the main warehouse they are 
transferred to customers’ warehouses according to their 
orders. The hierarchical blocks shown in Fig.5 realize 
the “reorder point” strategy in goods ordering.  
 

 
 

Figure 5: Reorder Point Store 
 

This hierarchical block is made in the way, which 
allows using it in any necessary Extend model that 
needs such functionality. In the created model there are 
three identical reorder point blocks, for three customers 
stocks modeling respectively. For this reason, all control 
parameters and results are realized as input and output 
connectors. The internal parameters for this type of 
block are: stochastic lead time of goods delivery and 

demand for goods, shortage, delivery and holding costs, 
order quantity and reorder point. Specifying these 
parameters we can receive appropriate results, such as 
quantity of sold goods, amount of deficit, total costs that 
include ordering, holding and shortage costs. These 
result parameters are used for total cost calculation. 
Order quantity and reorder point are control parameters 
and have to be changed during the simulation 
procedure. 

Using output connectors for goods quantity in stocks 
and plotter block, ExtendSim builds graphical 
representation of the dynamics of inventory level in all 
stocks shown in Fig.6.  
 

 
 

Figure 6: The Example of Simulation of the Inventory 
Control Process in All Stocks 

 
Fig.7 illustrates internal structure of Reorder point 
hierarchical block. First block in zone 6 is called Gate, 
which allows or disallows transact entrance to this part 
of the model. Behavior of this block is controlled by 
Equation block that collects information about stock 
level, reorder point and placed order status. Based on 
the calculation of these parameters, Equation block 
sends Boolean value to Gate (0 – close and 1 – open).  If 
transact is allowed for entrance, than it is passed to 
activity transport block (zone 7), after appropriate delay 
to the end store (zone 8). Blocks of zone 9 are used for 
expenses calculation. Zone 10 is used for internal 
communication between hierarchical block together 

 
Figure 7: Reorder Point Hierarchical Block (internal) 
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with ExtendSim database. 

Structure of the final hierarchical block is shown in 
Fig.8.  

 
Figure 8: Hierarchical Block Customer Store 

 
In zone 11 transactions are arriving to the warehouse, 
where they assigned the holding cost value. Zone 12 is 
designed for the deficit modeling with dummy supplier 
and appropriate attribute assigning. Zone 13 represents a 
market place where goods are sent to customers. 

For end users’ facilitation a specialized user interface 
was designed. Using this interface user can change 
control parameters of the model and get final results of 
simulation. There are several tools for user interface 
development in ExtendSim. One of them is Notebook 
window that can be called from any place of model and 
other is cloning tool that allows clone core control 
elements from ExtendSim block and place it into 
Notebook. The example of Notebook’s window with 
initial data and results is shown in Fig.9.  

 

  
 

Figure 9: Example of Notebook’s Window  
 

EXAMPLE   

There is considered a two-level inventory control 
system, which includes correspondingly a wholesale 
warehouse and the warehouses of 3 customers.  For 
delivering the product there has been organized a supply 
chain “producer – wholesaler – customer” with two 
stages in the ordering process. It is assumed that all the 
customers are financially independent and organize the 
whole policy of ordering and holding the product by 
themselves; the wholesaler also acts only with the 
account of the minimization of his costs, losses from the 
product deficit included. 

It is required to find such values of the reorder points 
1 2 3, ,R R R  with the customers and such value of the 

desired product stock S  with the wholesaler at which 
the sum of the total costs of the goods’ ordering and 
holding and the losses from the deficit per a unit of time 
unit would be minimal. The customers’ demands for 
goods , ( 1,2,3)iD i = are Poisson processes with 
intensity iλ , and time iL  of goods delivery from 
wholesaler to i-th customer has normal distribution with 
parameters iμ and iσ (see Table 1). Ordering costs C0 
(including expenses of order transportation) for each 
customer are presented in Table 1 too. 
 

Table 1: Initial Data 
 

Custo-
mer, 

i 

Lead 
time, 

iL , 
days 

Demand, 

iλ  
units/day 

Order 
quantity, 

iQ , 
units 

Initial 
stock, 

Z, 
units 

Ordering 
cost,  
C0,  

EUR 

1 iμ =11; 

iσ =3.5 
10 1200 100 100 

2 iμ =12; 

iσ  =2 
8 1000 200 50 

3 iμ =14; 

iσ =3.7 
8.57 1500 250 35 

 
The producer supplies its production to wholesaler 
according fixed schedule, and time period T between the 
moments of placing neighbouring orders is constant and 
equals 20 days. The policy of order forming for i-th 
customer is follows. A new order is placed in the 
moment of time, when the stock level falls to a certain 
level iR .The time L of goods delivery from producer to 
wholesaler has a normal distribution with a mean 

3Lμ =  and a standard deviation 1Lσ = . Ordering cost 
C0 (including expenses of order transportation) for 
wholesaler equals to 900 EUR. For customers and for 
wholesaler holding cost CH equals to 0,005 EUR per 
unit per day, losses from deficit CSH equal to 10 EUR 
per unit. Initial stock in wholesaler’s warehouse is equal 
4000 units.  Fixed stock level in wholesaler’s warehouse 
S is the control parameter of the model.  

To solve the given task, we’ll be using the simulation 
model described above and presented in Fig. 4, 5, 7 and 
8.  The period of simulation is one year and the number 
of replications is 100. There can be two strategies of 
optimization. The goal of the first strategy is summary 
minimization of all expenses for all model participants. 
The second strategy is optimization of individual 
customer and wholesaler activity. In this paper we’ll 
look more closely at the first strategy.  
After having performed the modeling of the initial 
variant of the system presented in Table 1, we’ll get the 
following values of the control parameters: the reorder 
points with the customers, correspondingly, are 
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R1=200, 2R =70 and 3R =100 units; the level of the 
desired product stock with the wholesaler S =1350 
units. And the value of the average total cost per year in 
the inventory system (see formula (1)) equals 22621 
EUR. The given variant has been taken as the basic one. 

Let us perform the optimization of the basic variant of 
the inventory control system. Note that due to limited 
volume of the given paper, we’ll use only one control 
parameter from each pair: with the customer – it is the 
reorder point (the second parameter “order quantity” is 
fixed and determined in Table 1), with the wholesaler – 
it is the stock level (the interval between orders, as it has 
been noticed, equals to 20 days). With the account of 
the above assumptions about the economic 
independence of the particular customers and the 
wholesaler, it is suggested to use the algorithm of the 
step-by-step optimization. At each step of the proposed 
algorithm there is determined the value of the control 
parameter for the selected structural enterprise (first – 
customers, then – wholesaler), which, in the considered 
range of its change, gives the minimal value of the 
average total cost per year in the inventory system. Due 
to the illustrative character of the given article, the step 
of change of the control parameters with the customer is 
taken as 10 units, and with the wholesaler – 50 units. 
Let us consider the solution of the task in more detail. 

Step 1 

Using the data of the basic variant (see Table 1), let us 
perform the simulation of the stock system by changing 
the value of the reorder point, with Customer 1, in the 
range from 110 to 230 units with the step of 10, getting 
for each of the points 100 realizations. The results of the 
simulation are shown in Fig.10. Note that for the given 
steps of the control parameter 1R  changing the best 
result is achieved for reorder point 1R =190 units, where 

for 100 realizations average total cost totalE for one year 
period (see (1) equals 21838 EUR. 
 

 
 

Figure 10: Average Total Expenses per Year in 
Inventory Control System (Step 1) 

Step 2 

Using the data received at step 1, let us perform the 
simulation of the stock system, changing the value of 
the reorder point, with Customer 2, in the range from 20 
to 130 units. The results of the simulation are shown in 
Fig.11. For the given steps of the control parameter 2R  

changing the best result is achieved for reorder point 

2R =100 units, where average total cost totalE for one 
year period equals 21 813 EUR. 
 

  
 

Figure 11: Average Total Expenses per Year in 
Inventory Control System (Step 2) 

Step 3 

Using the data received at step 2, let us perform the 
simulation of the stock system, changing the value of 
the reorder point, with Customer 3, in the range from 5 
to 140 units. The results of the simulation are shown in 
Fig.12. For the given steps of the control parameter 3R  
changing the best result is achieved for reorder point 

3R =100 units, where average total cost for one year 

period totalE equals 21635 EUR. 
 

 
 

Figure 12: Average Total Expenses per Year in 
Inventory Control System (Step 3) 

Step 4 

Using the data received at step 3, let us change the level 
of the desired stock S with the wholesaler in the range 
from 900 to 1450 units and perform the simulation for 
different S values. The results of the simulation are 
shown in Fig.13. Note that for the given steps of the 
control parameter S  changing the best result  is 
achieved for reorder point S=1000 units, where for 100 
realizations average total cost for one year totalE period 
equals 21527 EUR (see (1) and (5)). 
The results of the considered steps are presented in 
Table 2. Note, that the optimal values of parameters 
received after each step are underlined. We cannot but 
notice that due to the change of values for the selected 
control parameters, we have managed to receive the best 
variant from the considered ones which provides the 
reduction of total cost totalE  in the inventory control 
system, as compared with the source variant, by 1094 
EUR or by 4,84%. It’s clear that the given value cannot 
be seen as the minimal one since we have changed only 
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one from the each pare of control parameters and used 
quite a large step of the parameters’ changing.  
 

 
 

Figure 13: Average Total Expenses per Year in 
Inventory Control System (Step 4) 

 
Table 2: The results of optimization process 

 
Values of control parameters 

Optimization steps in the model 
 

Parameters Base Step 1 Step 2 Step 3 Step 4 
Reorder point 

1R , units 200 190 190 190 190 

Reorder point 

2R , units 70 70 100 100 100 

Reorder point 

3R , units  100 100 100 50 50 

Desired stock 
level S, units   1350 1350 1350 1350 1000 

Total expanses  
totalE , EUR 

22621 21838 21813 21635 21527 

 

CONCLUSIONS 

The given paper has shown the possibility of using the 
ExtendSim 8 package for the simulation of a two-level 
inventory control system for the homogenous product 
stocks with the wholesaler’s and customers’ 
warehouses, characterized by a random demand for the 
product and random time of product delivery. The main 
advantages of the considered simulation method of 
inventory control problems solving are as follows: 
• the clarity of the presentation of results; firstly, it 
touches the case of analysis of total expenses 
dependence on one control parameter with fixing others; 
• the possibility of finding optimum solution of an 
inventory problem in the case when realization of 
analytical model is rather difficult; 
• the descriptive user interface, and ability to control 
any necessary parameter. 
The developed model can be used for examining the 
dynamics of the stocks’ level at the warehouses of the 
customers and the wholesaler and for searching an 
optimal decision for the company having its own 
wholesale warehouse and a network of its own 
enterprises-customers. The future plan is investigation 
of different variants of wholesaler‘s ordering policy. 
Further guidelines of the current research are the 
following: to investigate multi-product inventory 
control problem with limitation on the existing 
resources (warehouse volume and monetary means). 
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ABSTRACT 

Currently different categories of traffic analysis tools 

exist. Among them simulation models can be marked 

as one of the most powerful approach to do traffic 

analysis researches. In classical literature simulation 

models are divided on macroscopic, mesoscopic and 

microscopic models. Microscopic and macroscopic 

modelling are well known and widely used, but both of 

them have disadvantages and limitations, which make 

them in some conditions hard to apply. The term 

“mesoscopic modelling” itself, is interpreted by 

different scientists in different ways. In general under 

mesoscopic traffic flow models should be understood 

as models where traffic flow is described with high 

level of detail, but at the same time flow behaviour and 

flows interaction are presented at a low level of 

description. The proposed earlier new simulation 

approach called by authors “mesoscopic simulation” 

was applied for traffic flow simulation. The main goal 

of this paper is to present an example of application of 

discrete rate approach of the ExtendSim simulation 

software for urban transport corridor simulation. The 

discrete rate approach fully covers ideas of mesoscopic 

simulation. The literature survey showed that mainly 

discrete rate approach is used in logistics, but not in 

transport area. So the tasks of the paper are to present 

main techniques of model implementation using 

discrete rate approach and to apply this approach for 

urban transport corridor simulation. 

INTRODUCTION 

A lot of new mathematical models for traffic systems 

have been developed in the past. Almost all of them 

can be categorized as macroscopic or microscopic 

models. Macroscopic models (Kühne and Rödiger 

1991) use differential equations and describe the 

behaviour of traffic flows. In such models long periods 

of time (days, hours) can be observed. Microscopic 

models use standard simulation models based among 

other things on discrete events (Yatskiv et al. 2007) 

and cellular automats (Esser and Schreckenberg 1997). 

 

 

 

 

 

 

 Models of this class are used to model short periods of 

time with a very high level of detail. In (Tolujew and 

Alcalá 2004;  Savrasovs and Tolujew 2007) a new 

class of so-called mesoscopic models has been 

described.  

The purpose of this model class is to take advantage of 

the two traditional approaches to modelling flow 

systems by avoiding their disadvantages like the time 

and labor consuming creation and implementation of 

microscopic models. 

The basic principles of mesoscopic modelling can be 

described with “algorithmic management and 

analytical calculation” and “discrete time and 

continuous quantities”. The second phrase shows that 

the philosophy of mesoscopic modelling has 

similarities with macroscopic modelling with 

differential equations. However, this analogy can be 

observed only in the numerical results presentation. 

Results are presented as process graphs with the time 

step ∆t. In mesoscopic models relationships between 

variables are often implemented as complex algorithms 

and not as concrete formulas. This is characteristic of 

microscopic simulation.  

A mesoscopic model uses mathematical formulas to 

calculate the results as continuous quantities in every 

step ∆t of the discrete modelling time. In contrast to the 

microscopic approach, the mesoscopic approach 

monitors quantities of objects that belong to a logical 

group instead of individual flow objects (e.g. customers 

in queuing systems). In contrast to macroscopic 

models, in mesoscopic models any number of groups 

of objects can exist at the same time and interactions 

between them can be implemented. 

In (Savrasovs and Tolujew 2007) it has been shown 

that “multichannel funnels” can be effectively used as 

the main structural component of mesoscopic models. 

The process of product accumulation and processing 

can be modelled with this component. Flow processing 

is done through different strategies of resource usage.  

Advantages of the mesoscopic approach are its high 

flexibility in preparing input data for the simulation, its 

universal and easy structure of the internal model data, 

that no restrictions for modelling complex control 

algorithms exist, its high performance for computing 

the model code and its clear presentation of simulation 

results.  

The following reference (Tolujew and Savrasovs 2008) 

demonstrates an example of using mesoscopic 

approach for modelling a controlled crossroad. Also 

URBAN TRANSPORT CORRIDOR MESOSCOPIC SIMULATION 
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the following paper (Savrasovs and Tolujew 

demonstrates the validation of mesoscopic models on 

the base of microscopic models. Mentioned above 

references concerns, that mesoscopic simulation 

used to model a crossroad or a small group of 

crossroads. Unfortunately further investigation 

(Savrasovs and Tolujew 2008) showed that to model 

more complex transport objects like transport corridors 

Microsoft Excel with VBA could not be used, because 

of programming complexity. The research of possible 

replacement of Microsoft Excel revealed that 

ExtendSim simulation software can be used

2010). ExtendSim has a special library called “Rate” 

approach (Krahl 2009). The description of this 

approach fully filled in the frames of described 

mesoscopic approach for traffic simulation. 

demonstrates the results of application mesoscopic 

approach (discrete rate library of ExtendSim) for 

simulation of a real urban object. 

MODELLING OBJECT DESCRIPTION AND 

PROBLEM FORMULATION 

The object of the research is the urban transport 

corridor located in Riga city. This transport corridor 

connects the center of the city and living districts inside 

and outside the city.  

The modeled part of the transport corridor consists of 

10 crossroads. The length of researched part of

transport corridor is approximately 1500

schema of transport corridor is presented in figure 

 

Figure 1: Schema of Transport Corridor

To simplify reference to crossroads of 

corridor all crossroads are numbered. It a

noted that direction from city center goes from left to 

right. Mostly all crossroads are controlled by traffic 

lights except crossroads number 3 and 9. The traffic 

lights are organized to produce green wave. The data 

about traffic lights were obtained from city council and 

shows the duration of cycle and duration of each light. 

The example of data about traffic light

crossroad is presented in figure 2.  

 

Figure 2: Example of Traffic Light D
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and Tolujew 2008) 

demonstrates the validation of mesoscopic models on 

the base of microscopic models. Mentioned above 

references concerns, that mesoscopic simulation can be 

used to model a crossroad or a small group of 

crossroads. Unfortunately further investigation 

showed that to model 

more complex transport objects like transport corridors 

Microsoft Excel with VBA could not be used, because 

of programming complexity. The research of possible 

replacement of Microsoft Excel revealed that 

be used (Savrasovs 

a special library called “Rate” 

. The description of this 

approach fully filled in the frames of described 

mesoscopic approach for traffic simulation. This paper 

emonstrates the results of application mesoscopic 

approach (discrete rate library of ExtendSim) for 

CRIPTION AND 

The object of the research is the urban transport 

corridor located in Riga city. This transport corridor 

connects the center of the city and living districts inside 

The modeled part of the transport corridor consists of 

. The length of researched part of the 

500 meters. The 

schema of transport corridor is presented in figure 1. 

 

: Schema of Transport Corridor 

To simplify reference to crossroads of the transport 

It also should be 

noted that direction from city center goes from left to 

Mostly all crossroads are controlled by traffic 

lights except crossroads number 3 and 9. The traffic 

o produce green wave. The data 

about traffic lights were obtained from city council and 

shows the duration of cycle and duration of each light. 

The example of data about traffic light work in 1
st
 

 
: Example of Traffic Light Data  

The volumes of traffic were obtained during traffic 

counts. The traffic counts were estimated during 

morning peak hours from 8:00

counts a number of vehicles types were differ

bicycles, motorcycles, passenger vehicle

trucks, HGV, buses, single trolleybuses and twin 

trolleybuses. The mesoscopic approach

formulation does not take into account types of 

vehicles; that is why all collected data were

into PCU (passenger car unit). The conversion was 

done according to this table 

coefficients for each type of vehicle.

Table 1: Multiplication Coefficients

Vehicle types 

Bicycles 

Motorcycles 

Passenger vehicles 

Light cargo trucks 

HGV 

Busses 

Single trolleybuses 

Twin trolleybuses 

 

Finally all traffic volumes are presented in PCU. The 

schema, which shows the 

volumes, can be observed in figure 3

rectangle identify the crossroad)

Figure 3: An Example of Volumes of T

Here it should be noted that defined volumes are used 

as input volumes and for calculation of probability of 

further movement. Each crossroad is described using a 

schema of crossroad and allowed movement

example of such description c

Figure 4: Crossroad 

404 m. 155 m.

8

9

10

The volumes of traffic were obtained during traffic 

counts. The traffic counts were estimated during 

morning peak hours from 8:00-9:00. During traffic 

of vehicles types were differentiated: 

s, passenger vehicles, light cargo 

es, single trolleybuses and twin 

trolleybuses. The mesoscopic approach in current 

does not take into account types of 

that is why all collected data were aggregated 

into PCU (passenger car unit). The conversion was 

to this table of the multiplication 

coefficients for each type of vehicle. 

Table 1: Multiplication Coefficients 

Coefficients 

0.3 

0.5 

1 

1.5 

2 

2.5 

3 

4 

traffic volumes are presented in PCU. The 

schema, which shows the example of calculated 

be observed in figure 3 (the numbers in 

rectangle identify the crossroad).  

 

An Example of Volumes of Traffic in PCU 

should be noted that defined volumes are used 

as input volumes and for calculation of probability of 

Each crossroad is described using a 

schema of crossroad and allowed movements. The 

example of such description can be seen on figure 4. 

 

: Crossroad Schema 
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Finally it should be noted following general 

information about the transport corridor: 

• allowed speed across transport corridor is 50 

km/h; 

• transport corridor has two lanes per direction; 

• all public transport stops are made outside 

main roads and are located in pockets; 

• traffic lights are managed for creating a green 

wave across all transport corridor. 

The main task is to model described transport corridor 

and define using simulation results level of service 

(LOS) for each crossroad. It is necessary to underline 

here that LOS will be calculated based on average 

delay value on crossroad. The following table 

demonstrates the LOS levels according HCM 2000 

standard (Transportation Research Board 2000). 

Table 2: Level of Service 

Level of Service Average delay time (s) 

A 10≤  

B > 10 – 20 

C > 20 – 35 

D >35 – 55 

E > 55 - 80 

F >80 

 

In general first 3 levels (A, B, C) can be treated as 

normal delay time on crossroad. The D level signalises 

about possible problems. And finally the last 2 are the 

worst levels which point out the problem of crossing 

this crossroad. 

As the presented mesoscopic approach is quite new and 

not widely used the simulation results data validation is 

required. For model output data validation will be used 

LOS levels defined using microscopic model 

constructed in PTV VISION VISSIM software. 

Microscopic simulation results can be observed in table 

3. 

Table 3: Microscopic Model Output Data 

Crossroad 

Number 

Level of service Average delay 

time 

1 B 14.5 

2 B 13.8 

3 A 1.6 

4 B 17.3 

5 B 18.1 

6 B 11.2 

7 C 20.6 

8 C 31.2 

9 A 2.1 

10 D 41.5 

 

As can be seen from table 3, the transport corridor is 

not too congested. Mostly the LOS for crossroads is A 

and B. Only 3 crossroads have a level C and D. So the 

same results are expected from mesoscopic model. 

DISCRETE RATE LIBRARY 

Discrete rate approach is presented in ExtendSim 

library by 11 blocks which can be used for model 

construction. As it was mentioned before mostly the 

discrete rate approach is used to simulate material 

flows. That is why each block can execute predefined 

operations with the flow. The following description can 

be given for each block. 

Table 3: Rate Library Blocks 

Block Block name Description 

 

Bias 
Prioritizes the flow 

going through it. 

 
Catch Flow 

This block catches flow 

sent by Throw Blocks 

or Diverge blocks 

 
Change unit 

Changes the flow unit 

of measurement. 

 

Convey 

Flow 

Delays the movement 

of flow from one point 

to another. 

 

Diverge 

Distributes the input 

flow to two or more 

outputs. 

 

Interchange 

The Interchange block 

represents a tank, or 

holding area, where 

flow can interact with 

items generated by 

discrete event blocks 

 

Merge 

Merges flows from 

multiple inputs into one 

output. 

 
Sensor 

Reports the potential 

upstream supply rate 

and potential 

downstream demand 

rate. 

 

Tank 

Acts as source, 

intermediate storage, or 

sink. As a residence 

type block the Tank has 

the capacity to hold 

defined amounts of 

flow as time advances. 

 

Throw flow 

This block sends flow 

received by Catch 

Blocks or Merge 

blocks even though the 

blocks 

 

Valve 
Controls, monitors, and 

transfers flow. 

B

Not c onnected

factor

SP COS0

p
<1>

ID

IC CO

p
<1>

ID

GO SR

C CO

Not c onnected

R Q
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As can be seen some of blocks can be treated as the 

main blocks (Valve, Tank etc.) of library

blocks are used as helpers (at example Interchange). Of 

course blocks from other ExtendSim libraries c

used in discrete rate models. For simulating transport 

flow we do not use all the described above blocks. The 

following table can be constructed to show the main 

role of the blocks in transport model (table 

be seen from table 4 we need only 6 main blocks to 

construct a transport model. Of course additional 

ExtendSim blocks can be involved to collect and 

visualise output data.  

Table 4: Main Role of Block in Transport M

 

MESOSCOPIC MODEL DEVELOPMENT

Mesoscopic model of the urban transport corridor was 

developed in ExtendSim software using a discrete rate 

library, which is described above. As was mentioned 

not all library blocks were used, but only 

them.  

It is possible to create hierarchical structure of model in 

ExtendSim application. That is why to simplify a 

process of model development were created (

2010) custom library blocks: called “

“node”. These blocks present crossroads with different

management strategy: 

• Signalised crossroads (node_sig)

which are controlled by traffic light with 

Block Block 

name 

Main role in transport 

model 

 

Convey 

Flow 

Can be used to simulate a 

movement between two 

geographical point (at 

example between two 

crossroads)

 

Diverge 

Can be used to simulate a 

splitting of the transport 

flow by different 

direction (at example on 

crossroads turning left, 

turning right, moving 

forward) 

 

Merge 
Can be used to merge 

traffic flows together

 
Sensor 

Can be used as the main 

source of informatio

controlling flows and to 

control flow interaction

 

Tank 

Can be used as a source 

and sink. Also c

used to represent capacity 

of the road

 

Valve 
Controls, monitors, and 

transfers traffic flow.

SP COS0

p
<1>

ID

p
<1>

ID

GO SR

C CO

R Q

be treated as the 

library, some of the 

blocks are used as helpers (at example Interchange). Of 

course blocks from other ExtendSim libraries can be 

used in discrete rate models. For simulating transport 

use all the described above blocks. The 

be constructed to show the main 

role of the blocks in transport model (table 4). As can 

6 main blocks to 

construct a transport model. Of course additional 

be involved to collect and 

Role of Block in Transport Model 

MODEL DEVELOPMENT 

Mesoscopic model of the urban transport corridor was 

developed in ExtendSim software using a discrete rate 

library, which is described above. As was mentioned 

not all library blocks were used, but only some of 

tructure of model in 

ExtendSim application. That is why to simplify a 

model development were created (Savrasovs 

called “node_sig” and 

. These blocks present crossroads with different 

(node_sig) – crossroads 

which are controlled by traffic light with 

defined length of cycle. This group includes 8 

crossroads (crossroads numbers: 1, 

7, 8 and 10). 

• Non-signalised crossroads

which are not contr

group includes only 2 crossroads (crossroads 

numbers: 3 and 9). 

The general high-level model of the 

is presented in figure 5. 

Figure 5: The Example of Constructed General High

level M

Custom library blocks are presented 

blue color circles (light circles

crossroads, the red color (dark circle

crossroads.  

The example of internal structure of the 

is presented below (figure 6).

Figure 6: Internal Structure of the 

As can be seen from figure 6 the internal structure of 

the block is very simple. The traffic flow which goes to 

the city center does not meet any 

input of the block is directly connected to the output of 

the block via “convey flow

delay time equal to 0.0001. The flows going from the 

center and from bottom input must be merged; this is 

done using “merge” block from standard rate library

Flows have different priorities. Higher priority is 

assigned to flow which goes from city center; the lower 

priority is assigned to the flow which goes from the 

bottom.  

The structure of block “node_sig” is much more 

complex compared to “node” block. It i

complexity of the crossroads and due to traffic light 

existing in crossroads. The work of

modelled by using “Lookup Table” from 

block. The input parameter of the block is a current 

time in model, the output of th

three outputs: r (right), s (straight), l (left). The output 

values are determined according 

Possible values of outputs are defined as 0 and 1. The 0 

means that movement in direction is forbidden, 1 

means that movement is allowed. 

Main role in transport 

be used to simulate a 

movement between two 

geographical point (at 

example between two 

crossroads) 

be used to simulate a 

splitting of the transport 

flow by different 

direction (at example on 

crossroads turning left, 

turning right, moving 

be used to merge 

traffic flows together 

be used as the main 

source of information for 

controlling flows and to 

control flow interaction 

be used as a source 

and sink. Also can be 

used to represent capacity 

of the road 

Controls, monitors, and 

transfers traffic flow. 

defined length of cycle. This group includes 8 

ssroads (crossroads numbers: 1, 2, 4, 5, 6, 

signalised crossroads (node) – crossroads 

which are not controlled by traffic light. This 

group includes only 2 crossroads (crossroads 

 

level model of the transport corridor 

The Example of Constructed General High-

Model 

are presented as circles. The 

light circles) present signalises 

dark circle) non-signalised 

The example of internal structure of the block “node” 

w (figure 6). 

 
tructure of the Block “node” 

be seen from figure 6 the internal structure of 

the block is very simple. The traffic flow which goes to 

not meet any problems; that is why 

s directly connected to the output of 

convey flow” block with very small 

. The flows going from the 

center and from bottom input must be merged; this is 

from standard rate library. 

Flows have different priorities. Higher priority is 

assigned to flow which goes from city center; the lower 

priority is assigned to the flow which goes from the 

The structure of block “node_sig” is much more 

to “node” block. It is due to 

complexity of the crossroads and due to traffic light 

work of the traffic light is 

modelled by using “Lookup Table” from Value library 

block. The input parameter of the block is a current 

time in model, the output of the block presented by 

three outputs: r (right), s (straight), l (left). The output 

values are determined according to a predefined table. 

Possible values of outputs are defined as 0 and 1. The 0 

means that movement in direction is forbidden, 1 

vement is allowed. Each leg of the 

590



crossroad has its own control block “Lookup Table”

except legs are controlled by one traffic light program. 

The figure 2 shows the traffic light data for the first 

crossroad. The figure 8 demonstrates the controlled 

legs of the crossroad. 

Figure 7: Signal Heads of the Traffic 

As can be seen from figure 8 legs number 1 and 2 have 

the same program, leg number 3 has separate program 

that is why 2 blocks “Lookup Table” were used to 

define control on this crossroad. The table 5 

demonstrates the content of the two 

used to model traffic light control in this crossroad

Table 5: Example of Lookup Table for 

  

 

Table 6: Example of Lookup Table for 

 

It should be noted that some directions mentioned in 

tables 5 and 6 are not allowed for movement (see 

figure 4), but still have 1 in this direction, it do

influence on model validity, because traffic flow 

distribution is not controlled by lookup tables. 

parameter of Lookup Table “Repeat table every:” 

should be adjusted to traffic light cycle length in this 

case 80 seconds. 

Each movement on the crossroad is presented by fixed 

sequence of the Rate library blocks. The figure 

the sequence of the blocks for 1
st
 crossroad.

Record ID Time left straight

1 0 1 1

2 43 0 0

3 80 1 1

Record ID Time left straight

1 0 0 0

2 47 1 1

3 80 0 0

crossroad has its own control block “Lookup Table” 

except legs are controlled by one traffic light program. 

The figure 2 shows the traffic light data for the first 

crossroad. The figure 8 demonstrates the controlled 

 

raffic Light 

be seen from figure 8 legs number 1 and 2 have 

, leg number 3 has separate program 

is why 2 blocks “Lookup Table” were used to 

control on this crossroad. The table 5 

two Lookup Tables 

used to model traffic light control in this crossroad. 

Table 5: Example of Lookup Table for Leg 1 and 2 

Table 6: Example of Lookup Table for Leg 3 

hould be noted that some directions mentioned in 

tables 5 and 6 are not allowed for movement (see 

in this direction, it does not 

influence on model validity, because traffic flow 

distribution is not controlled by lookup tables. The 

parameter of Lookup Table “Repeat table every:” 

should be adjusted to traffic light cycle length in this 

the crossroad is presented by fixed 

sequence of the Rate library blocks. The figure 8 shows 

crossroad. 

 

Figure 8: The Example of 

Block “node_sig”for 1

The internal structure of block “node_sig” for 1

crossroad consists of 14 main block

blocks. Additional blocks are required to simulate 

traffic light work. Main blocks define the behaviour of 

the traffic flow. The description of functionality of 

each block used in this structure c

• Blocks marked by 1 are 

input flow. Rate library block “Tank” is used.

• Blocks marked by 2 are used to accumulate 

traffic flow before crossroad passing. Rate 

library block “Tank” is used in capacity mode.

• Blocks marked by 3 control passing of the 

crossroad by traffic flow with given intensity. 

Rate library block “Valve” is used. 

should be noted that these blocks are 

controlled using additional “Lookup table” 

blocks. 

• Blocks marked by 4 are used to split traffic 

flow by different directions. Rate library 

“Diverge” is used in 

• Blocks marked by 5 are used to combine 

traffic flow from different directions. Rate 

library block “Merge” is used in neutral mode.

• Blocks marked by 6 are used to store a traffic 

flow which leaves the system. Ra

block “Tank” is used in capacity mode.

Finally the constructed model of 

transport corridor has approximately 132 blocks, 

among them 16 are additional blocks used to 

simulate traffic light work. Of course for output 

data collection and processing additional blocks 

were used from different ExtendSim libraries.

 

RESULTS COMPARISON A

OUTPUT DATA ANALYSIS

The constructed mesoscopic model of the urban 

transport corridor was used to simulate traffic 

movement across corridor in mo

straight right 

1 1 

0 0 

1 1 

straight right 

0 0 

1 1 

0 0 

 
of Internal Structure of the 

node_sig”for 1
st
 Crossroad 

structure of block “node_sig” for 1
st
 

crossroad consists of 14 main blocks and 2 additional 

blocks. Additional blocks are required to simulate 

traffic light work. Main blocks define the behaviour of 

the traffic flow. The description of functionality of 

each block used in this structure can be found below: 

Blocks marked by 1 are required to generate 

input flow. Rate library block “Tank” is used. 

Blocks marked by 2 are used to accumulate 

traffic flow before crossroad passing. Rate 

library block “Tank” is used in capacity mode. 

Blocks marked by 3 control passing of the 

traffic flow with given intensity. 

e library block “Valve” is used. Here it 

should be noted that these blocks are 

controlled using additional “Lookup table” 

Blocks marked by 4 are used to split traffic 

flow by different directions. Rate library block 

“Diverge” is used in proportional mode. 

Blocks marked by 5 are used to combine 

traffic flow from different directions. Rate 

library block “Merge” is used in neutral mode. 

Blocks marked by 6 are used to store a traffic 

flow which leaves the system. Rate library 

block “Tank” is used in capacity mode. 

constructed model of the urban 

approximately 132 blocks, 

among them 16 are additional blocks used to 

simulate traffic light work. Of course for output 

processing additional blocks 

were used from different ExtendSim libraries. 

RESULTS COMPARISON AND SIMULATION 

ANALYSIS 

The constructed mesoscopic model of the urban 

transport corridor was used to simulate traffic 

movement across corridor in morning peak hour from 
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8:00-9:00. Constructed model requires validation 

because new approach of traffic simulation was used. 

For validation microscopic model, developed earlier 

and validated on real survey data, was used. The 

validation of the mesoscopic model was done by using 

two different types of the output data, available in 

microscopic and mesoscopic level: observed volumes 

of traffic and delay time one crossroads (LOS). The 

required data were obtained from microscopic model 

by executing 50 runs. Aggregated data were processed 

by calculating mean value. Comparison of the 

simulated volumes of traffic showed in average 

difference in 20% between results simulated by 

microscopic and mesoscopic models. The comparison 

of the delay times is proposed in table 7. 

 

Table 7: Delay and LOS Comparison  

 

Crossroad 

Number 

Microscopic 

model 

Mesoscopic 

model 

LOS 
Average 

delay time 
LOS 

Average 

delay time 

1 B 14.5 B 18.6 

2 B 13.8 B 17.5 

3 A 1.6 A 1.2 

4 B 17.3 B 17.6 

5 B 18.1 C 21.6 

6 B 11.2 B 14.3 

7 C 20.6 C 30.8 

8 C 31.2 D 45.5 

9 A 2.1 A 1.2 

10 D 41.5 E 55.6 

 

 

As can be seen from table 7, not looking on difference 

on average by 20% in volumes, LOS for crossroads 

mainly are matched. Of course it should be noted, that 

delay time for all crossroads has a difference, and 

sometimes this difference does not influence the LOS, 

except LOS for crossroads number 10, 8 and 5. For 

crossroad number 10 the difference is equal to 14 

seconds. For 8 and 5 the difference is not so 

significant.  

Mainly the behaviour of traffic flow in the mesoscopic 

model is very close to real situation in this urban 

transport corridor. The difference of the output data can 

be explained by higher level of abstraction of the 

mesoscopic model. In the same time the speed of 

development mesoscopic model is 5 times less. In 

general big difference in development time is 

connected with simplification of the network 

representation in mesoscopic level. In the same time 

the difference between output data is not significant. 

This is a main advantage of the mesoscopic approach 

significant decrease of development time and 

expectable precessions of the output results. 

In the same time must be pointed out, that developed 

model can be used only for uncongested network. If the 

network will be congested higher error in the output 

results will be expected. It is connected with the fact 

that growth of queue does not influence on running 

distance between crossroads. In this model the running 

distances between crossroads were constants.  

CONCLUSIONS 

In conclusion must be noted that, because of 

disadvantages of microscopic simulation and 

disadvantages of macroscopic simulation a new 

mesoscopic approach for traffic modelling was 

proposed in this article for urban transport corridor 

modelling. Earlier to demonstrate the possibilities of 

the new approach were used Microsoft Excel and 

VBA. Unfortunately with the big number of simulation 

object the complexity of programming is growing 

extremely. That is why ExtendSim simulation software 

was used. A discrete rate approach used in this 

software fully realises all ideas of mesoscopic 

simulation. This article demonstrates how discrete rate 

approach can be used to simulate urban transport 

corridors. The analysis of the block set of the library 

showed, that only 6 of 11 blocks can be used for traffic 

flow simulation. And these 6 blocks fully cover all 

required functionality to construct the model. 

The model of the existing urban transport corridor was 

constructed using mesoscopic approach in ExtendSim 

simulation software. Total number of blocks used in 

model is approximately 132. Additional blocks were 

required to collect and to process data. 

To validate constructed model an output data from 

microsimulation model were used. Among all possible 

data volumes of traffic and average delay time in 

crossroad were used for validation. Output data 

comparison showed the difference in average 20%. At 

the same time the difference in LOS is not so 

significant. 

It must be emphasized, that development time of the 

mesoscopic model is approximately 5 times less than a 

development of the same microscopic model. This can 

be treated as advantage of mesoscopic simulation. 

It must be noted that developed mesoscopic model can 

be used only for uncongested network. If the network 

will be congested the higher error in the output results 

will be expected. It is connected with the fact that grow 

of queue does not influence running distance between 

crossroads. 

Further development of the model must include 

features which take into account congested network. 
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ABSTRACT 

The partly outsourcing of value creation processes to 

low-wage countries yields opportunities to cut 

manufacturing costs dramatically on one hand. On the 

other hand, these companies incur higher logistics costs 

due to an increased logistical complexity. Usually the 

transportation processes are planned in an ad-hoc 

manner on a local basis. Consequently one can observe a 

huge majority of all goods being transported directly 

from plant to plant by unefficient means of transport. 

One solution for this dilemma would be the joint usage 

of multimodal logistics systems which is very often 

inhibited by the need for close cooperation and high 

coordination efforts. In order to facilitate this process, 

this paper proposes an approach to use discrete event 

simulation for supporting the evaluation of different 

layouts of multi-company multimodal logistics systems. 

The novelty of this technique is the opportunity to 

analyze multiple dimensions of a given complex 

logistics scenario. By contrast to known analytic 

techniques the methodology not only captures the 

economic aspect of this issue but is also able to evaluate 

the ecological and logistical perspective. 

 
INTRODUCTION 

As one trend of the globalized economy, manufacturing 

companies are outsourcing non-core parts of their value-

creation processes to low-wage countries whereas at 

least the final assembly of goods remains at the original 

production sites. One effect of such decentralized 

manufacturing processes is that production costs can be 

cut dramatically (Kinkel et al 2004; Sihn et al. 2006). 

Hence, Central and Eastern Europe (known as CEE) 

became a popular target for relocation. These new 

production sites often just assume the supplier and 

customer structures of the parent plants. As figure 1 

shows, approximately two thirds of suppliers as well as 

customers of Eastern European Tier 1 suppliers are still 

situated in Western Europe (Sihn et al. 2009). 

However, benefits tend to fall short of predicted cost 

advantages, due to rising wage costs (in particular in 

industrial regions). The automotive industry in particular 

is thus focusing on the costs of transport logistics arising 

from intense transportation between Eastern and 

Western Europe. 

The trend towards relocation has shown that the 

exchange of goods leads to new demands and challenges 

for transportation and logistics (Feldmann et al. 1996). 

Business networking strategies and especially cross-

company co-operation is one of the key factors to 

improve in production issues as well as in logistics and 

hence to survive in competitive markets (Kinkel et al. 

2004; Wiendahl & Lutz 2002). 
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Figure 1: Demonstration of supplier and customer 

structure of suppliers in the CEE region 

 

Based on this situation, a new simulation and evaluation 

model, which supports the development and evaluation 

of new logistics concepts, was developed. It is used for 

the validation and evaluation of cross-company logistics 

models. Due to the new, holistic evaluation approach 

potentials for optimization in the areas of emissions, 

costs and logistical competitiveness are targeted on 

developing new sustainable and energy-efficient 

logistics models. 

 

FORMAL MODEL OF MULTIMODAL 

LOGISTICS CHAINS 

The currently applied logistics processes, especially for 

the specific needs of individual enterprises in 

automotive industry, do not appear optimal from a 

holistic point of view. Deficits might emerge from direct 

transport running far beyond capacity, use of small 

transport carriers, less-than container load (LCL) with 

long running times or multiple handling steps as well as 

bad transportation tariffs due to small quantities. High 

stocks and capital tied up are results of this inefficiency. 

Since many companies have a similar source-target-

behavior the potential of cross-company bundling to 

optimize transport efficiency is high. 

There are various approaches for cross-company 

logistics models that conform to the general network 
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model of logistics. These models represent networks 

transporting laws, goods, finance and information where 

spatial, quantitative, informational and temporal 

differences as well as company boundaries are crossed 

(Vahrenkamp 2007). Parameters defining the structure 

of a logistics network are paramount (Rösler 2003): 

- Number, locations and functions of source points (= 

loading locations, making goods available), 

- Number, locations and functions of target points (= 

unloading locations, points of reception), 

- Number, locations, functions of connections or 

nodes between sources and targets. 

The network nodes are called transshipment terminals. 

This implies that only transshipment but not storage in 

general (no inventory) is foreseen at these locations. 

Transshipment terminals serve as consolidation 

terminals where the flows of goods are collected and/or 

as break-bulk terminals where the flows are in turn 

distributed (Rösler 2003). The basic structure of 

transportation links can be represented either as direct 

connection ("point-to-point" transport) in its simplest 

form (single-stage, uninterrupted transport chain) or as a 

multi-stage system with preliminary leg, main leg and 

subsequent leg with transshipment terminals where the 

network nodes serve as consolidation terminals where 

the flows of goods are collected and/or as break-bulk 

terminals where the flows are in turn distributed. 
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Figure 2: Illustration of consolidation by means of 

transshipment points (Brauer 1982). 

 

The mixture of logistics systems made up from the given 

basic structures is decided in the logistical network 

structure. The processes are designed when the logistical 

capacities are superimposed on this. The logistical 

capacity can be subdivided into transport capacity, 

warehousing capacity and information capacity. In 

addition to the basic structure of the systems, the speed 

of traffic flowing between the individual points in the 

system must be taken into account (Pfohl 2004). The 

network strategy is also based on geo-economic 

considerations such as the long-term development of 

customer demand or the development of the required 

delivery time.  

Summing up, the criteria logistics costs, supply service, 

adaptability, susceptibility to interference, transparency 

and time for planning and establishment of the system 

are important in the moment of developing and 

evaluation logistics models (Pfohl 2004). 

As described in the initial situation, optimization of 

transports for individual businesses does not appear 

ideal; therefore companies can align with partners to a 

logistical cooperation and bundle transport volumes. 

Bundling, also referred to as consolidation, happens 

when transport volumes are combined to form larger 

transport batches in order to allow more efficient and 

more frequent shipping by concentrating large flows 

onto relatively few links between terminals, thus 

lowering transport unit costs and the unit costs of 

incoming or outgoing goods at their starting or target 

points. The starting points for the scenarios for transport 

bundling are the individual parameters of the logistical 

network structure. The following forms may thus be 

used:  

- Source-point bundling often following the principle 

of the "milk run" (the shipments intended for a 

particular destination are collected from several 

places of shipment, from neighboring places of 

shipment or from a shipment region and processed 

together). 

- Target-point bundling, where shipments from one 

place of shipment intended for several destinations 

or for a delivery region are processed jointly and 

transported together.  

- Transport bundling, where shipments are collected 

and delivered in one tour. 

Further forms of bundling can be inventory bundling or 

temporal bundling, and vehicle bundling and 

transshipment point or transit terminal bundling as forms 

of spatial bundling (Figure 2). The number of transports 

between sources and targets can be reduced by the setup 

of transshipment points from m x n to m + n, m and n 

being the number of source and target points (Campbell 

1990; Simchi-Levi et al. 2007). 

Bundled transport over the long run between 2 

transshipment points can raise high potentials due to low 

transport costs and efficient use of transport capacities 

(Trip & Bontekoning 2002). Logistic performance is 

improved by the raised frequency of transports. Overall 

every bundling type must meet the requirements of 

savings through consolidation of synergy effects to 

cover higher transport costs, operation costs of handling 

points or longer distances of time frames in comparison 

with direct relations. 

The goal of reducing logistics costs while keeping 

logistics quality at the same level or raising the quality 

(delivery times, adherence to delivery schedule) is the 

main focus when designing the transport network. An 

iterative method is needed to evaluate the impacts of 

modifications in logistics models regarding ecology, 

economy or logistic competitiveness.  
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Transport bundling or cross-company logistics networks 

are originally based on the idea of good distribution in 

urban centers. The different approaches can be summed 

up with the term city logistics (Taniguchi et al. 2001). 

Other known developments of transport bundling of 

different suppliers are area contract freight forwarders, 

bundling and delivering goods for one plant conjointly. 

Collaborative approaches and the logistics models in 

this case are mainly based on the following premises: 

- Identification of route sections where transport 

volumes can be handled with efficient transport 

carriers. 

- Availability of adequate partner for transport 

bundling on route sections (legs). 

- Possibility of individual businesses to efficient 

usage of carriers. 

- Distance from source to target of possible nodes 

considering impacts of variance from ideal path. 

- Prioritization from transport volumes given limited 

capacities of one carrier in the main run as a result 

of different impacts on target categories. 

- Possibility to change transport frequency. 

 

SIMULATION AND EVULATION MODEL FOR 

MULTIMODAL LOGISTICS CHAINS 

The analysis, evaluation, and comparison of the 

described multimodal logistics concepts for cross-

company bundling base on economical, ecological and 

logistical key performance indicators. Obtaining these 

indicators is affected by a multiplicity of factors and 

there exist numerous interdependencies between the 

parameters. The specification of a specific resource and 

a specific routing for instance have influence on each 

other and can have diverse impact on goal criteria. 

Beyond that, the identified parameters are in reality very 

often afflicted with uncertainty. These affects frequently 

influence the quality of material planning decisions and 

transport planning considerably. Owing to dynamic 

interactions and taking stochastic phenomena into 

account, a static estimation of the behavior is difficult or 

almost impossible. Simulation has satisfactorily 

demonstrated its ability to illustrate and evaluate 

systems with dynamic behavior.  

For these reasons a simulation and evaluation model has 

been developed which allows system experts to model, 

analyze and evaluate co-operative multimodal logistics 

chains. The complete process of such a simulation study 

can be divided into several steps as shown in figure 3. 

In the following chapters the steps model generation 

and simulation & logging as well as result calculation 

and result analysis are described in detail. 

 

Conceptual design and automatic generation of the 

simulation model 

The model is implemented within the simulation 

environment Flexsim® (Nordgren, 2003). The 

conceptual design of the simulation model focuses on 

providing a generic, easily adaptable model which 

allows a quick and efficient modeling and analysis of 

multimodal transportation scenarios. For this reason 

individual logistics simulation modules (or classes) were 

developed which individually implement the behavior of 

the objects as well as the interaction with other objects. 

These classes include the previously described logistics 

concepts (point-to-point transportation, consolidation 

terminals, milkruns, etc.) and can be combined with 

other modules in order to build multimodal logistics 

chains.  
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Figure 3: Steps of a Simulation Study 

 

The central technical construct in the domain transport 

planning is the route, which represents a given start-

destination-relation, for example between a loader in 

Eastern Europe and a Western European manufacturing 

facility. This route has one or several transport resources 

of various types assigned and either implements a direct 

relation or an intermodal transport, which is usually 

routed through certain transshipment points. The 

simulation model can be automatically generated by 

dropping route-objects into to simulation environment as 

illustrated in figure 4. 

 

 
 

Figure 4: Generation of a simulation model by 

Drag&Drop 

 

A route defines the structural data of the model like 

number and types of plants, transshipment points or 

transport resources, or the connection between the 

simulation classes. This information is stored in a 

database. The behavior of the objects during the 

simulation run is implemented in the simulation 
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modules. The classes are automatically created, 

parameterized, and connected with each other when a 

route is dropped into the model. The simulation classes 

include the following: 

- Product: The system load of the simulation model 

is determined by the output of products on the 

consignor’s side, which is being processed in form 

of a tabulated production schedule.  

- Plant/Factory: A plant serves as a starting point 

(source) to add products or as a destination to 

discharge items from the transport (sink). Product 

objects are created as flow items in the course of 

simulation, beginning at the starting plant. 

- Vehicle/Transport resources: Transport resources 

are active parts within the simulation model. They 

can be defined as various resource types like trucks 

or trains.  

- Handling Point: A handling or transshipment point 

defines a point on the route where the flows of 

goods are collected and consecutively assigned to 

the outgoing transports. This means, the whole 

transport resource is unloaded and the goods are 

temporarily stored at the handling point for further 

transportation. 

- Processing Point: By means of processing points 

the transports can be delayed at certain locations on 

the route. For instance the time-consuming customs 

handling between frontiers can be modeled as a 

processing point.  

With this modeling structure changes to the simulation 

parameters (varied transport cycles, use of various 

transport resources, etc.) can be easily made and a 

comparison of the effects can be analyzed with the 

evaluation model which will be discussed below. 

 

Simulation Run and Data Logging 

After the creation and parameterization of the generated 

simulation classes, the simulation run can be initiated. 

The process starts off with the creation of products at 

the starting points according to the defined production 

schedules (see figure 5). These generated flow objects 

have to be transported on the defined routes by the 

previously assigned transport resources to the 

destination plants, where they are destroyed. The 

transportation process is planned, when a specified 

amount of products is available at a certain location and 

the starting trigger for a certain means of transportation 

is activated. 
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Figure 5: Simulation processes for flow items 

 

Consecutively, the products are loaded onto the 

transport resource and then transported to the next stop 

on the route. If the next stop is a handling point, the 

products are unloaded and, if needed, prepared for the 

next shipment. In case of the next stop being a 

processing point, the idle time is applied and the 

transport continues. Upon arrival and unloading of the 

flow items at the destination plants, the respective 

product objects are destroyed in the simulation 

environment. 

Throughout the simulation process, the running time and 

processing steps are logged and stored into a database. 

A historiography of the granulated simulation data in a 

database enables detailed and flexible analyses and a 

deduction of key performance indicators. With the 

evolved evaluation model which is discussed in the next 

section, the (logistic) results drawn from the simulation 

can be applied to calculations with data sources 

concerning emission behavior, for cost analyses, and for 

comparisons whether logistics targets have been met.  

 

Evaluation of Simulation Results 

The target criterions, which are relevant for the analysis 

of the designed co-operative multimodal logistics 

concepts can be summarized as  

- the minimization of emissions, 

- the reduction of logistics costs, and 

- the increase of logistical competitiveness. 

Therefore, the developed evaluation model is based on 

the calculation of key performance indicators (KPIs) for 

the three main target dimensions: Emissions, costs and 

competitiveness.  

Regarding the analysis of emissions, it is in particular 

the intermodality of the models, which plays an 

important role when planning multimodal logistics 

chains. For this purpose, a selection of the most harmful 

emissions – namely CO2, NOX, and amounts of 

particulates – is analyzed as key performance indicators. 

The emission levels are mainly dependent on the 

allocated type of transport resource and on the route, 

which means the distance covered by the predefined 

route profile. Diesel or electrical power consumption 

also play an important role in the output of emissions. 

The cost evaluation model is somewhat more extensive 

and the assessment of total costs (1) can be subdivided 

into three individual cost calculations:  

- transport costs (2),  

- handling (i.e. transshipment) costs (3), and  

- inventory costs (4).  

When it comes to transport costs, it is important that the 

model is based on the actual costs incurred, i.e., the 

overhead costs, road charges, customs clearance, and 

wage costs, and not on the transport tariffs charged by 

forwarding companies. The road charges are particularly 

difficult to determine due to various systems in the 

individual countries which is also an important 

influencing factor for the selection of transportation 

routes. 
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CTotal = C Transport + C Handling + C Inventory (1) 

CTransport = C Tsp.Truck + C Tsp.Train + C Tsp.Plane + C Tsp.Ship (2) 

CHandling = Σ (Q Chg. of Resource · C Transshimpment (Chg. of Resource)) (3) 

CInventory = C Capital · C Warehousing (4) 

C…Cost, Q … Quantity  

 

The third criterion in evaluating simulation scenarios is 

the logistic competitiveness, which is made up of two 

key performance indicators: 

- The ability to deliver: A measure of the extent to 

which the company can guarantee the logistical 

service requested by the customer – short delivery 

times compared to competitors are especially 

important for a high ability to deliver. 

- The delivery reliability: Rates the service provision 

of the logistics process – it indicates the proportion 

of the complete and punctual deliveries compared 

to all delivery orders. (Vahrenkamp 2007). 

The calculations of the aforementioned key performance 

indicators are performed independently from the 

simulation runs of the multimodal transportation 

scenarios. The logged simulation processing steps which 

are described in the previous section only serve as input 

for the computation of the evaluation model. In addition 

to this historiography, route profiles (types of roads with 

assigned maximum speeds), altitude profiles (incline), 

consumption profiles (diesel and power consumption 

differentiated by resource types), road charge 

calculation systems and other relevant parameters which 

are stored in a database, serve as a foundation for the 

calculations.  

As the evaluation criteria of these three dimensions as 

the result of a simulation study may cause certain trade-

offs, an evaluation of a co-operative multimodal 

scenario of logistics chains can only be performed by 

comparing different scenarios and considering the pros 

and cons of all compromises. As an example, the 

fulfillment of logistical performance expectations will 

lead to the usage of flexible means of transport which 

are potentially more expensive and cause higher 

emissions due to an individual forwarding mode. The 

simulation and evaluation model offers a transparent and 

comparable analysis of the logistics system’s dynamic 

behavior in all three dimensions and therefore provides 

a basis for decision making. 

 

HOLISTIC TRANSPORT OPTIMIZATION – A 

CASE STUDY 

As the preceding sections of this paper showed, 

simulation approaches can provide helpful techniques 

for supporting various decisions in co-operative 

multimodal logistics chains. The simulation model used 

in this approach can be used to evaluate arbitrary 

scenarios. Hence, a variety of decision-related issues can 

be answered like  

- the optimal location of transshipment points,  

- the preferred modes of transport for preliminary, 

main and subsequent legs,  

- or optimal routing options for main legs. 

In order to validate the proposed simulation approach 

and illustrate the full potential of this technique in 

supporting co-operative transport decisions this chapter 

focuses on a case study describing possible 

optimizations for an automotive cluster in the region 

Timis in western Romania. Within these region, a 

considerable number of automotive suppliers are 

planning the exchange of goods with production sites 

mainly located in Germany, northern Italy or Spain on a 

local basis (i.e. without coordinating the transports with 

other suppliers). As a consequence, the analysis of the 

initial situation showed that all companies used direct 

road transport as their only means of transport. Another 

result of this initial study was that these transport 

capacities were only partly utilized which in turn shows 

a first potential for transport coordination. 

 

Designing simulation scenarios 

The identification of new co-operative logistics models 

dealing with the issues of the described situation should 

result in a reduction of transport costs as well as air 

pollution while maintaining a certain level of flexibility 

for the consignors. Standard logistics concepts like 

direct transport and part load concepts like milk run or 

groupage traffic were used as building blocks for 

alternative logistics scenarios. The use of a block train 

to handle the main leg is the common characteristic for 

all scenarios. The requirement to maximize the 

utilization of this main leg leads to the necessity of 

coordination of transport demands among the consignors 

in the region. The design of candidate scenarios for 

optimized coordinated logistics models is an iterative 

process requiring expert knowledge and the support of 

information technology. This approach has to consider 

the following topics: 

- Identification of route sections which can be 

handled by a more efficient means of transport. 

- Existence of potential partners for transport 

bundling within a region. 

- Possibilities to optimally utilize transport carriers 

by joint planning activities. 

- Prioritization of loads, given a carrier’s capacity 

restrictions on the main leg. 

- Methodology for handling transport backlogs 

infringing these capacity restrictions. 

- Possibilities to alter transport frequencies in order 

to scale for different transport demands in the 

region. 

As a result of these considerations, four alternative 

scenarios for co-operative multimodal logistics models 

were proposed: 

1. Scenario 1 envisages the installation of a block train 

starting from Arad (Romania) with destinations in 
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Stuttgart, Frankfurt and Wolfsburg (Germany) with 

two rotations per week (see fig. 6). Pre-carriage 

traffic for collecting goods from consignors as well 

as onward-carriage for distributing goods from the 

respective handling points in Germany to the 

consignees are designed as road-based direct 

transport. The shipments are assigned to the main 

leg in a “first-come-first-served” manner. Excess 

transport loads as well as loads for other 

destinations in Italy, Spain and Poland are handed 

over to direct carriers. 

2. Scenario 2 is based on the first scenario but 

accounts for further bundling potential for direct 

traffic as well as for preliminary as well as 

subsequent legs. Here, the milk run concept is 

applied whenever an efficiency criterion yields this 

decision. 

3. Scenario 3 is based on a shortened block train 

concept between Arad and Frankfurt twice a week. 

Pre-carriage as well as onward-carriage are 

designed as direct loads. This scenario accounts for 

a reduction of the rail-side complexity emerging 

from the first two scenarios. 

4. Scenario 4 also builds upon the shortened block 

train concept but further bundles the remaining road 

traffic similar to scenario 2. 

 

 
 

Figure 6: Main leg in scenarios 1 and 2 

 

Simulation run and evaluation of results 

As it is obvious from the above considerations, the 

holistic evaluation of the proposed scenarios represents 

a complex decision problem. In the proposed approach, 

the simulation model accounts for various types of 

transport- and handling-related costs, environmental 

factors associated with road traffic as well as with rail 

transport in the respective countries (usage of diesel 

locomotives, mixture of power sources, etc.) and 

logistical performance measures. The simulation study 

analyzed the shipment volumes and frequencies of seven 

automotive suppliers in the Timis region within a 

timeframe of ten subsequent weeks. 

As a result, the proposed simulation approach shows the 

potential for optimization within the three distinct 

perspectives of economic as well as environmental and 

logistics factors. 

The descriptive statistics of used transport concepts 

already outline the implications for these three 

dimensions: The share of tonnage handled by direct 

traffic decreases from 95.4% in the initial model to 

35.1% in scenarios 1 and 2 and even further to 23.1% in 

scenarios 3 and 4. Against that, the shared intermodal 

transport concepts in the first two scenarios accounts for 

62.8% and 66.3% in scenarios 1/2 and 3/4, respectively. 

This shift of transport paradigms results in 59% of tonne 

kilometers being transported by rail (compared to 0% in 

the initial scenario). 

As it is obvious from the reduction of road-based traffic, 

there would be a tremendous ecological impact which 

reduces CO2 emissions by nearly 40% and NOx even by 

50% (see fig. 7). This effect is still influenced by the 

high share of caloric production of traction power in 

CEE countries. However, this only weakly affects the 

environmental results without altering them. 

 

 
 

Figure 7: Reduction of CO2 emissions 

 

Regarding the economic impact of the proposed 

logistics models one can observe a slight reduction of 

transportation costs for scenarios 1 and 2 (- 1.2% and -

3.6%, respectively). When reducing the complexity of 

rail transport in scenarios 3 and 4 the full potential of 

co-operative transport bundling can be tapped. With the 

shortened block train concept, significant cost 

reductions of -16.5% and -14.2% in scenarios 3 and 4 

become possible. As a sensitivity analysis shows, this 

result of the latter two scenarios becomes robust under 

limited variations of alternative transportation costs as 

well as shipment volumes. The development of fuel 

prices as the main driver for road-side transportation 

tariffs give rise to the expectation that this relation will 

change in favor of rail-based transportation in the future. 

Finally, the logistics perspective can be analyzed by the 

simulation approach: Due to increased handling 

requirements and the periodical manner of rail transport 

the throughput times for a single shipment rise by at 

least 21% (scenario 1). In a worst case scenario 

(scenario 2) the combined transport will take 38% 

longer than the direct load equivalent. However, these 

figures are based on the assumption that the consignees 
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and consignors of the shipments do not adapt their 

manufacturing processes to the framework conditions of 

the new logistics models. 

 

CONCLUSIONS AND OUTLOOK 

This article described a simulation-based approach to 

evaluate different logistics models based on coordinated 

intermodal concepts. The novel approach of separating 

the domain model of logistics concepts from the 

calculation of Key Performance Indicators (KPIs) 

enables a holistic quantification of manifold impacts 

arising from a concept shift between road and rail 

transportation within an economic, an ecological as well 

as a logistical dimension. 

The case study of a Romanian automotive cluster 

illustrated the analytic complexity of the problem as well 

as decision-supporting possibilities which are offered by 

the simulation technique. By using a domain-specific 

modeling approach the simulation framework was able 

to quantify the extensive potential which is offered by 

coordinated planning of transport chains. 

Whilst the four candidate scenarios based on multimodal 

transport concepts yield tremendous optimization 

potentials with respect to the ecologic perspective and 

considerable possibilities to reduce transportation costs, 

they result in higher throughput times. The latter result 

can be explained based on the assumption that 

consignors and consignees do not adapt their 

manufacturing and sourcing processes to the 

possibilities of the multimodal transport chain. 

However, for fully tapping the potential of multimodal 

transport means also with respect to the generation of 

logistical advantages, it is necessary to adjust the 

planning processes for manufacturing plants on either 

side of the transport chain to the forwarding process. 

This could be achieved for example by explicitly 

integrating cost saving effects of multimodal 

transportation into manufacturing lot planning 

techniques. This in turn could result in a better timing of 

manufacturing output with respect to periodically 

scheduled block trains or other multimodal 

transportation concepts. 
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ABSTRACT 

On one hand the roles of the simulation modeller and 
user in logistics simulation projects seem to be pretty 
clear and well accepted; on the other hand general and 
domain-specific approaches to formalise certain steps in 
a simulation project return to be the subject of research 
and development. Typically those approaches head for 
software engineering and tool development in order to 
replace the person in model building steps or most 
recently in trace file analysis. Unfortunately, this quite 
often relinquishes and intuition of the simulating person. 
Against this background the paper draws attention to the 
benefits from combining both spheres, the one of 
formalized algorithms and the other one of the human 
instinct. Based upon a discussion of simulation user 
needs in the logistics application area an approach is 
presented that allows mediating between user and 
software in both ways, for specifying simulation aims 
and questions and for deriving simulation results from 
seeing behind pure simulation data. By use of an 
example the impact the user has on a simulation project 
and its outcomes is illustrated. Consequently, 
conclusions emphasize the irreplaceable role of the user 
who brings in objectives, motivation and focus of the 
simulation project as well as domain-specific 
experiences and competences to understand the real 
message of simulation results. 

INTRODUCTION AND MOTIVATION 

One of today’s challenges consists in seeing simulation 
in the context of human-centred processes. In recent 
literature this is being addressed by, for example, 
providing simulation modellers (or users) with methods 
and tools for automatic trace file analysis in order to 
better cope with large amounts of simulation output 
data. Those approaches mainly focus on formalizing 
simulation outcome in the context of a certain 
application area.  

Kemper and Tepper (2009), for example, state that in 
tracing a simulation model a modeller finds himself in 

the situation where it is unclear what properties to ask to 
be checked by a model checker or what hypothesis to 
test. They assume that cyclic behaviour of model 
components is always good behaviour whereas all 
exceptions or disturbances in this behaviour indicate 
errors. Therefore, the aim is to provide support by 
automatically identifying and removing repetition from 
a simulation trace in order to pay particular attention on 
the non-returning, progressing part of a trace. This is to 
be achieved by automatic trace file reduction as it is 
assumed that modellers do not have enough background 
knowledge or experience to figure out interesting parts 
of the trace themselves. 

Wustmann, Vasyutynskyy and Schmidt (2009) assume 
that simulation usually aims to specify whether or not 
the concept of a material flow system meets formal 
requirements, but not how well it does it. This is said to 
be caused in limited methodological support and 
therefore strongly depend on the modelling/planning 
expert’s experience and expertise. This is to be 
overcome by eliminating the user as weakest point 
through automatic analysis. For this an analysis tool is 
proposed that helps in identifying the concept’s or the 
system’s weak points, specifying their primary reasons 
and pointing out system immanent potential for 
performance increase. 

Both approaches have in common the very much 
reduced role they give to the key actor(s) in any 
simulation project: the person who builds the simulation 
model and the person who uses the simulation model to 
run experiments. Instead they assume any result derived 
from simulation can directly and automatically be 
extracted from the trace file through statistical analysis, 
clustering or reasoning without any additional 
explanation by the simulating person. If this would be 
the case then any simulation model and any plan of 
experiments can be seen as objective representation of a 
particular part of reality and its problem situation. Any 
model building or experimentation activity no matter 
what background or intention one has would lead to the 
same model and to the same collection of simulation 
output. A particular simulation output always would 
lead to the same conclusions, i.e. simulation results, no 
matter what is being analyzed by whom and how. 

If this would be the case, why do simulation projects 
still require involvement of human resources of certain 

Proceedings 25th European Conference on Modelling and
Simulation ©ECMS Tadeusz Burczynski, Joanna Kolodziej
Aleksander Byrski, Marco Carvalho (Editors)
ISBN: 978-0-9564944-2-9 / ISBN: 978-0-9564944-3-6 (CD)

601



expertise? It is because simulation projects are not only 
sequences of formalizing steps that can be fully 
represented by more or less complex logical algorithms, 
but also require intuitive problem solving, combining 
analyzing steps and the need for creative thinking. 
Whereas the first can already be formalized or will be in 
future, the latter always remains linked to the person 
carrying out or contributing to or requesting simulation 
projects. Approaches to increase the degree of 
formalization in simulation, no matter if they focus on 
automatic model generation or automatic trace file 
analysis and simulation result delivery, will always be 
limited by the impossibility of fully formalizing the 
objectives and goals of a simulation. As already 
concluded by Helms and Strothotte (1992) the 
simulation user will therefore continue to be the key 
factor in any simulation project. 

Against this background the following sections of the 
paper discuss the role the user plays in simulation 
projects and gives proof of the impact the user has on 
the simulation results achieved different types of users 
with individual background, experience and intention 
build individual simulation models and run simulation 
experiments for the same problem. Comparative 
analysis investigates differences and similarities of 
models, experiments, results and findings achieved by 
the different users. Further on, it is specified what 
domain experts expect to find from simulation studies 
using logistics as exemplary application area and a 
methodology is proposed for supporting those users in 
specifying and achieving output data needed. The paper 
ends with summarizing research findings and presenting 
conclusions derived from them.  

HUMAN IMPACT IN SIMULATION PROJECTS 

In general, simulation projects in the field of logistics – 
as in other fields too – are organized in the form of a 
service involving both, simulation experts and logistics 
experts with individual knowledge to be of use at 
certain stages of the project: Simulation experts are 
primarily responsible for model building and 
implementation steps, whereas logistics experts mainly 
provide application-specific knowledge for problem 
description, identification of input data and evaluation 
of results (Neumann and Ziems 2002). In order to better 
understand the role of the user in simulation it is worth 
to take a closer look at simulation knowledge sources 
and stakeholders for identifying which knowledge 
comes from where and in which form. 

In general, input information for a simulation project 
usually come with the tender specification or are to be 
identified and generated in the problem definition and 
data collection phases of the simulation (Figure 1). 
Here, the user decide (and bring in) what is to be taken 
into consideration for model building and which 
information is required for the investigation. 

Figure 1: Sources and evolution in simulation 
knowledge 

The model-building process should be seen as another 
important phase of collecting, evaluating and structuring 
information. As discussed by Neumann (2007) a 
simulation model is more than just a tool necessary to 
achieve certain objectives of experimentation and 
cognition. In the course of a simulation project the 
simulation model is developed, modified, used, 
evaluated and extended within an ongoing process. 
Therefore, it is also a kind of dynamic repository 
containing knowledge about parameters, causal relations 
and decision rules gathered through purposeful 
experiments. Even further, knowledge is “created” 
systematically through simulation based on the 
systematic design of experiments (including a 
meaningful definition of parameters and strategies) and 
the intelligent interpretation of results. 

Simulation experiments, for example, to support 
logistics planning and operation might be oriented 
towards modifications in either functionality or structure 
or parameters of a model and its components or even in 
a combination of those variations leading to more 
complex fields of experiments. Experimentation efforts 
are directly related to the type of variation required. The 
latter depends on the specific design of the simulation 
model resulting from the underlying modelling concept 
of the simulation tools and the design of the conceptual 
model by its developer. To correctly interpret simulation 
output it is necessary to understand what the objectives, 
parameters and procedures of a certain series of 
experiments were and to relate this to the results and 
findings.  Consequently, the objectives of a simulation 
and the questions to be answered by experiments should 
already be taken into consideration when designing the 
conceptual model. Specific opportunities and features 
offered by the selected simulation tool then influence 
transformation of the conceptual model into the 
computer model when it comes to model 
implementation. 

All steps again and again require input and background 
information based upon the knowledge and experience 
of the users, i.e. the simulation expert and the domain 

analyzing
model building
implementing

validating
experimenting
interpreting

simulation
model(s)

experiments

results

reports
presen-
tations

pl
an

ni
ng

kn
ow

le
dg

e
op

er
at

in
g

kn
ow

le
dg

e

tender
specification

observations
interviews

meetings
talks

e-mail
phone

simulation
project

knowledge about
problem and solution

application
knowledge

methodological
knowledge

management
knowledge

602



expert. In terms of simulation target definition it is 
particularly necessary to understand what the domain 
expert expects from simulation. As this is typically 
specific to the application area, we continue discussions 
using logistics as example. 

CASE STUDY ON THE IMPACT OF THE USER 

In order to demonstrate the role of the user in a 
simulation project and his/her impact on simulation 
results at both levels, the one dealing with (abstract) 
data and the one related to the user’s point of view, the 
same problem description and input data can be given to 
different types of users for building the simulation 
model, running experiments and deriving simulation 
results. These users might vary in their domain-specific 
background (e.g. logistics or computing expert, engineer 
or management person, simulation service provider) and 
experience (e.g. novice or expert), but they all run the 
full simulation project including typical phases like 
problem analysis, model building, implementation, 
validation, experimenting and interpretation. For this, it 
is left up to them which analysis or modelling tools or 
simulation package they might use. Based upon the 
finalized project comparative analysis can run in order 
to understand what findings and recommendation from 
the simulation have in common and what differences are 
caused by the individual approaches. With this, we can 
demonstrate what might happen if user-specific 
motivation and intention for simulation modelling and 
experiments in a particular case is not taken into 
consideration when deriving conclusions from 
statistically analyzing trace files only. 

A first example of such a comparative case has been run 
and analysed by Neumann and Page (2006). Here, the 
same logistics simulation problem, namely to identify 
the performance limit of two different designs and two 
varying operational scenarios for automated stacking at 
high-performance container terminals has been given to 
two individually operating groups of students from 
different domains (Figure 2). The first group was 
composed of computing students from the University of 
Hamburg, whereas the second group was formed by 
logistics students from the University of Magdeburg. 
All students had already a certain simulation 
background corresponding to their educational profile. 

The main differences between the approaches in both 
cases consist in the preparation of model 
implementation and the simulation models themselves. 
The logistics students started with a detailed analytical 
investigation of the system and process to gain a clear 
understanding of the situation and more detailed 
specification of the problem. From this they derived a 
conceptual model which they had in their minds when 
starting to implement the model using the DOSIMIS-3 
simulation package, but they did not document it in any 
formalized way. Due to the fact that they used 
predefined building blocks for model implementation 
already representing a particular amount of functionality 
and logic, they had to deal with certain limitations (or at 
least special challenges) in modelling and therefore in 
advance spent many thoughts on what really is needed 
to be represented in the simulation model at what level 
of detail. This led to a number of simplifications such as 
the representation of the stacking cranes' movements on 
the basis of a detailed understanding of the material 
flow backgrounds of the simulation problem. 

Figure 2: The impact of the user: a case study 
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In contrast to this the computing students focused on a 
very detailed representation of the stacking cranes’ 
movements including precise tracking of the cranes' 
positions while moving, but they set aside 
representation of the storage places and individual 
containers. This also required detailed modelling of the 
cranes' management and control system and algorithms, 
whereas neither warehouse nor stock management was 
needed. Although these students had not to deal with the 
large number of storage locations, detailed 
representation of the stacking cranes required a lot of 
extra efforts, especially because of the complex and 
complicated control algorithms. Here, no limitations nor 
specific restrictions have been set by the simulation tool 
used (Java-based programming within the DESMO-J 
framework) and therefore the students were not forced 
to re-think about what really would be required to be 
represented in the model. 

In the end both student projects produced valid and 
usable simulation models, but efforts for model 
implementation, in the course of experimentation 
eventually needed modification and visualization of 
results were quite different. Although the students were 
not highly experienced simulation experts which of 
course had an influence on the effectiveness of the 
model building process, those different modes of 
approaching and solving a simulation problem can be 
found in more professional simulations, too. 

Results achieved from either model allowed responding 
to the initial question for the performance limit in 
terminal operation. Comparison of those results showed 
just some slight deviations which possibly were caused 
by differences in some basic technical and layout 
parameters, such as crane speeds and stacking module 
dimensions, due to different assumptions. In addition to 
this varying storage/retrieval strategies have been used. 
Although the total of these differences is consequently 
represented by the deviation of results, it also can be 
stated that results are quite similar. This finally allows 
concluding that despite of different modelling 
approaches similar simulation results could be achieved. 

Nevertheless, different modelling approaches and 
simulation tools used resulted in very different ways of 
achieving the intended outcome. Simulation models 
were quite as individual as resulting trace files were - 
especially what concerns level-of-detail. Therefore, any 
standardized or formalized approach for trace file 
analysis and interpretation of output without involving 
the model developer (and at the same time user in this 
particular case) would have failed or delivered very 
general (rough) results only. 

This first case study in an educational setting can just be 
the starting point for more detailed investigations on the 
impact a user’s individual background and even 
personality might have on the design, implementation 
and use of a simulation model. In order to get a better 

insight and eventually derive some stereotypes further 
case studies need to be run that involve professional 
simulation users of different backgrounds. 

EXPECTED OUTCOMES FROM LOGISTICS 
SIMULATION PROJECTS 

In the course of a logistics simulation project both 
partners, logistics expert (simulation customer) and 
simulation expert (simulation service provider), use to 
face the ever challenging task to interpret numerous and 
diverse data in a way being correct with respect to the 
underlying subject of the simulation study and directly 
meeting its context. These data are usually produced 
and more or less clearly presented by the simulation tool 
in the form of trace files, condensed statistics and 
performance measures derived from them, graphical 
representations or animation. Problems mainly consist 
in: 

1. clearly specifying questions the simulation 
customer needs to get answered, 

2. purposefully choosing measures and selecting 
data enabling the simulation service provider to 
reply to the customer’s questions, or 

3. processing and interpreting data and measures 
according to the application area and 
simulation problem. 

To overcome these problems and give support in 
defining simulation goals and understanding simulation 
results, methods and tools are required that are easy to 
use and able to mediate between knowledge and 
understanding of the simulation customer (the logistics 
expert planning or operating that process and system to 
be simulated) and the simulation expert (the expert from 
the point of view of data and their representation inside 
computers). Within this context, it is worth thinking in 
more detail about what a simulation customer (the 
logistics expert) might look for when analyzing the 
outcome of simulation experiments (Neumann 2005): 

Typical events. The logistics expert specifically 
looks for moments at which a defined situation 
occurs. This kind of query can be related, for 
example, to the point in time at which the first 
or last or a specific object enters or leaves the 
system as a whole or an element in particular. 
Other enquiry might be oriented towards 
identifying the moment when a particular state 
or combination of states is reached or 
conditions change as defined. 
Typical phases. The logistics expert is 
especially interested in periods characterized 
by a particular situation. In this case s/he asks 
for the duration of the warm-up period, for the 
period of time the system, an element or object 
is in a particular state, or how long a change of 
state takes. 
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Statements. The logistics expert looks for the 
global characteristics of processes, system 
dynamics or object flows such as process type 
(e.g. steady-state, seasonal changes, 
terminating/non-terminating), performance 
parameters of resources (e.g. throughput, 
utilization, availability), parameters of object 
flows (e.g. mix of sorts, inter-arrival times, 
processing times). This information is usually 
based on statistics resulting from trace file 
analysis and replies to either a specific or more 
general enquiry by the user. 

APPROACH FOR MEDIATING BETWEEN USER 
AND MODEL IN A SIMULATION PROJECT 

When the potential interests of a simulation customer as 
explained above are compared, one significant 
difference emerges: whereas the first two aspects need 
specific questions formulated by the logistics expert 
directly at data level, the last aspect is characterized by 
usually fuzzy questions of principle from the more 
global user’s point of view. Before these questions of 
principle can be answered, they have to be transferred to 
the data level by explaining them in detail and putting 
them in terms of concrete data (Figure 3). 

Figure 3: User-data interaction for simulation output 
analysis

As result of this process of interpretation a set of 
specific questions is defined with each of them 
providing a specific part of the overall answer in which 
the user is interested. Questions at data level correspond 
to results that can be delivered directly by the 
simulation even if minor modifications to the simulation 
model should be required (Tolujew 1997). This is the 
kind of study also current approaches for trace file 
analysis support (Kemper and Tepper 2009; Wustmann, 
Vasyutynskyy and Schmidt 2009). To derive an answer 

in principle to a question of principle the respective set 
of specific answers needs to be processed further. These 
steps of additional analysis and condensing can be 
understood as a process of re-interpretation to transfer 
results from data to user level. 

All steps of interpretation and re-interpretation aim to 
link the user’s (logistics expert’s) point of view to that 
of the simulation expert. They not only require an 
appropriate procedure, but, even more importantly, an 
interpretative model representing the application area in 
which simulation takes place. This model needs to be 
based on knowledge and rules expressed in the user’s 
individual expertise, but also in generalized knowledge 
of the (logistics) organization regarding design 
constraints or system behaviour and the experience of 
the simulation expert derived from prior simulations. As 
this knowledge might not only be of explicit nature, i.e. 
existing independent of a person and suitable to be 
articulated, codified, stored, and accessed by other 
persons, but also comprise implicit or tacit knowledge 
carried by a person in his or her mind often unawares, 
simulation users as individuals or team need to remain 
involved in the steps of interpretation and re-
interpretation at least. Whereas explicit knowledge 
might be transferred into rules and algorithms, tacit 
knowledge cannot be separated from its owner and 
therefore requires direct involvement of the knowledge 
holder in the interpretation process. More specifically 
this means support is required for translating any 
principle question into corresponding specific (data-
related) questions as well as for deriving principle 
answers from a number of specific (data-related) 
answers. Although a set of (standard) translation rules 
might be known, formalized and put into the rule base 
already, always further questions remain that are 
unknown to the rule base yet. Here, the logistics expert 
needs support in 

1. correctly formulating the right question and 
2. getting the full picture from the puzzle of 

available data and their analysis. 

One approach for enabling this could be based on 
viewpoint descriptions. Viewpoint descriptions were 
introduced into model validation as a new kind of 
communication and interaction between the human 
observer of simulation results and the computer as the 
simulation model using authority that was called oracle-
based model modification (Helms and Strothotte 1992). 
Here, the principle idea is that the user presents his or 
her observations (in the animation) as a viewpoint 
description to the computer that initiates a reasoning 
process. This results in definition and realization of 
necessary changes to the simulation model in an 
ongoing user-computer dialogue. The main advantage 
of this concept lies in the reduced requirements for rule-
base definition. Those aspects that easily can be 
formalized (e.g. typical quantitative observations or 
unambiguous logical dependencies) are translated into 
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questions to the user (What is it s/he is interested in?) or 
various forms of result presentation (as figures or 
diagrams), whereas those that are non-imaginable yet or 
individual to the user or simply hard to formalize need 
not to be included to provide meaningful support to the 
user. There is no need to completely specify all possible 
situations, views and problems in advance, because the 
person who deals with simulation output brings in 
additional knowledge, experience and creativity for 
coping with non-standard challenges. Even further, this 
way the rule-base continuously grows as it “learns” 
from all applications and especially from those that 
were not involved yet. On the other side the user 
benefits from prior experience and knowledge 
represented in the computer by receiving hints on what 
to look at based upon questions other users had asked or 
which were of interest in earlier investigations. 

This approach helps in designing the interpretation layer 
for mediating between simulation customer and 
simulation model or output no matter how many data 
have been gathered and how big the trace file grew. 
Nevertheless, effectiveness and efficiency of this 
interpretation process depends on the availability of the 
right data at the right level of detail. This quite often 
does not only depend on the simulation model and tool 
used for its implementation, but also on the opportunity 
to aggregate data in always new ways. 

As discussed simulation results derived from running 
experiments by use of a particular simulation model are 
as good as they finally respond to the questions the 
simulation user is interested in. The challenge consists 
in knowing about questions a user in a specific project 
might have. Generally, a certain amount of (standard) 
questions can be pre-defined in correspondence with the 
application area and another set of questions might be 
defined by the user when starting into simulation 
modelling and experimentation. This might even lead to 
a specific focus in trace file generation and recording of 
simulation output data by purposefully introducing a 
cohort of observers to the model that directly 
correspond to the type and amount of data required for 
responding to questions already addressed by the user 
(Tolujew 1997). 

However, it is not that exceptional that new questions 
arise in the cause of the simulation project when seeing 
results from previous experiments. In those situations it 
might either be necessary to re-run simulation with a 
modified observation concept or to aggregate or derive 
results from already existing simulation output in a 
different way. Concerning the first, there are two 
options for interpreting simulation output: online and 
offline (Tolujew et al. 2007). 

Online interpretation might focus on: 
visualizing changes in the position of moving 
objects; 
visualizing states (e.g. stock development); 

identifying or recognizing pre-defined 
situations. 

Offline interpretation typically is used for: 
calculating freely definable characteristics; 
identifying or recognizing pre-defined 
situations; 
preparing and showing special-focused 
animations. 

Although being specific to a certain simulation project, 
those analysis steps are possible to be pre-specified and 
also in the focus of approaches as presented by Kemper 
and Tepper (2009) and Wustmann et al. (2009). But 
beyond this, specific questions relevant in a certain 
simulation project might eventually even require to 
summarize (primary) objects as simulated into new 
(secondary) classes not simulated yet. In a 
transportation model with a number of trucks moving 
different types and different volumes of goods, for 
example, it suddenly might be of interest to know 
something about all those trucks arriving Tuesdays only. 
The simulation model itself knows trucks as one class of 
objects, but does not contain “Tuesday trucks” as a 
specific sub-class to this. This new class needs to be 
formed out of the situation and might then be added to 
the rule-base for trace file analysis, but cannot be pre-
defined as simply not specified before. Consequently, 
any tool to support trace file analysis must allow and 
even support those interactions with the trace file which 
again goes far beyond formal statistical analysis. 

CONCLUSIONS 

To understand the message of simulation results formal 
trace file analysis is one important step. The other one is 
the non-formal, more creative step of directly answering 
all questions that are of interest to the user (in our case 
the logistics expert). The precondition is to know (and 
understand) what the questions of the user are, but also 
the ability of the user to ask questions relevant to a 
particular problem. For the latter, the framework for 
trace file analysis and interpretation provides even 
further support: Typical questions no matter if they are 
of generic or specific nature help the user in identifying 
the problem or the questions to be asked or the aspects 
to be investigated. As discussed, this can be supported 
by the approaches for viewpoint description and 
defining observers or specifying analysis focus. 
Additionally, a pattern combining typical symptoms 
(i.e. visible situations or measurable characteristics) 
with the underlying problems causing those symptoms 
would be of huge benefit as this might also guide the 
user in truly understanding what happens in a specific 
material handling or logistics system. 

Current approaches to trace file analysis mainly focus 
on deriving (standard) parameters and (typical) 
characteristics by use of statistical methods, clustering 
or reasoning. With this they provide results at data level 

606



(Figure 3) allowing basic interpretation based upon 
(externalized) domain-specific knowledge. This step 
works automatically for those aspects that can be 
formalized and shows limited results only for those 
aspects that require intuitive thinking by the user. 

Figure 4: Impact of the simulation user on the outcome 
of a simulation project 

Against this background the paper concludes that it is 
necessary to see behind the simulation results by 
interpreting simulation output in order to understand 
their real message. This interpretation requires 
knowledge and understanding of the domain/ 
application area as well as mathematical and statistics 
skills. Trace file analysis supports preparation of 
interpretation steps but cannot fully replace the user 
who brings in objectives, motivation and focus of the 
simulation project as well as domain-specific 
experiences and competences to understand the message 
of simulation results (Figure 4). A sophisticated 
framework especially helps to reduce routine work like 
statistics calculations through incorporated powerful 
analysis tools and stimulating creative thinking by 
proposing, asking, suggesting in a really interactive 
communication between the simulation user and the 
computer. 
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ABSTRACT 

By recognizing the necessity of climate protection, the 
demand for approaches to advance the efficient use of 
energy is growing. Logistics bears great potential 
regarding energy consumption and emissions; major 
improvements can be achieved by careful strategic 
planning or process re-organization. One key decision 
within this supply chain design task is the placement of 
the order penetration point (OPP) which influences 
both cost and service levels in a supply chain strongly.  
In order to position and assess decoupling points in 
global supply chains, we present a methodology which 
takes product, process and market dynamics into 
account by combining an early analytical approach with 
a detailed simulation-based assessment. Within this 
methodology we distinguish between drivers, i.e. 
parameters, on the one hand and assessment criteria on 
the other hand. Consequently, we present the integration 
of ecological objectives and simulation-compatible 
indicators into the assessment criteria and exemplarily 
the according application-based on an industry use case 
to demonstrate interdependencies between logistics 
performance, costs and ecological considerations. 

MOTIVATION AND INTRODUCTION 

As the climate change is meanwhile widely 
acknowledged, people’s attention is increasingly drawn 
to environmental protection. This aspect affects 
particularly both (1) the consumption of resources such 
as energy and (2) climate-harming emissions called 
greenhouse gases (GHG) that occur during the burning 
of fossil fuels. As these objectives always have to be 
related to the achieved benefit, the focus is put on 
efficiency, for example energy efficiency, which is 
described as the ratio of gained benefit and the 
necessary energy input (Müller et al. 2009). 
Great potential for ecological improvements can be 
achieved within the field of logistics. It offers the lever 
to control the flow of goods and traffic. Today’s low – 
and prospectively further decreasing – vertical 

integration leads to a greater number of production 
stages and, thus, to a higher demand for transports 
(Hellingrath et al. 2008). The energy consumption of the 
in- and out-plant production environment (freight 
haulage), for example, amounts to 16 % of the total 
German demand, which was 9,126 peta joule in 2008 
(N.N. 2008). Additionally, the transport sector accounts 
for 14 % of the world-wide greenhouse gas (GHG) 
emissions (Stern 2008) or 30 % of those in OECD 
countries (International Transport Forum 2008). 
Although this great share offers a high potential for 
energy and GHG savings, the transport sector – in 
contrary to energy-intensive industries – has not 
contributed to energy reduction, but enlarged its quota 
(European Environment Agency 2006). Thus, the 
necessity of acting and the required potential for 
changes in the sector controlled by logistics is obvious. 
So a major improvement regarding energy consumption 
and GHG emissions can be achieved by re-organization 
activities such as process optimization. In order to 
influence the planning of logistics networks in an early 
stage and, therefore, to maximize the potential for 
improvements, these activities have to start at the long-
term design level, the Supply Chain Design (SCD). 
The SCD has a multiple-year focus and is the highest 
level in Supply Chain Management (SCM). This level 
receives specifications from the company policy and is 
responsible for the cross-company design of a 
production and the logistics network. Typical questions 
being encountered on the design level include (Kuhn 
and Hellingrath 2002; Klingebiel 2009) 

the long-term decision of the spatial distribution of 
nodes such as production facilities or warehouses, 
the number of the network echelons, 
the selection of partner companies as well as 
the process and product design. 

The spatial nodes distribution is closely related to the 
number of echelons in a logistics network and has a 
decisive influence on transport distances. Therefore, 
these important decisions determine the freedom of 
action for subsequent operations and their potential for 
optimization. Also the selection of partner companies
represents a key factor for both the load of a network 
and the load distribution as these companies have pre-
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set locations. After all, the process and product design
require certain productions steps in a defined order. 
In order to ensure the optimal configuration of logistics 
networks, it is necessary to assess every considerable 
configuration. Conventional assessment criteria are the 
logistics performance, such as delivery service or 
delivery time, as well as costs, for example for 
production, transport and inventory. Nevertheless, due 
to the growing relevance of ecological effects, “green” 
criteria have to be integrated into existing performance 
measurement systems. 
One key decision with strong interdependencies to other 
objectives of the supply chain design is the placement of 
the order penetration point (OPP) (Winkler 2009; 
Freiwald 2005). The proper placement of the OPP is 
important as the product will be differentiated according 
to the customers’ requirements after the OPP and both 
cost and service levels in a supply chain are strongly 
influenced by the OPP placement (Schönsleben 2007). 
Therefore, our work focused on the according 
assessment methodology for supply chain design and 
the enhancement by ecological criteria.  

ASSESSMENT OF THE ORDER PENETRATION 
POINT POSITIONS 

The Order Penetration Point 

The positioning of the order penetration point is gaining 
relevance in strategic logistics planning (Olhager 2003). 
In Anglophone literature, the expressions “Customer 
Order Decoupling Point”, “Order Decoupling Point” or 
simply “Decoupling Point” are used as synonyms 
(Winkler 2009). The OPP is defined as a point in time at 
which a product is reserved for a certain customer order 
and marks the transition between two production 
strategies that are typically practiced in contemporary 
production and logistics networks (Parry and Graves 
2008; Wagenitz 2007): on the one hand, there is the 
forecast-driven, customer-anonymous production, also 
referred to as push logistics or build-to-stock (BTS) 
production since commodities are “pushed” forward 
without being assigned to a customer order and buffered 
in stock. On the other hand, build-to-order (BTO) 
activities or pull logistics describe the order-driven and 
customer-specific production, where – metaphorically 
speaking – the customer “pulls” a product out of the 
supply chain (Kuhn and Hellingrath 2002; Lee 2002). 
Shifting the OPP up- or downstream in the supply chain 
to a certain position affects various parameters of a 
logistics network such as delivery time, stock level, 
inventory costs or variant diversity being discussed in 
detail further down (cf. next section). 
Depending on the OPP position, different product 
delivery strategies can be defined and differentiated. For 
example, Olhager differentiates between four strategies 
(Olhager 2003): (1) make-to-stock with an OPP before 
shipment, (2) assemble-to-order with an OPP between 
procurement and final assembly, (3) make-to-order 
leading to an OPP after the product design and (4) 
engineer-to-order implying an OPP before the design. 

As the determination of the optimal OPP position 
underlies a complex set of influence factors, an 
appropriate assessment method is required. 

Assessment of the OPP Position 

In order to position and assess decoupling points in 
global supply chains, we have developed an according 
methodology within the German-Brazilian 
BRAGECRIM project “Highly Extensible Life-Cycle 
Oriented Placement of the Order Penetration Point” 
(HeliOPP) (Klingebiel et al. 2011; Winkler 2009) which 
takes specific dynamic products, processes and market 
situations into account by combining an analytical 
approach with dynamic assessment. The procedure is 
divided into three main phases: feasibility selection, 
static assessment and dynamic assessment. During the 
first phase, design options are developed based on a 
selection of supply chain segments (e.g. product 
segments, market segments) and the specification of 
targeted key performance indicators. Subsequently, a 
static analysis reduces the large number of possible 
solutions to a smaller number of economically 
reasonable ones. From this set of possible supply chain 
configurations, scenarios for a detailed analysis are 
derived. The supply chain simulation of these scenarios 
ensures the consideration of dynamic effects. Within 
several projects, the application of this basic procedure 
has proven its efficiency (Klingebiel and Seidel 2007; 
Saroemba et al. 2005; Schwede et al. 2011). 

Figure 1: Methodology for the assessment of the order 
penetration point positioning (Winkler 2009) 

A significant aspect of this methodology is the 
identification of substantial drivers for the selection of 
feasible OPP supply chain scenarios (Winkler 2009). 
Among the total number of 18 drivers, factors such as 
the article value and weight, supplier reliability, 
accepted delivery time, cycle time or aspects of 
underlying network topology have been integrated. A 
static, excel-based analysis integrates a subset of non-
dynamic drivers to assess and exclude supply chain 
configurations on basis of predefined acceptable 
performance and cost levels. The remaining scenarios 
are evaluated thoroughly by help of supply chain 
simulation which integrates dynamic aspects and 
provides high granularity KPIs. 
Yet, in order to assess the influence of the selected 
drivers on the OPP position, a suitable target and 
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indicator system for the static as well as the dynamic 
assessment is required whereby “suitable” indicators are 
those that represent the effects of  OPP drivers on a 
certain objective. Common target systems offer 
indictors that can be assigned to one of the two 
categories “supply chain costs” with the objective of 
costs reduction and the “supply chain performance” 
representing logistics performance. Figure 2 explicitly 
shows the targets of each category: 

Figure 2: Classic criteria for logistics assessment 

Production, transport or any other activities cause 
supply chain costs that are to be lowered. Inventories do 
not only lead to increasing costs by capital commitment, 
but also require additional stock capacities and reduce 
flexibility, e.g. in case an article turns obsolete. The 
capital employed exceeds the amount of capital 
commitment for inventories and covers the total assets 
(minus current liabilities), such as production facilities. 
In contrast to that, one is concerned about the supply 
chain performance which is composed of productivity, 
availability and a (preferably high) service level which 
may cover functionalities such as “track and trace”. 
Shorter lead times (e.g. for replenishment) imply short 
reaction time on the customer’s needs and, thus, also 
lead to higher flexibility. 
Various performance measurement systems follow this 
distinction between costs and performance, e.g. the 
German industrial guidelines 4400 are well-established 
in industrial practice and include such a KPI system. It 
is divided into the three parts “procurement”, 
“production” and “distribution” and, thus, covers the 
entire supply chain. The “logistic indicators” presented 
in these guidelines aggregate the objectives of high
performance and low costs to a ratio called high 
logistics efficiency (Verein Deutscher Ingenieure 2002). 
Logistics performance comprises the categories 
availability, throughput time, productivity and delivery 
service whereas logistics costs are divided into the two 
groups inventory and process costs. Each category is 
represented by exactly-defined indicators. 
Besides the common two dimensions, ecology as a third 
criterion is becoming increasingly relevant: According 
to a survey conducted by the German Logistics 
Association (BVL) (Straube and Pfohl 2008), approx. 
90 % of the polled enterprises expect ecology to be a 
sustainable, but not a fashion issue. Today, 36 % of the 
corporations and 40 % of the SME intend to integrate 
environmental and resource protection into their 
logistics strategy. Three exemplary enterprises which 
have already developed ecological initiatives with 

specific saving objectives are the logistics provider 
DHL (“GoGreen”, http://www.dpdhl-gogreen.com), the 
sports goods producer Puma (“PUMAVision”, 
http://vision.puma.com) and the electronics company 
Sony Ericsson (“GreenHeart”, 
http://www.sonyericsson.com/greenheart/). As the 
relevance of ecological subjects increases, the drivers 
and assessment criteria of the OPP methodology have to 
be enhanced accordingly in order to make use of its 
ecological potential. 

Ecological Potential of the OPP Placement 

Like all strategic planning options, the positioning of 
the OPP offers great potential for ecological 
improvements in logistics networks.  
Yang et al. conclude that in distribution logistics the 
missing ecological objective leads to more frequent 
transports with smaller volume over long distances 
(Yang et al. 2005).  As a driver, they have identified the 
growth of e-commerce combined with the customer’s 
attitude towards product delivery: the KPI is the 
delivery time, which leads to a hand-over of an order as 
fast as possible, often within 24 hours. A similar effect 
can be observed for production replenishment: intending 
to reduce expenses for capital commitment, 
replenishment concepts such as “just in time” (JIT) and 
“just in sequence” (JIS) over long transport distances do 
not only cause the risk of expensive stock-outs, but also 
require a high frequency of transports (Das and 
Handfield 1997). 
These two strategies of reducing costs by fewer 
inventories and of increasing logistics performance (e.g. 
shorter delivery times and higher customer service 
levels) result in a lower degree of capacity usage of 
transportation means. Therefore, the total number of 
transports and – by that – the sum of emissions increase 
as well as the rate of emissions per product. 
As a counteraction, higher stock levels offer potential 
for ecological relief as they reduce the number of 
necessary transports. The strategy of decoupling is quite 
common in production processes. This is known as 
“load leveling”, or “heijunka” in Japanese automotive 
industry (Womack et al. 2006). The load level is 
controlled by “order releases” (Herrmann 2000). 
Herrmann describes its effect on the production process 
as follows: 
“Proper order release reduces the inventory and cycle 
time within the shop and reduces the variability of these 
measures. However, they may increase the total 
manufacturing lead time because orders have to wait in 
the order release pool.”
Linking this comparison to transportation processes, the 
order pool accords to outbound stock levels. By that, 
means of transportation (or “shop” in terms of 
production) can be loaded more evenly, also if a sudden 
deviation from the schedule occurs. However, the total 
lead time of an item from its production end to the 
arrival at the customer may increase as articles have 
usually been buffered before transportation. In this 
sense, the identification of an optimal OPP position 
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leads to both the right level as well as the right place of 
stock. The increased capacity usage of transportation 
lowers not only the number of transports but also 
transportation costs, energy demand and emissions.
The ecological potential of the OPP positioning 
described above leads to the conclusion that the two-
dimensional relation between business and customer has 
to be enhanced by a third dimension, namely ecology 
(cf. Figure 3). 

Figure 3: Targets of logistics assessment enhanced by 
the ecological dimension 

In order to grant the acceptance of ecological objectives, 
it is necessary to integrate them into the conventional 
two-dimensional target system equally. Within such a 
target system, ecological indicators play a similar role 
as the costumer targets: For a business or supply chain 
manager, the interests of a customer are only relevant, 
because failing in this category implies costs or lost 
sales. As a matter of principle, environmental aspects 
only gain relevance for the business executive since 
energy consumption and pollution are growing cost 
drivers (for example due to price, taxes or emission 
certificates). Therefore, companies have to consider 
ecological objectives and seek according assessment 
targets in order to measure cost and performance 
implications.  
This integration has to be fulfilled on two levels: First, 
performance measurement systems must be 
complemented with ecological indicators and, therefore, 
be empowered to cope with ecological objectives. 
Secondly, the applied assessment methodology has to be 
enabled to deal with these factors in each evaluation 
step.

AN ECOLOGICAL KPI SYSTEM  

To enable OPP-focused logistics planning that takes all 
three dimensions into account, a target system with a 
suitable measurement system for each category is 
needed. Regarding the classic two dimensions, a well-
established indicator system such as the German 
industrial guidelines 4400 is applicable for an OPP-
related KPI derivation. The integration of ecological 
aspects requires (a) the identification of assessment 
targets and then (b) exactly defined KPI. 
Environmental damage is caused by emission occurring 
in logistics networks. The probably best-known 

undesired output is carbon dioxide (CO2) which is 
mainly responsible for the climate change. However, 
there exists a great variety of relevant emissions as well 
as inevitable input (such as energy) that appear to be 
suitable indicators. Therefore, we accomplished a 
classification of relevant ecological KPI regarding the 
peripheral area of automotive production sites (Reeker 
et al. 2010). As the OPP positioning affects – in matters 
of environment – predominantly transport processes, 
this classification is suitable for an adaption to the OPP 
positioning assessment. The ecology branch of our 
existing classification can be split into (1) energy 
consumption, (2) pollutant emissions and (3) noise 
emissions. This is in line with the common 
categorization of ecological evaluation parameters, e.g.  
from OECD or EEA. The derived structured list of 
highly ecology-relevant indicators is shown in Figure 4: 

Figure 4: Ecological evaluation parameters (Reeker et 
al. 2010) 

This taxonomy is suitable as basis for a KPI framework 
for the OPP positioning assessment. However, 
dimensions and calculation directions are required to 
serve as a target system. 
As the unit for each measure is an absolute one, it 
cannot stand for itself, but should be related to a certain 
context, e.g. a logistics system, a process or an article. 
The unit of the SI system for energy is Joule which 
equals the dimensions kg·m²/s². A frequently used unit 
is watt hour, which measures work and derives from 
Joule. Within the class of transport-relevant pollutant 
emissions, we discuss six greenhouse gas (GHG) 
emissions: carbon dioxide (CO2), methane (CH4),
nitrous oxide (N2O), hydrochlorofluorocarbon (HCFC), 
chlorofluorocarbon (CFC) and sulfur hexafluoride 
(SF6). To quantify gas emissions, the mass (weight) is 
measured, preferably in metric tons or kilograms 
(United Nations 2010). GHG are gases in the 
atmosphere that absorb and emit radiation within the 
thermal infrared range. This causes the warming of the 
earth and is called “greenhouse effect” (Pachauri and 
Reisinger 2007). The other group of pollutant 
emissions, other pollutant air emissions, consists of 
other nitrogen oxides (NOX), non methane volatile 
organic compounds (NMVOC), sulfur dioxide (SO2), 
benzol and carbon monoxide. These emissions do not 
support the greenhouse effect but cause other 
environmental damage (e.g. smog). Another air 
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emission is “particulate matter” (PM) which can be 
differentiated by its size. Then, PM10 describes particles 
of 10 micrometers or less. A high concentration of PM 
in the air is held responsible for health hazards such as 
lung cancer or heart diseases (Bhatnagar 2006). The 
common unit for PM measurement is – just like gases – 
kg or tons. Finally, noise can be listed as a strongly 
burdening emission. The attention of politics and 
society on this emission was crowded out by air 
pollution, but is now drawn back. The appropriate 
quantification of noise is probably the most difficult 
among the emissions described above: indeed, sound 
volume can be measured in decibel (db) or in relation to 
the perception of a human ear (db(A), decibel per area) 
(Bundesministerium für Umwelt, Naturschutz und 
Reaktorsicherheit 2008). However, firstly, this value 
depends on the distance from the noise source which is 
highly dynamic in case of a vehicle passing by. 
Secondly, the impact varies significantly depending on 
the time of the day. Traffic noise is considered to be 
much more disturbing at night time. In 2002, the 
European Union defined noise indicators – Lden and 
Lnight – which take these challenges into account.  “Lnight
is the annual long-term average noise level during the 
night (23.00–07.00). Lden is the annual long-term 
average noise level over 24 hours, combining the Lday,
Levening […] and Lnight […] levels. Lday and Levening are the 
annual long-term averages noise levels during the day 
(07.00–19.00) and evening (19.00–23.00)” (European 
Environment Agency 2009).  These measure techniques 
standardize and simplify the handling with noise 
emissions. Nevertheless, it is still to be criticized that 
these measured results are not objective data but have 
already been aggregated and weighted. 
We now expand the two-objective indicator system for 
distribution by the third objective “low ecological 
burden”. The terminology avoids knowingly the 
expression “ecological impact” since the described 
indicators offer only measures, not impacts on the 
environment or creatures. Ecological burdens are 
comparable to costs: they are not desired, but under 
given technological restrictions inevitable for providing 

logistics performance. We, thus, conclude that the lesser 
ecological burdens occur as the higher logistics 
efficiency emerges. We integrate this ecological 
objective into the existing definition of logistics 
efficiency 

, (1) 

whereas the main objective remains “high logistics 
efficiency”. However, the enhanced ratio is now 
determined by a second denominator, i.e. we define the 
ecological logistics efficiency as 

. (2) 

So logistics efficiency can be improved by (a) 
increasing logistics performance, (b) decreasing costs 
and (c) lowering ecological burdens. The according 
target and indicator system is presented in Figure 5. As 
we developed an appropriate indicator system available 
so far, we are now able to extend our entire 
methodology. 

ENHANCEMENT OF OUR METHODOLOGY 
AND EXEMPLARY APPLICATION 

With the developed target system for ecological 
logistics efficiency, relevant targets and KPI have been 
identified to extend step 2 (“identification of targets 
(KPI)”) of our methodology (cf. Figure 1) by ecological 
criteria. Further decisive steps for the ecological 
assessment of the supply chain are the steps of the static 
and the dynamic assessment (steps 5 to 8). The selected 
targets are used in each analysis and assessment step 
(identification of design options  static analysis 
simulation) and, thus, each of these steps must be 
enabled to handle ecological evaluation parameters. For 
both the static and dynamic phases, a suitable dataset
for the ecological assessment is required. This 
ecological assessment dataset or method had to fulfill 
certain requirements. 

Figure 5: Overall target system of the Ecological Logistics Efficiency (own illustration) in dependence on the German 
industrial guidelines 4400 (Verein Deutscher Ingenieure 2002) 
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These requirements are: (1) comprising the indicators 
described above, (2) attachable to existing results of our 
analysis and assessment methods, (3) approved by well-
accepted institutions and (4) affordable access.  
Based on a literature and market survey (Reeker et al. 
2011), we selected the ELCD – European Life Cycle 
Database (European Commission 2010). This dataset is 
offered by the Joint Research Centre of the European 
Commission. Each formula for the assessment is open-
source and can be parameterized by means of 
transportation, capacity usage and other influence 
factors. The enormous number of emissions calculated 
by ELCD formula comprises the consumed energy, 
particles as well as all the gas emissions listed above. 
Therefore, the ELCD is well-qualified for the 
application in our method. 
We performed the upgrade of the static as well as of the
dynamic analysis. By transforming the ELCD 
calculation sets into Excel formulas, we were able to 
ecologically post-assess analytical and simulation 
results ecologically. ELCD formulae for the calculation 
of transport emissions require certain input factors 
depending on the means of transport utilized on the 
examined relation. In our example study, we 
concentrated on a transport by lorries with 7.5 t of total 
weight. The according ELCD formula performs the 
following calculation steps involving the presented 
variable and given input factors: 

Figure 6: ELCD formula schematic for 7.5 t lorries 

In our case study we assessed a supply chain providing 
distributors with automotive wearing parts. As process 
simulation software we applied OTD-NET (“order-to-
delivery network simulation”), developed by Fraunhofer 
Institute for Material Flow and Logistics (Wagenitz 
2007). OTD-NET introduces a holistic approach for 
modeling and simulation of complex production and 
logistics networks and delivers in-depth insights into 
information and material flows, stock levels, network 
stability and flexibility, boundary conditions and 
restrictions.  
We focused on a cutout from a plant in Germany, via a 
nearby distribution center to a distributor in Munich, 
Germany. The shipping volume comprised one article 
weighting 55 kg with a mean demand of 30 parts per 
month. The transportation of about 600 km from 
Wolfsburg to Munich was performed by a truck of 7.5 t 
of total weight. 

In this context, we developed six scenarios: We placed 
the OPP at the distributor, at the DC and at the plant and 
combined these OPP positions with two transportation 
strategies: At first, in the scenarios 1 to 3, the truck left 
10 hours after call-off or if the capacity was exhausted. 
Then (scenarios 4 to 6) the truck left after 48 hours or 
on full charge. The configuration of the most important 
parameters as well as the results are presented in 
Table 1. 
The case clearly demonstrates the interconnection 
between economical, ecological and performance-
related objectives: An OPP position at the end of the 
supply chain (scenarios 1 and 4) results in an extremely 
short order-to-delivery time, but leads to high stock 
levels representing the economical dimension. Shifting 
the OPP upwards reduces the stock level in the supply 
chain (cf. Figure 7). However, the order-to-delivery 
time increases significantly.  

Figure 7: Comparison of the scenarios 1 to 3 by the 
stock level in the logistics system 

Here, the ecological effect is indicated by the average 
CO2 emission per part. As goods are consolidated by the 
lower transportation frequency (scenarios 4 to 6), the 
number of transports is decreased by up to 20 % 
compared to the scenarios 1 to 3 with a maximum 
waiting time of 10 hours. The improved capacity usage 
reduces the CO2 emission per part by up to 17 %. 

Figure 8: Comparison of scenarios by logistics 
performance, no. of transports and avg. CO2 emissions 

The experiments demonstrate the great effect of 
different OPP positions on the environment and the 
potential for ecological improvements if cutbacks in 
matters of performance and/or costs are accepted. 
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Table 1: Parameters and results of our case study 

Parameters varied Performance Economy Ecology 
Scena-
rio 

OPP 
at… 

Transp. waiting 
time OEM Dlr

OTD time 
[days] 

Stock Dlr 
[pcs.] 

Stock 
DC [pcs.]

Stock plant 
[pcs.] 

Number of 
transports 

Avg. Cap. 
Usage [%] 

CO2 per 
transport [kg] 

CO2 per 
part [kg]

Sc1 Dealer 10 h or full load 0,0 1354 157 974 265 0,667 83,81 2,10
Sc2 OEM 10 h or full load 12,6 0 88 1737 222 0,796 86,92 1,82
Sc3 Supplier 10 h or full load 14,8 0 87 213 231 0,765 86,17 1,88
Sc4 Dealer 48 h or full load 0,0 1351 157 974 210 0,841 88,01 1,74
Sc5 OEM 48 h or full load 12,8 0 88 1737 207 0,853 88,31 1,72
Sc6 Supplier 48 h or full load 15,3 0 87 213 231 0,765 86,17 1,88

CONCLUSION 

In this paper, a target system combining ecological
objectives with the established objectives of economy 
and logistics performance has been presented. In 
combination with the illustrated OPP methodology, 
which integrates a feasibility analysis of OPP supply 
chain scenarios followed by static and dynamic 
assessment, the three objectives may be pondered. The 
results of the case study presented above demonstrate 
that involving ecological objectives into the decision of 
the OPP placement can make a sizeable contribution to 
the reduction of emissions, such as CO2, and energy 
demand. The case shows qualitatively that both a high 
logistics performance and an ecological transportation 
strategy are possible, if high stock levels (and costs) are 
accepted. On the other hand, costs and emissions can be 
reduced by lowering the logistics performance (in our 
case a longer OTD time). 
Nevertheless, ecological OPP positioning should take 
additional steps forward. First, the aggregation of 
ecological indicators to a top key figure is necessary to 
allow for strategic balancing of the three objectives. 
However, the number of different units is challenging 
and complicating a combination of according values. A 
possible solution is the application of the standardized 
Life-Cycle Assessment (LCA) which offers a conclusion 
about ecological impact measured by a (non-
dimensional) score value. 
Second, ecological objectives are solely integrated as 
post-assessment criteria. The proposed solution lies in 
the integration of ecological drivers into the dynamic 
assessment phase, i.e. the integration of ecological 
parameters into simulation itself. As simulation requires 
a software tool, the necessary development step is 
enabling the supply chain simulator OTD-NET to deal 
with ecological parameters.  
Third, it is obvious that, so far, ecological aspects do not 
drive the definition of OPP supply chain scenarios. This 
specification is typically based on heuristics and 
feasibility selections for which literature already offers 
many product-related, market-related or material-flow-
related drivers (see for example Olhager 2003, Winkler 
2009). Yet, ecological considerations are not mirrored 
and a systematic derivation of ecological OPP drivers is 
necessary. Simulation of OPP scenarios may give first 
indications and serves as validation platform. 
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