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PREFACE 
 

The 35th ECMS International Conference on Modelling and Simulation (ECMS 2021) 

comes during very disturbing circumstances due to the continuing pandemic caused 

by COVID-19. Holding this conference this year (even if virtually) represents both the 

resilience and insistence of the research community to carry on with the academic 

duties and the hope that the pandemic will soon be over and that we will meet again in 

person in the coming years. 

 

ECMS 2021 is dedicated to all those who lost their lives due to Covid-19, to all those 

who suffered or still suffering due to catching the virus or losing loved ones, to all those 

heroes at the Frontlines fighting the virus and supporting the sick. A special dedication 

and appreciation to the research community in Europe and the world, who rose to the 

challenge and managed to develop the vaccines at an unprecedented speed. The 

whole world recognised and acknowledged the importance of research. In addition, the 

simulation and prediction models played a significant role in setting the preventive 

measures and setting governmental policies in the fight against Covid-19. 

 

ECMS 2021 will also be unique as the virtual organisation allowed Kuwait College of 

Science and Technology (KCST) to host the conference. KCST is very proud to step 

in and support the European Council for Modelling and Simulation and ECMS 2021. 

 

Big thank you to the loyal authors who submitted their papers to ECMS 2021. As usual, 

the Proceedings will be published as part of the Communications of the ECMS series, 

which enjoys now high recognition among the major indexing agencies. 

 

The Editors 

 

 

 

 

 

 

  



XIV Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

  



XV Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

TABLE OF CONTENTS 
 
Business Process Modelling and Simulation 
for Industrial Operations 
 
Application Of Multiagent Simulation Modeling 
To Forecast Milk Receiving Process 

Evgeny A. Nazoykin ........................................................................................ 05 
 
Designing And Optimizing Production In A High Variety / Low Volume 
Environment Through Data-Driven Simulation 

Virginia Fani, Bianca Bindi, Romeo Bandinelli ................................................ 10 
 
Evaluation Of Algorithm Performance For Simulated Square And Non-Square 
Logistic Assignment Problems   

Maximilian Selmair, Sascha Hamzehi, Klaus-Juergen Meier .......................... 16 
 
 
 
 
Machine Learning for Big Data 
 
On The Effect Of Decomposition Granularity On DeTraC For COVID-19 
Detection Using Chest X-Ray Images 

Nicole P. Mugova, Mohammed M. Abdelsamea, Mohamed M. Gaber ........... 29 
 
Towards Intrusion Detection Of Previously Unknown Network Attacks 

Saif Alzubi, Frederic T. Stahl, Mohamed M. Gaber ......................................... 35 
 
Data Stream Harmonization For Heterogeneous Workflows 

Eleftherios Bandis, Nikolaos Polatidis, Maria Diapouli, Stelios Kapetanakis ... 42 
 
Predicting Next Touch Point In A Customer Journey: 
A Use Case In Telecommunication 

Marwan Hassani, Stefan Habets .................................................................... 48 
 
 
 
  



XVI Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

Finance and Economics and Social Science 
 
Demographic And Statistical Modelling Of Grandfatherhood In Russia 

Oksana Shubat, Mark Shubat ......................................................................... 57 
 
Models For Forecasting The Number Of Russian Grandparents 

Anna Bagirova, Oksana Shubat ...................................................................... 63 
 
Factor Modeling Of Russian Women’s Perceptions 
Of Combining Family And Career 

Natalia Blednova, Anna Bagirova ................................................................... 69 
 
Clearinghouses Versus Central Counterparties 
From Margin Calculation Point Of View 

Melinda Friesz, Kata Varadi ............................................................................ 75 
 
Macroeconometric Input-Output Model For Transport Sector Analysis 

Velga Ozolina, Astra Auzina-Emsina .............................................................. 82 
 
Establishing A Basis For Decision Support Modelling Of Future 
Zero Emissions Sea Based Tourism Mobility In The Geiranger Fjord Area 

Boerge Heggen Johansen .............................................................................. 88 
 
Modelling Economic Crises In Hua He Framework 

Nora Felfoeldi-Szuecs, Peter Juhasz, Gabor Kuerthy, Janos Szaz, 
Agnes Vidovics-Dancs .................................................................................... 95 

 
Discrete Event Simulation Of The COVID-19 Sample Collection 
Point Operation 

Martina Kuncova, Katerina Svitkova, Alena Vackova, Milena Vankova ........ 102 
  



XVII Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

Open and Collaborative Models and Simulation 
Methods 
 
Pedestrian Simulation In SUMO Through Externally Modelled Agents 

Daniel Garrido, Joao Jacob, Daniel Castro Silva, Rosaldo J. F. Rossetti ..... 111 
 
MCX ꟷ An Open-Source Framework For Digital Twins 

Sajad Shahsavari, Eero Immonen, Mohammed Rabah, 
Mohammad-Hashem Haghbayan, Juha Plosila ............................................ 119 

 
Machine Learning Technology Overview In Terms Of 
Digital Marketing And Personalization 

Anna Nikolajeva, Artis Teilans ...................................................................... 125 
 
 
 
 
Finite – Discrete - Element Simulation 
 
Investigating The Load-Bearing Capacity Of Additively Manufactured Lattice 
Structures 

Janos P. Radics, Levente Szeles ................................................................. 133 
 
FE Model Of A Cord-Rubber Railway Brake Tube Subjected To 
Extreme Operational Loads On A Reverse Curve Test Track 

Gyula Szabo, Karoly Varadi .......................................................................... 139 
 
Analysis Of Tip Relief Profiles For Involute Spur Gears 

Jakab Molnar, Attila Csoban, Peter T. Zwierczyk ......................................... 147 
 
Implementation Of Bone Graft Adaptation's FE Model In HyperMesh 

Martin O. Doczi, Peter T. Zwierczyk, Robert Szoedy .................................... 152 
 
 
 
 
  



XVIII Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

Simulation and Optimization 
 
Real-Time Digital Twin Of Research Vessel For Remote Monitoring 

Pierre Major, Guoyuan Li, Houxiang Zhang, Hans Petter Hildre ................... 159 
 
Comparative Evaluation Of Lactobacillus Plantarum  
Strains Through Microbial Growth Kinetics 

Georgi Kostov, Rositsa Denkova-Kostova, Vesela Shopska, 
Bogdan Goranov, Zapryana Denkova ........................................................... 165 

 
Using Semantic Technology To Model Persona For Adaptable Agents 

Johannes Nguyen, Thomas Farrenkopf, Michael Guckert, 
Simon T. Powers, Neil Urquhart ................................................................... 172 

 
Differential Evolution Algorithm In Models Of Technical Optimization 

Roman Knobloch, Jaroslav Mlynek ............................................................... 179 
 
A Robust And Adaptive Approach To Control Of 
A Continuous Stirred Tank Reactor With Jacket Cooling 

Roman Prokop, Radek Matusu, Jiri Vojtesek ................................................ 185 
 
Robust Simulation Of Imaging Mass Spectrometry Data 

Anastasia Sarycheva, Anton Grigoryev, Evgeny N. Nikolaev, 
Yury Kostyukevich ........................................................................................ 192 

 
Make-To-Order Production Planning With Seasonal Supply 
In Canned Pineapple Industry 

Kanapath Plangsrisakul, Tuanjai Somboonwiwat, 
Chareonchai Khompatraporn ........................................................................ 199 

 
Modelling Player Combat Behaviour For NPC Imitation 
And Combat Awareness Analysis 

Paul Williamson, Christopher Tubb ............................................................... 205 
 
Employment Of Temporary Workers And Use Of Overtime 
To Achieve Volume Flexibility Using Master Production Scheduling: 
Monetary And Social Implications 

Marco Trost, Thorsten Claus, Frank Herrmann ............................................ 213 
 
Change Detection For Area Surveillance Using A Moving Camera 

Tatsuhisa Watanabe, Tomoharu Nakashima, Yoshifumi Kusunoki .............. 220 
 
Planning Of Sustainable Energy Systems For Residential Areas 
Using An Open Source Optimization Tool And Open Data Ressources 

Heiko Driever, Ursel Thomssen, Marc Hanfeld ............................................. 227 
 



XIX Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

Capacity Loss Estimation For Li-Ion Batteries 
Based On A Semi-Empirical Model 

Mohammed Rabah, Eero Immonen, Sajad Shahsavari,  
Mohammad-Hashem Haghbayan, Kirill Murashko, Paula Immonen ............. 235 

 
Research-Agenda For Process Simulation Dashboards 

Carlo Simon, Stefan Haag, Lara Zakfeld ...................................................... 243 
 
 
 
 
Modeling and Simulation for Performance Evaluation 
of Computer-based Systems 
 
Modeling And Analyzing Cloud Auto-Scaling Mechanism 
Using Stochastic Well-Formed Coloured Nets 

Mohamed M. Ould Deye, Mamadou Thiongane, Mbaye Sene ..................... 253 
 
Telling Faults From Cyber-Attacks In A Multi-Modal Logistic System 
With Complex Network Analysis 

Dario Guidotti, Giuseppe Cicala, Tommaso Gili, Armando Tacchella ........... 260 
 
Metadata For Root Cause Analysis 

Alexander A. Grusho, Nick A. Grusho, Michael I. Zabezhailo,  
Elena E. Timonina, Vladimir V. Senchilo ....................................................... 267 

 
Minimizing Mean Response Time In Batch-Arrival Non-Observable Systems 
With Single-Server FIFO Queues Operating In Parallel 

Mikhail Konovalov, Rostislav Razumchik ...................................................... 272 
 
 
 
  
Author Index ............................................................................................... 279 
  



XX Communications of the ECMS, Volume 35, Issue 1, June 2021, United Kingdom 

 



 
 
 
 
 

ECMS 2021 
 

SCIENTIFIC PROGRAM 

1



 

2



 
 
 
 
 

Business Process 
Modelling and Simulation 
for Industrial Operations

3



 

4



APPLICATION OF MULTIAGENT SIMULATION MODELING TO 

FORECAST MILK RECEIVING PROCESS 
Evgeny A. Nazoykin 

Moscow State University of Food Production  

Institute of Industrial Engineering, Information Technology and Mechatronics 

Volokolamskoe highway 11, Moscow, Russia 

E-mail: nazojjkinea@mgupp.ru 

 

 

KEYWORDS 

simulation modeling, multiagent modelling, food 

production facilities, milk receiving, production 

processes, AnyLogic.   

 

ABSTRACT 

This research paper discusses the application of 

multiagent simulation model of production processes by 

reference to milk receiving and storage. The paper 

describes basic parameters for general models, and 

presents the experiment results obtained during the 

model processing, as well as the approach towards 

implementation of the multiagent system employing 

AnyLogic simulation environment. 

The introduction of general technique to plot multiagent 

simulation models allows to use digital tools to create a 

virtual copy of the true-life processes with the possibility 

to provide forecast and identification of the food 

production industries.  

The employment of simulation modeling enables 

refinement of the production process under study, 

identification of its weaknesses, and provision of the 

expert opinion on improvement of production processes 

and as regards the results of virtual testing thereof. 

 

INTRODUCTION 

The outdated production facilities in the Russian 

Federation often do not cope with the tasks the resolution 

of which is necessary in the context of contemporary 

production specifics (Sirota, 2006). Nowadays, the 

impact from external factors, and the demands from 

industrial customers result in the search for advanced 

means of production planning or its modernization 

(Sovetov, 2007).  

The most relevant and feasible approach to the virtual 

representation of the real-life production processes is the 

employment of multiagent simulation modeling (Gabrin 

2004; Karpov 2005; Blagoveschenskaya 2010). This type 

of modeling aims at carrying out experiments in order to 

determine the optimum parameters of production 

processes, to forecast and visualize the results in a user-

friendly format, and to identify the weak points and find 

relevant managerial solutions for their elimination at the 

design stage without any costly procedures at real 

enterprises. 

One of the production processes under study, for which 

the application of simulation modeling is relevant, is the 

milk receiving line (Lisin, 2009). The techniques 

currently available to analyse (Ponomarev et al., 2006) 

production processes do not always meet the 

requirements of both enterprises and business integrators. 

The multiagent simulation methods allow to evaluate the 

feasibility of the drafted production plan, calculate the 

process execution expectancy, predict the production 

output figures, and identify internal processes in the 

course of the system modeling, as well as providing 

guidelines on how to update the target parameters when 

it comes to the production process advancement. 

 

THEORETICAL BACKGROUND 

The automatization flowchart and production processes 

at the enterprise were reviewed and taken into account 

(Boev, 2011; Nazoykin, 2019) in the course of multiagent 

production model elaboration. 

The research study is concerned with the milk processing 

line consisting of three sections: milk receiving area, 

milk storage, and milk processing area. 

The subject of the study is the milk receiving area, as well 

as the milk tank vehicle supplier and certain varying 

parameters required to design the model and carry out 

further experiments. The following varying parameters 

were identified: number of incoming milk tank vehicles 

and their volume; time between arrivals of milk tank 

vehicles; pumps capacity; volume of the tank located at 

the milk receiving area.  

The automatization flowchart and the afore mentioned 

parameters provide the basis for multiagent production 

model elaboration. 

The principle of operation of the milk receiving module 

is described by means of the automatization flowchart. 

Upon arrival, milk tank vehicles get connected to the 

milk receiving area by hose pipes (Ilyukhin et al., 2006). 

Then, raw milk from milk tank vehicles feeds tank 

MRT01 located at the milk receiving area. After tank 

MRT01, milk enters cooler MRE01, where it gets cooled 

down to the required temperature for its further 

transportation to the storage area by means of the filling 

line. Milk enters the manifold valve through cooler 

MRE01. The manifold, in fact, changes the route, and 

fills or empties the tanks located in the milk storage area. 

Having described the flowchart of the milk receiving 

area, it is possible to have it implemented in the 

simulation modeling environment of AnyLogic and 

employing the multiagent approach.  
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*Молоко – Milk 

Мойка высокого давления – Power-wash cleaning; Электроэнергия 360 В – Electricity 360 V; Вода Д925 – Water D925 

Fig. 1. Flowchart of receiving area 

 
RESEARCH STUDY 

The purpose of this research is to create a multiagent milk 

receiving model and milk transportation by tank vehicles 

in line with the production process under study. In the 

context of the objectives of the study, it is compulsory to 

use dynamically varying parameters in order to conduct  

virtual experiments and to identify weak points in any 

particular data set. Consequently, this contributes to the 

rational use of production resources. 

AnyLogic software and built-in libraries for discrete 

event simulation and flow modeling are used for the 

purposes of simulation model elaboration within the milk 

receiving module. 

The following constituents of the milk receiving module 

are available for modeling, i. e. milk tank vehicle 

supplier, converter of milk tank vehicle agent into flow, 

tank MRT01, cooler MRE01. According to the process 

description (Nazoykin, 2018) of creating multiagent 

models for production processes, the milk tank vehicle 

supplier and the milk receiving module are different 

agents independent of each other. Thus, it is compulsory 

to ensure a more flexible configuration, as well as 

providing for the ability to incorporate the obtained 

agents into other projects. 

Agent MilkCarProvider (Fig. 2) acts as a milk tank 

vehicle supplier imitating the arrival of a certain number 

of milk tank vehicles of a given volume at time intervals 

as stated by the input simulation parameters. The agent 

possesses 3 varying parameters, i. e. carCount (number 

of milk tank vehicles), carRemainingInParking (number 

of milk tank vehicles at stand-by in the parking lot, and 

timeBetweenArrivals (frequency of arrivals). Item 

milkCarSource is used to generate milk tank vehicles. 

Among its properties, parameter timeBetweenArrivals is 

assigned to this item so that the item is aware of the 

frequency of milk tank vehicles generation. Likewise, 

parameter carCount is used to generate items in a given 

number. When the milk tank vehicle agent leaves item 

milkCarSource, parameter carRemainingInParking is 

incremented; this means that the generated milk tank 

vehicle enters the parking lot and is waiting for 

connection to the milk receiving module. The generated 

items line up to wait and make carQueue. Then, the items 

enter area nextFreeMilkCar, which is accessed by the 

agent of receiving module, and the agent takes milk tank 

6



vehicles for use. When the milk tank vehicle agent leaves 

item nextFreeMilkCar, parameter 

carRemainingInParking is decremented. This means that 

the generated milk tank vehicle leaves the parking lot. 

Further-on, parameter carRemainingInParking is 

visually displayed for the agent to show the number of 

remaining milk tank vehicles. 

 

 

Fig. 2. Model of milk tank vehicle supplier and its visual representation 

 
The task of MilkReceivingStation (milk receiving area) is 

to take item milkCarSource from agent 

MilkCarProvider, convert it into the volume of milk, 

select a free line and, using the selected line, fill the tank 

located in the milk storage area. Agent 

MilkReceivingStation possess 7 varying parameters as 

follows: id (identifier), milkCarSize (volume of one milk 

tank), statusIndex (current status), statusStr (line 

representation of status), outputSpeed (pump capacity), 

tankSize (volume of MPT01 tank), fillingLine (reference 

to the filling line agent). Item carSource in this case does 

not generate the items of milk tank vehicle; instead, it 

gets filled in by calling command inject(). This command 

invokes the stage of the statechart, using which it is 

possible to transfer the logic of agent activities to 

AnyLogic software. The statechart is given in Fig. 3. 

Area waitMilkCar (waiting for a milk tank vehicle), Java 

code is exercised addressing to agent MilkCarProvider to 

request from item nextFreeMilkCar the next milk tank 

vehicle provided the value carRemainingInParking is 

more than 0. After the agent receives the next milk tank 

vehicle for unloading, the stage of the statechart called 

connectingPipes gets activated and lasts for 15 minutes 

simulating the connection of hose pipes to the milk tank 

vehicle. Item agentToFluid is used to convert the items 

of milk tank vehicle into a particular volume of liquid. 

This item obtains parameter milkCarSize to define the 

capacity of one milk tank vehicle. Using Pipeline 

facilities, milk is supplied first to milkSource (simulation 

of tank MPT01) and then to freezingTank (simulation of 

cooler ME01). The cooled raw milk enters area FluidExit. 

The case frames from flow simulation library FluidExit 

and FluidEnter are made to implement a dynamic 

network of flows. In this model, these case frames are 

needed to simulate the distribution manifold valve. 

FluidExit includes method connect, to which item 

FluidEnter is connected. This method links FluidExit 

with FluidEnter. Then, the flow from FluidExit goes to 

FluidEnter; and this allows to dynamically convert the 

network of flows depending on the required 

configuration. 

 
SIMULATION MODELING RESULTS 

Item Simulation is used to do the initialization of input 

parameters. Command getIntValue() assists in choosing 

the integer values from the filled-up text boxes, 

command getDoubleValue() helps to choose the floating-

point values. These values are applied to the previously 

discussed parameters in agent Main. 

Besides, the simulation modeling environment of 

AnyLogic offers tools to plot different charts. In this 

case, a time-base chart from the available collection is 

selected, and the statechart for equipment is plotted. By 

doing so it is possible to analyse the states currently 

relevant for agents, and took managerial decisions. For 

instance, analysing the chart given in Fig. 4, it can be seen 

that the receiving module is in operation for only 1 hour, 

with the subsequent hours being idle. This means that 

under the set parameters the milk receiving module is 

able to process larger volumes of the supplied raw 

material. 

Therefore, by carrying out the experiment with the 

model, it is possible to adjust the parameters of all 

production processes, and do the real-time tracking of the 

mode of operation for the equipment in order to prevent 

the equipment idle time, as well as identifying the system 

in its entirety.  
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Fig. 3. Model of receiving module, its visual representation and statechart 

 
 

 

 
Consequently, with the model undergoing the 

experiments, it is possible to select the appropriate 

equipment to achieve the target performance indicators. 

 

  
Fig. 4. Time-base chart 

 
CONCLUSIONS 

Based on the analysis of the production processes and 

using the equipment at the production facility, it is 

possible to elaborate the multiagent simulation model of 

the milk receiving area and the model of the milk tank 

vehicle supplier in the simulation modeling environment 

of AnyLogic. 

Application of this agent-oriented model allows as 

follows: 

• to identify the milk receiving processes at the 

production facility; 

• to introduce the possibility of modifying the 

parameters for the purposes of conducting experiments; 

• to employ the time-base chart to detect weak 

points of the production performance. 

Using the designed simulation model makes it possible 

to test various equipment configurations by selecting 

relevant parameters.  
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ABSTRACT 

HVLV environments are characterized by high product 
variety and small lot production, pushing companies to 
recursively design and optimize their production 
systems in a very short time to reach high-level 
performance. To increase their competitiveness, 
companies belonging to these industries, often SMEs 
working as third parties, ask for decision-making tools 
to support them in a quick and reactive reconfiguration 
of their production lines. Traditional discrete event 
simulation models, widely studied in the literature to 
solve production-related issues, do not allow real-time 
support to business decisions in dynamic contexts, due 
to the time-consuming activities needed to re-align 
parameters to changing environments. Data-driven 
approach overcomes these limitations, giving the 
possibility to easily update input and quickly rebuild the 
model itself without any changes in the modeling code. 
The proposed data-driven simulation model has also 
been interfaced with a commonly-used BI tool to 
support companies in the iterative comparison of 
different scenarios to define the optimal resource 
allocation for the requested production plan. The 
simulation model has been implemented into a SME 
operating in the footwear industry, showing how this 
approach can be used by companies to increase their 
performance even without a specific knowledge in 
building and validating simulation models. 

 
INTRODUCTION 

As suggested by the name, High Variety/Low Volume 
(HVLV) environments are manufacturing scenarios 
characterized by high product variety, frequent 
production order changes and small lot dimensions. As 
reported by White and Prybutok (2001), another 
possible definition of HVLV could be “non-repetitive 
companies”, where all the production stages operate on 
a non-repetitive base (Portioli-Staudacher and 
Tantardini, 2012). In this context, frequent changes of 
production mix have to be managed, often requiring the 
re-optimization or even re-design of production flows. 
HVLV represents a strategic choice for all the 

companies that aims to provide quick and reactive 
production, such as the ones working in dynamic and 
uncertain contexts like the fashion industry. For 
instance, a HVLV approach is frequently chosen by 
SMEs that, due to their size, have low volumes to 
produce and several clients to work with as third-party 
suppliers, facing with the trade-off between flexibility 
and high efficiency (Katic and Agarwal, 2018). Most of 
the manufacturing SMEs operates as job-shop, declared 
to be a HVLV manufacturing environment requiring 
skilled and flexible workforce to produce a wide range 
of products (Haider and Mirza, 2015; Huang and Irani, 
2003). Each production unit produces a large variety of 
part types in small batches, characterized by their own 
routing and sequenced tasks (Slomp et al., 2009). The 
existing literature on HVLV is focused on the 
improvement of operational efficiency (Adrodegari et 
al., 2015; Cransberg et al., 2016; Hendry et al., 2013), 
even using approaches often adopted in high volume 
and low variety mass markets (Thomassen and Alfnes, 
2017). For instance, even it is a common 
misunderstanding that lean is suitable for mass 
production only, it has been proposed to guarantee 
flexible productions in high variety environment 
(Haider and Mirza, 2015; Slomp et al., 2009). In lean 
paradigm, the elimination of non-value-added activities 
and wastes, such as overproduction and buffer, aims to 
reduce lead time, guaranteeing more responsiveness to 
customer demand (Haider and Mirza 2015). Other 
causes of waste are represented by long waiting and 
queue times that may occur due to the over-saturation of 
resources (Haider and Mirza 2015) or unbalanced 
scheduling plan (Fernandes et al, 2014; Fernandes et al, 
2020), resulting in large work in process (WIP). The 
identification and monitoring of an appropriate set of 
indicators represents a key aspect especially within 
dynamic contexts, where changes in key performance 
indicators (KPIs) have to be immediately followed by 
the most appropriate reaction. As shown in literature 
(Haider and Mirza 2015; Slomp et al., 2009), main KPIs 
for production performance are WIP, lead time (LT), 
productivity, takt time (TT) and resource utilization. 
Despite the clear gainable benefits, KPIs monitoring and 
resource balancing are time-consuming activities, 
especially in HVLV contexts where they have to be 
often conducted due to the frequent change of 
production mix. In fact, each item  has its own 
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production cycle in terms of tasks list, sequence and 
processing time, requiring production layout 
reconfiguration and re-assignment of tasks to resources 
(Haider and Mirza, 2015). Even if discrete-event 
simulation (DES) is widely used to optimize and predict 
the performance of job shops, frequent changes in 
production orders and unexpected events, typical of 
HVLV environments, ask for real-time models able to 
evaluate different scenarios in a very short time. Data-
driven is an approach to simulation to overcome the 
long time needed to build and validate models in real 
environment, automatically re-building the model from 
data stored into structured dataset without any need to 
run programming code (Wang et al., 2011). According 
to this, they can be applied to both traditional and 
intelligence manufacturing systems (Zhang et al., 2019), 
interacting with real environments to update simulation 
models with on-field feedback (Goodall et al., 2019). In 
this paper, the data-driven approach has been used to 
give quick tips to final users to easily re-build the 
simulation model to optimize and balance resources’ 
workload recursively. The proposed parametric data-
driven model for HVLV scenarios has been applied in a 
footwear SME, representing the fashion industry one of 
the main dynamic sectors due to the high variants to be 
managed (d’Avolio et al., 2016), where simulation has 
already been successfully applied for optimizing 
production (Fani et al., 2017; Fani et al., 2018; Hassan 
et al., 2019). The work is structured as follows: in the 
first section, a clear overview of the purpose of the work 
is given; in the second section, the proposed data-driven 
model is described and the iterative procedure for its 
application summed up; the third section shows its 
implementation on a real scenario in the footwear 
industry; finally, main conclusions and further 
developments are shown. 

PROBLEM STATEMENT 

In HVLV environment, several KPIs have to be 
constantly monitored in operational dashboards. First, 
daily productivity (i.e. the number of units produced per 
day) represents a target value to be reached or, 
generally, to be maximised according to the resource 
availability. Frequently used within lean production 
systems, TT (i.e. the average time between the start of 
production of one unit and the next one) is a key 
indicator of the production rate, to be respected for 
matching the demand. If a process is unable to produce 
at takt time, in fact, additional resources or process re-
engineering is needed to reach the productivity target. 
Besides TT, LT (i.e. the amount of time from the start of 
a process until its conclusion, including processing and 
waiting times) is another parameter to be measured and 
monitored to reach the productivity target. A shorter LT, 
in fact, results in a higher productivity. Because within 
most plants the largest contributor to LT was queue time 
(i.e. the amount of time a unit spends waiting before 
being processed), reducing queue time further reduces 
LT. The waiting time strictly depends on the queue 
length, a part of the work in process (WIP): queue size 

is the number of units waiting for being processed, 
while WIP is the overall number of items in a 
production system, including both waiting and 
processing items. From a lean perspective, the optimal 
WIP size should be equivalent to the number of 
workstations, having queue size equals to zero through 
the implementation of the one-piece-flow approach. 
Finally, resource utilization strongly influences WIP, 
because over-saturated resources represent bottlenecks 
in unbalanced production systems. According to this, 
the main key performance indicators monitored in the 
proposed data-driven simulation model are productivity, 
TT, LT, queue size and saturation. The related target 
values defined by companies can be reached changing 
variables that occur in production. For instance, 
additional capacity impacts on LT, reducing queue time 
and increasing productivity. Even the described KPIs 
reflect the critical success factors for companies 
working in several production contexts, main challenges 
for HVLV strategy are related to the frequent need of 
re-optimize or even re-design the production flows. 
According to this, the main challenge in HVLV 
strategies are not related to specific KPIs to be 
monitored but to identify the most suitable decision-
support tool to make quick and reactive changes in 
production based on their value. Given certain 
production plan (i.e. Stock Keeping Units – SKUs - 
mix, delivery quantities and due dates) and production 
cycle per SKU (i.e. processing time per each task) as 
fixed input, capacity can be increased in many ways, 
such as enlarging the amount of working hours per day 
or adding more resources. Considering containers as 
handling units, related parameters have to be included in 
the analysis due to their impact on production 
performance. First, each containers can include a 
variable number of items, impacting on the processing 
time required per handling units and, consequently, on 
the queue over the system: higher container capacity is, 
less one-piece-flow approach is followed, increasing the 
WIP and slowing the overall production flow. Similarly, 
buffer capacity between workstations represents a 
variable that moves from 1, reflecting the one-piece-
flow approach, to unlimited capacity, reducing the 
occurrence of waiting workers on the production line. 
Finally, restrictions on the number of containers to be 
daily moved over the production system can be 
included, especially when production is outsourced and 
target values are defined in supplier agreements. 

MODEL DESCRIPTION 

Starting from the problem statement, the proposed data-
driven simulation model has been defined. The 
commercial simulator used is AnyLogic®, chosen for 
its interface with commercial databases, as well as for 
the easy importing procedure and its built-in database, 
adopted to store the input data needed to realize the 
data-driven model. In addition, the possibility to 
implement Java functions has been used to parametrize 
the processing times per SKU and the assignment of 
workers to workstations. The database structure has 
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been defined to make easier the import of a production 
plan, as well as a separate table to manage the 
production cycle of each SKU. For instance, in order to 
guarantee an easy management of changes in production 
mix, the database table related to production cycles has 
been structured including SKU, sequence, task, and task 
time as columns: a new SKU will only require to add 
rows related to its own tasks list and sequence. Moving 
to the parameters of each element, none of them has 
been included in the model as fixed value, but as a 
variable to be updated according to the dedicated field 
on the database uploaded at the model running. For 
instance, the assignment of each task per SKU to a 
workstation and a worker who processes it has been 
done directly on the database. Once the database 
structure for a parametric modeling of input and 
variables has been developed, the database views for 
collecting data to calculate the performance indicators 
have been realized. For instance, a datalog to track the 
queue size per workstation during the model running 
has been coded. The tracking frequency for queue size 
has been parametrically defined as model parameter to 
be easily changed before the model execution, in order 
to make the final user able to evaluate the trade-off 
between collecting more frequent information and 
increasing the execution speed. The model can be 
applied in real scenarios according to the iterative 
procedure shown in Figure 1. 
 

 
 

Figure 1: Proposed data-driven simulation model 
 
Looking at Figure 1, the proposed procedure for the 
implementation of a parametric data-driven simulation 
model can be described as follows. First, the input data 
have to be exported from the company ERP and 
enriched filling values related to the variables included 
in the model. For instance, even the production cycle for 
the SKUs included in the production plan is given, the 
assignment of each task to a specific resource working 
on a certain workstation has to be done at this point. 
Once all the variables have been filled, the database 
structure for the model is ready and can be imported on 
the simulator database. Moreover, parameters such as 
containers and buffer capacities are set to be acquired 
by the model itself. The parametric data-driven model is 

then built according to the database values using the 
Java language available in AnyLogic®. In more detail, 
the generic layout of the realized discrete simulation 
model is composed of a parametric source and a generic 
“workstation” agent, as shown in the following 
paragraph. Moreover, the “worker” agent has been used 
together with dataset and schedule objects to 
dynamically define assignments and shifts respectively. 
At the model start, the assignment of workers to 
workstations is done using the Java language and 
processing time per item processed on each workstation 
is defined according to the value stored in the database 
table related to production cycles. Once the model has 
been run, the database views previously defined on the 
simulator to monitor the KPIs are exported and the 
values analysed. The comparison between the KPIs 
value coming from the simulator and the target values 
will determine if new iteration of the procedure is 
needed or not. New iterations mean changing the 
variables and parameters setting according to the results, 
in order to update the database and run again the re-built 
model. For instance, the productivity target could not be 
reached and resources will have to be re-assigned to 
better balance the production system, reducing queue 
and levelling workers’ saturation. 
 
CASE STUDY 

The As-Is Scenario 
The proposed simulation model has been applied into a 
footwear company to demonstrate its applicability in 
real scenarios. The footwear production cycle begins 
with the cutting process, followed by stiching, lasting 
and assembly and, finally, quality control and packing. 
The cutting department cuts all the parts needed for 
each shoe, then gathers the parts into kits (i.e. one kit 
includes all the parts for each pair of shoes). Cut kits 
then move to the stitching department for assembly. In 
the stitching department the operations are divided into 
simple steps and each worker is given few tasks, even 
only one. Generally, two stitching lines can support one 
assembly line. Once the stitching has been completed, 
the upper must be lasted before the outsole can be 
attached. Lasting is the operation that gives shoe its 
final shape. After the upper is heated and fitted around a 
plastic metal, or wood foot form called “last”, the 
insole, midsole, and outsole are cemented to the upper. 
The last steps are quality control and, if shoes are 
compliant to the final check, their packing. Moving 
towards the case study, the simulation model has been 
applied to the stitching department of the company., 
composed by 4 production units organized as job shops: 
the first one is the preparation unit, where cut materials 
delivered in kit are re-organized in the stitching 
handling units, usually boxes, together with the other 
components needed (e.g. laces); the second and third 
units provide uppers and tongues respectively, 
assembled together in the last production unit. A 
simplified schema of the production units included in 
the case study is shown in Figure 2. Workstations (i.e. 
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“WSX” in the diagram) can be sewing machines or 
workbenches for manual activities, while workers (i.e. 
“wX” in the diagram) are resources that can be assigned 
to different type of tasks and machines. 
 

 
 

Figure 2: Resources in production units 
 
Conveyors are used to speed the movement of handling 
units, but boxes can also be manually moved from one 
workstation to the next one according to the task 
sequence in the SKU production cycle. Moreover, a 
SKU can be worked by the same station more than 
once, as well as a single worker can be assigned to more 
than one workstation. Last, moving from one SKU type 
to another, different workstations can be used and 
different sequences can be followed, according to the 
SKU production cycle. For instance, considering a box 
filled with the generic item SKU1 entering the system 
shown in Figure 2, it will be processed according to the 
SKU production cycle, starting with tasks assigned to 
the worker w1 on the workstation WS1. Once w1 has 
completed the assigned tasks for all the SKUs included 
in the handled box, he will put the box back on the 
conveyor to move it from its workstation to the next 
one. Looking at the diagram, if the next task for the 
SKU has to be processed by w2 or w5, they can take the 
box directly from the conveyor; on the other hand, in 
case of task assigned to w4, no conveyor links the 
involved workstations and it is the worker himself who 
moves the box from the previous to his workstation. As 
shown in the diagram, w2 processes tasks on both WS2 
and WS4, depending on the SKUs production cycle: for 
example, considering WS2 as sewing machine and WS4 
as workbench for manual activities, SKU1 could require 
only sewing tasks while SKU2 also manual activities 
like the application of decorations or patches. Finally, 
non-sequential sewing activities on the same 
workstation could be included in the production cycle, 
requiring for example to process SKU2 on WS2, then 
on WS4 and then again on WS2. Boxes are usually 
mono-SKU, meaning that each box contains a certain 
number of the same SKU that requires the same tasks. 
In the case study, the capacity is equals to 2 pairs of 
shoes per box and 2 types of SKUs are included in the 
production mix. 

The Application of Data-driven Simulation 

Starting from the organization of the stitching 
department, the data-driven model for the case-study is 
composed by three building blocks, modelled as 
diagrams: one for the box and shoes generation, the 

second for the task processing and the third for the 
shoes sink and box recycling, as shown in Figure 3, 
Figure 4 and Figure 5 respectively. According to the 
resource assignments on the database, a specific number 
of workers, as agents, and workstations, as flowcharts, 
are generated at the model start. 
 

 
 

Figure 3: Source station workflow 
 
The source diagram in Figure 3 generates both the 
boxes and shoes entering into the production system. 
According to the data stored in the database, the 
sourceBox element creates a fixed number of boxes (i.e. 
300 in the case study), representing the maximum 
number of boxes allowed in the production system. The 
company has chosen to fix the number of allowed boxes 
to limit the WIP in the production system, but the 
simulation model can be run even setting an unlimited 
number of boxes. The fromExitBox element receives the 
empty boxes arriving from the exitBox station in Figure 
5. The sourceShoes element generates shoes according 
to the production plan exported from the ERP and 
stored into the database, both in terms of pairs of shoes 
and scheduled date. The pickupSource element assigns 
shoes to boxes according to the box capacity: as shown 
in Figure 3, boxes and shoes are independent agents 
before the pickup element while filled boxes became the 
handling units after that. Filled boxes then move to the 
queueSourceBoxExit buffer, representing the company 
warehouse before the production area. The exitSource 
element dispatches each filled box to the right resource 
according to the workstation with sequence equals to 
“1” for the SKU contained in the box. That data is read 
on the database table related to the production cycle per 
SKU. More in details, the exitSource element in Figure 
4 moves the filled boxes to the right enterServiceXX 
element in Figure 4. 
 

 
 

Figure 4: Generic workstation workflow 
 
Figure 4 represents tasks processing on workstations, 
from the assignment of a filled box to its dispatching to 
the next workstation. Along the production system, 
boxes move from ServiceXX to ServiceNN until the final 
workstation listed on the SKU production cycle. 
Similarly to exitSource in Figure 3, the exitServiceXX 
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element in Figure 4 defines the criteria to move filled 
boxes to the next workstation, reading the sequence 
equals to “n+1” for the SKU contained in the box on the 
dedicated database table. The restrictedAreaStartXX and 
restrictedAreaEndXX elements are used in order to 
define the total number of boxes into a workstation. The 
size of queueEntServXX and queueExitServXX elements 
defines the capacity of the intermediate warehouses 
before and after the workstation respectively. The 
queuing discipline for bringing the right box to be 
processed from the conveyor (i.e. queueEntServXX) is 
priority-based. If a single box can be processed on the 
same workstation more than once, in fact, priority has to 
be given to boxes that have already been processed on 
the workstation. The dropoffServXX and pickServXX 
elements replicate the activities of unloading and 
loading of shoes done by the workers in each 
workstation. The queueInShoesServXX element defines 
the maximum number of shoes that can be unloaded 
from the boxes and release on the worker table. The 
seizeXX and releaseXX elements assign a specific 
worker to the workstation, choosing between the ones 
enabled from database to that workstation and according 
to their availability. Once the worker has been assigned, 
he will not be released until shoes in the 
queueInShoesServXX are completely worked, to manage 
workers assigned to more than one workstation. The 
queueEntServXX differs from the queueInShoesServXX 
because, while several boxes can be processed into the 
first buffer by different workers, once shoes have been 
removed from boxes and released on the worker table 
they will be processed by himself. To reflect the 
company’s aim to implement a one-piece-flow strategy, 
the queueEntServXX buffer has been set to 1, while the 
queueInShoesServXX equals to the parameter related the 
number of shoes placed within a generic box. 
 

 
 

Figure 5: Sink and recycle workflow 
 
Once the production cycle has ended, boxes enter the 
last building block (i.e. Figure 5), where shoes are 
unloaded from boxes and destroyed by the sinkShoes 
element. Boxes are moved to the queueSourceBox 
element through the exitBox, waiting to be filled with 
new shoes (i.e. Figure 3). 

The Results 

Starting from the described scenario, the database has 
been filled and imported on the simulator, according to 
the production plan given as input, as well as the 
assignment of resources to tasks hypothesised by the 
company that includes 36 workers and 55 workstations. 
A single run of 12 months with 12 replications has been 
carried out and the first 15 days represent the warm-up 
period. Microsoft PowerBI® has then been used to 

graphically report and navigate that results. For the 
analysed company, the main KPI to be monitored is 
productivity, with a target value to be reached of 165 
pairs of shoes, mixed as 110 pairs of SKU type “1” and 
55 pairs of SKU type “2”. Reaching that target value 
has been the first objective for the company for 
implementing simulation, to both analyse if that 
productivity will be got and if possible bottlenecks 
could be identified in advance. The model running 
reached the daily target of 165 pairs of shoes, but 5 
workstations showed an average queue size of more 
than 10 boxes, identified by the company as limit value. 
2 workers operates on the critical workstations (i.e. the 
first worker on two workstations and the second on 
other three), showing each of them a saturation slightly 
less than 100%. According to this, the second scenario 
asked by the company aims to identify how many 
resources should be added to decrease the average 
queue size under the limit value. For example, new 
workers could be assigned to different tasks previously 
associated to other workers and even to different 
workstations. In the case study, the tasks associated to 
the almost saturated workers w1 and w2 have been 
partially re-assigned to a new resource (i.e. w37). Even 
if w37 did not reached a high saturation, the new 
configuration does not represent a suboptimal solution, 
because it better fits with the company need of 
resources able to absorb the frequent request of extra-
capacity to match the high variable demand. Once the 
best balancing has been identified for the analysed 
production mix, the company asks for a quick re-
building of the simulation model after changing the 
SKUs to be produced. In fact, the change of production 
mix for the analysed footwear company occurs every 4-
5 weeks with a very short notice from the brand owners, 
requiring a re-balancing of the production line that 
should cover 3 days at most. The main issue the 
company has faced with is that, even re-balancing in 
advance, the first week of production for the new SKUs 
mix is usually spent to understand the reasons of 
disruptions physically detected on the production line. 
According to this, the expected results from using 
simulation have been the reduction of wrong re-
balancing for changes in production mix and, 
consequently, a reactive re-assignment of resources to 
guarantee the productivity target. In the case study, 
instead of the two SKUs included in the first model 
runs, the change mix had replaced one of them with 
another SKU. The first run of simulation has been done 
re-building the data-driven model with the same number 
of workers and workstations, updating only database 
values related to SKU types and production cycles. The 
database views show a productivity of 157 pairs of 
shoes, 8 less than the target. Due to queue trends and 
saturation of two workers close to 100%, some of the 
processed tasks have been re-assigned to the under-
saturated worker added in the last scenario. Once the 
data have been updated and the simulation model run, 
the productivity indicator reaches the target value. 
Finally, the last scenario analysed by the company 
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refers to how to readapt the production line to double 
the productivity. The approach followed has been, first, 
doubling the number of workers assigned to each task, 
processing each one the 50% of the production. 
According to the iterative procedure showed in Figure 
1, once the data-driven model had been run with the 
updated production plan and resource assignment as 
input, the final user has analysed the results in terms of 
production performance. As expected, the productivity 
target has been reached doubling the involved resources. 
Many improvements could be introduced to optimize 
the resources balancing, due to the high undersaturation 
of many workers. The iterative tasks re-assignment and 
KPIs evaluation procedure has been conducted 
allocating tasks splitted to several resources to few ones, 
until the optimal configuration of resources to guarantee 
the productivity target has been identified. The 
application of that procedure reduces the number of 
workers. from 74 to 53. 

CONCLUSION 

The present work demonstrate the successful application 
of the proposed data-driven simulation model to a 
HVLV real context. The case study has demonstrated 
how an iterative approach to data-driven simulation can 
support companies in decision-making process towards 
production performance improvement. More in details, 
this work demonstrates how the limitations of 
traditional simulation modelling into a dynamic 
environment can be overcome, reducing the time needed 
to find the optimal solution in terms of association 
workstation-tasks, number of workstations and number 
of workers. Beside this, further developments can be 
identified starting from the main results listed above. On 
the one hand, a data-driven approach to the 2D and 3D 
modelling can be included in the proposed model to 
assess other KPIs, such as layout optimization to 
minimize workers’ movement along the production line. 
On the other hand, manual updates on database 
parameters after each iteration represent a key value for 
reaching simulation benefits by low-tech users but could 
not fit more structured companies. According to this, the 
proposed data-driven model can be extended towards 
new trends, such as running optimization algorithms 
within the simulation model or introducing Industry 4.0 
technologies like Artificial Intelligence to improve 
performance and reduce computational time. 
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Abstract—The optimal allocation of transportation tasks to
a fleet of vehicles, especially for large-scale systems of more
than 20 Autonomous Mobile Robots (AMRs), remains a major
challenge in logistics. Optimal in this context refers to two
criteria: how close a result is to the best achievable objective
value and the shortest possible computational time. Operations
research has provided different methods that can be applied
to solve this assignment problem. Our literature review has
revealed six commonly applied methods to solve this problem. In
this paper, we compared three optimal methods (Integer Linear
Programming, Hungarian Method and the Jonker Volgenant
Castanon algorithm) to three three heuristic methods (Greedy
Search algorithm, Vogel’s Approximation Method and Vogel’s
Approximation Method for non-quadratic Matrices). The latter
group generally yield results faster, but were not developed to
provide optimal results in terms of the optimal objective value.
Every method was applied to 20.000 randomised samples of
matrices, which differed in scale and configuration, in simulation
experiments in order to determine the results’ proximity to
the optimal solution as well as their computational time. The
simulation results demonstrate that all methods vary in their
time needed to solve the assignment problem scenarios as well as
in the respective quality of the solution. Based on these results
yielded by computing quadratic and non-quadratic matrices of
different scales, we have concluded that the Jonker Volgenant
Castanon algorithm is deemed to be the best method for solving
quadratic and non-quadratic assignment problems with optimal
precision. However, if performance in terms of computational
time is prioritised for large non-quadratic matrices (50 × 300
and larger), the Vogel’s Approximation Method for non-quadratic
Matrices generates faster approximated solutions.

Keywords—Assignment Problem; Jonker Volgenant Castanon;
Vogel’s Approximation Method; Hungarian Method; Greedy Search;
Autonomous Mobile Robots;

I. INTRODUCTION

The transportation of goods and materials, which can take
place within a plant as well as to and from it, is an integral
part of every supply chain and contributes substantially to an
enterprise’s expenses. As such, every logistics manager who
has to deal with matters of transport aims to find the most
cost-efficient solution while meeting high customer service
standards, i. e. meeting demands at the lowest possible expense.
This is referred to as the Assignment Problem (AP) and has
been the subject of extensive operational research (Dı́az-Parra et
al., 2014). Researchers, who attempt to solve this problem, also
aim to minimise the total transportation costs whilst moving

goods from several supply points (e. g. warehouses) to demand
locations (e. g. customers). Theoretical and practical use cases
are based on two conditions. Each transport origin features a
fixed amount of goods that can be distributed. Correspondingly,
every point of transport destination requires a certain number
of goods (Shore, 1970).

Each point of origin can be connected to every designated
destination, thereby creating several routes that are often
associated with different costs. These varying costs can be
visualised in matrices, where each cell represents a potential
effort. Depending on the objective of the optimisation, these
efforts can be a monetary value, the transport distance or the
duration that an agent requires to fulfil a corresponding task.
Matrices like this are common practice in studies dealing with
the AP and are used to make allocation decisions.

The underlying use case, where tasks have to be assigned
to vehicles of a fleet consisting of AMRs, differs from the
classical AP. In our case, each AMR has a capacity restriction
of 1, i. e. a maximum of one load carrier can be transported at
a time. Furthermore, each task corresponds to a demand of 1.
This means that every task can only be allocated to one single
AMR. Additionally, the number of available AMRs rarely
matches the number of to-be-assigned tasks in practice. Since
the size of the matrices depends on this factor, non-quadratic
matrices (e. g. 40 × 50) are common. There are different
approaches to solve this particular assignment problem, e. g.
Integer Linear Programming, machine-learning-based methods
or the application of algorithms (see section II).

For the latter approach, algorithms, one needs to distinguish
between those that solve every problem scenario optimally,
here referred to as optimal methods, and heuristics, which in
some cases fail to find the best solution and instead result in
approximations. Furthermore, all methods vary greatly in terms
of the computation time required to solve a given assignment
problem.

This paper is structured as follows: the next section provides
an overview of the different methods that can be applied to
solving the AP. These being Integer Linear Programming (ILP),
the Hungarian Method (HM), the Jonker Volgenant Castanon
(JVC) algorithm, a variation of a Greedy Search (GS) algorithm
and Vogel’s Approximation Method (VAM) with its associated
adapted version for non-quadratic matrices, VAM-nq. The third
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section introduces the use case that gave rise to this study. The
simulation study and the discussion of the results are presented
in section IV, which is followed by the conclusion.

II. THE HISTORY OF SOLVING THE ASSIGNMENT PROBLEM

The Generalised Assignment Problem (GAP) describes the
generalisation of both the knapsack problem and the bin
packing problem (Cattrysse and van Wassenhove, 1992). In
its original characteristic, one is given m agents with a
corresponding capacity Bj for each agent j, and n tasks
such that each task i has size sij and yields profit pij when
assigned to agent j. The objective is to find an optimal
assignment of agents to tasks by maximising the total profit.
Applications of GAP can be found in multiple areas including
fixed charge location problems, grouping and loading for
vehicle routing, flexible manufacturing systems, scheduling
variable length commercials, allocating storage space, designing
communication networks, scheduling payments on accounts,
assigning software development tasks to programmers, schedul-
ing projects, assigning jobs to computers in networks, and
assigning ships to overhaul facilities (Krumke and Thielen,
2013; Cattrysse and van Wassenhove, 1992).

In this paper, we consider a variation of the problem in
which all the agents’ budgets and all tasks’ costs are equal
to 1 (Pentico, 2007). This section provides a description of
the established solution methods for the AP. The first attempt
at solving the AP dates back to 1955 with Kuhn’s Hungarian
Method. In the subsequent decades, numerous researchers
proposed a multitude of methods and solutions as listed
hereafter in their chronological order: (Kuhn, 1955; Munkres,
1957; Reinfeld and Vogel, 1958; Witzgall and Zahn, 1965;
Edmonds, Johnson and Lockhart, 1969; Dinic and Kronrod,
1969; Hopcroft and Karp, 1973; Pulleyblank, 1973; Gabow,
1976; Lawler, 1976; Karzanov, 1976; Cunningham and Marsh,
1978; Micali and Vazirani, 1980; Burkard and Derigs, 1980;
Kazakidis, 1980; Derigs, 1981; Shimshak, Kaslik and Barclay,
1981; Galil, Micali and Gabow, 1982; Minoux, 1982; Havel,
Kuntz and Crippen, 1983; Gabow, 1985; Grötschel and Holland,
1985; Derigs, 1986; Derigs and Metz, 1986; Trick, 1987; Jonker
and Volgenant, 1987; Derigs, 1988; Lessard, Rousseau and
Minoux, 1989; Gabow, Galil and Spencer, 1989; Gabow, 1990;
Gabow and Tarjan, 1991; Derigs and Metz, 1991; Gerngross,
1991; Applegate and Cook, 1993; Atamtürk, 1993; Miller and
Pekny, 1995; Feder and Motwani, 1995; Cheriyan, Hagerup
and Mehlhorn, 1996; Goldberg and Kennedy, 1997; Goldberg
and Karzanov, 2004; Mucha and Sankowski, 2004; Harvey,
2006; Duan and Pettie, 2014; Cygan, Gabow and Sankowski,
2015; Gabow, 2017; Selmair, Meier and Wang, 2019)

The analysis of the relevant literature has yielded a total
of four methods that are frequently applied in research (Paul,
2018; Dinagar and Keerthivasan, 2018; Nahar, Rusyaman and
Putri, 2018; Ahmed et al., 2016; Korukoğlu and Ballı, 2011;
Freling, Wagelmans and Paixão, 2001; Li, Mirchandani and
Borenstein, 2007; Balakrishnan, 1990). These are Integer Linear
Programming (ILP), the Hungarian Method (HM), Vogel’s
Approximation Method (VAM) and the Jonker Volgenant

Castanon (JVC) algorithm. For the purpose of this paper, we
chose the three optimal methods – ILP, HM and the JVC
algorithm – and three heuristic approximation methods: Vogel’s
Approximation Method with its variation for non-quadratic
matrices, VAM-nq, as well as a trivial Greedy Search algorithm
for benchmark reasons. In the following, each method will be
described in detail.

A. Integer Linear Programming

As stated previously, ILP is one if the approaches that
is able to ascertain an optimal solution for different, even
large-scale scenarios. Its application begins by formulating an
objective function as well as applicable restrictions in order to
receive correct results. In accordance with Osman (1995) and
by adapting ILP to the use case at hand, the objective function
reads as follows:

min
∑
t∈T

∑
a∈A

dta · cta (1)

∑
a∈A

dta = 1 ∀t ∈ T (2)

∑
t∈T

dta ≤ 1 ∀a ∈ A (3)

dta ∈ {0, 1} ∀t ∈ T, ∀a ∈ A (4)

The goal of the objective function 1 is to minimise the
sum of all costs cja for all tasks T = 1, . . . ,m and for all
agents A = 1, . . . , n, which is the result of multiplying the
decision variable dja by the corresponding costs that arise when
a task t is assigned to an agent a. For the underlying use case,
an agent refers to an AMR. The first Constraint (Equation 2)
ensures that every task is actually assigned to an agent whereas
the second Constraint (Equation 3) makes sure that each agent’s
capacity of 1 is not exceeded, i. e. each agent can only perform
one task at a time. The last Constraint (Equation 4), applies to
both tasks and agents and restricts the decision variable dja to
binary values.

B. Hungarian Method

The Hungarian Method was initially proposed by Kuhn
(1955) to solve the AP. Similar to ILP and JVC, the HM is
able to find an optimal solution to any given problem. The
algorithm solves n × n matrices (e. g. 10 × 10) by carrying
out the following steps until an optimum solution is found:

1) Identify the minimum value in each column and subtract
this value from all other values in the corresponding
column.

2) Identify the minimum value in each row and subtract this
value from all other values in the corresponding row.

3) All zeros in the matrix must be covered by marking as
few rows and/or columns as possible.

4) Check if the number of lines equals n. If it does, an
optimal allocation of the zero-values is possible. If the
number of lines is smaller than n, an optimal allocation
is not yet feasible and Step 5 has to be carried out.
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5) Find the smallest value which is not covered by a line
and a) subtract this value from each uncovered row and
b) add it to each covered column.

6) Return to Step 3.
It has to be noted that non-quadratic matrices, n × m

matrices (e. g. 10 × 40), are converted to n × n matrices
(e. g. 40 × 40), as the Hungarian Method can only be applied
to quadratic matrices. The additional value cells are allocated
with the highest value identified in the original matrix. This
adaptation requires additional computing power since the
algorithm has to consider, for instance, 1.600 cells of values
(40 × 40) instead of 400 (10 × 40). It is evident that this is
a drawback when non-quadratic matrices are to be solved, yet
this is always the case when more tasks than agents have to
be considered or vice versa.

C. Jonker Volgenant Castanon Algorithm

Skiena (1990) defined the augmenting path as a simple
path – thus, a path that does not contain cycles – through
a network using only edges with positive capacity from the
source to the sink. Compared to the Hungarian Method, which
finds any augmenting paths out of all feasible ones, the JVC
algorithm finds the shortest augmenting path among all options.
Although the JVC algorithm is based on the implementation of
the Hungarian Method, the following additional pre-processing
steps are required:

1) initialization step with sub-steps such as a) column
reduction, b) reduction transfer, c) reduction of unassigned
rows, similar to auction algorithms,

2) termination step, if row assignment is complete,
3) augmentation step, where an auxiliary network is gen-

erated to determine an alternating path with minimal
total objective cost, from unassigned row i to unassigned
column j,

4) update step of dual solution, where the complementary
slackness variables are updated, and finally a

5) return step to the termination Step 2.
where the algorithm output is an integer sequence that assigns
each column to each corresponding minimal row element
denoted by vj = mini(cij). Note, that some rows may not be
assigned, which is particularly important for the processing
of non-quadratic matrices. Moreover, the JVC algorithm
minimises the primary objective:

min
∑
i

∑
j

cijxij ; (5)

subject to the constraints:∑
i

xij = 1,
∑
j

xij = 1 (6)

xij ≤ 0, ∀(i, j) ∈ E , (7)

and maximises the dual objective as follows:

max
{∑

i

ui +
∑
j

vj

}
s.t. cij − ui − vj ≤ 0 . (8)

where the reduction transfer is completed from unassigned to
assigned rows where for each row i.

j1 = xi; (9)
µ = min{cij − vj : j = 1, ..., n;∀j 6= j − 1} (10)

vj1 = vj1 − (µ− ui) ;ui = µ (11)

After augmentation Step 3, the partial solution assignments
are updated, while the dual values are updated to restore the
complementary slackness conditions in the following:

cik − ui − vk = 0, if xi = k ∀ assigned columns and (12)
k, i = 1, .., n and (13)
cik − ui − vk ≤ 0 (14)

Generally, the complexity of the first two initialisation
procedures is reported to be O(n2), whereas it has been shown
that the augmenting reduction procedure has a complexity of
O(R · n2). Here, R refers to the range of the cost coefficients
(Jonker and Volgenant, 1987).

D. Greedy Search Heuristic

In order to compare the optimal method algorithms to a
simple heuristic, we have used a Greedy Search method, which
is described as follows:

1) Input the cost matrix C and determine the maximum cost
value mc,

2) while a minimum value can be found that is lower than mc,
locate the minimum value across all rows i and columns j,

3) update the objective value okc , of current iteration k by
adding its own value to the previous iterative objective
value ok−1c .

4) for all columns j, locate the minimum value row and
column position (imin, jmin), assign the task to the
assignment or matching list, and set the minimum value
to maximum cost mc for all residual row entries,

5) for all rows i, locate the minimum value, assign the task,
and set the minimum value to the maximum cost mc for
all residual column entries,

6) until no minimum values are left that are smaller than the
maximum value mc.

E. Vogel’s Approximation Method and VAM-nq

The following description of Vogel’s Approximation Method
is based on the original proposal by Reinfeld and Vogel (1958).
VAM solves transport matrices by repeating the steps presented
below until a feasible solution is found. The cells of the matrices
are assigned with the costs cij associated with allocating a
task to an agent. These costs occur when an agent transports
goods from a point of origin i to a destination j. Depending on
the objective of the optimisation, cij can be a monetary value,
the transport distance or the duration that an agent requires
to fulfil the corresponding task. Each source (origin) features
a specific amount of goods that can be allocated (supply).
Correspondingly, each sink (destination) usually requires a
certain number of units (demand). The underlying case is
special in regard to supply and demand. Each agent can only
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provide a supply of 1. Correspondingly, each task equals a
demand of 1. As mentioned earlier, this fact describes the
special case of the Generalised Assignment Problem, refereed
to the Assignment Problem. In order to carry out the allocation
under these circumstances, the following steps are necessary:

1) Calculate the difference between the smallest and the
second-smallest cell value for each row and each column.

2) Select the row or column which features the biggest
difference. If the calculations yield the same value in
two or more columns or rows, select the row or column
containing the smallest cell value.

3) Choose the smallest cell value of the selected row or
column and allocate the corresponding task to an agent.

4) Eliminate the row and column that has been used for the
allocation.

5) Check if there are still agents and tasks left to allocate.
If so, repeat Steps 1 - 4.

Different authors have previously attempted to improve the
classic VAM in order to progress towards an optimal solution,
which is generally achieved by applying either ILP or the HM.
These are, for instance, (Paul, 2018; Dinagar and Keerthivasan,
2018; Nahar, Rusyaman and Putri, 2018; Ahmed et al., 2016;
Korukoğlu and Ballı, 2011; Balakrishnan, 1990; Goyal, 1984;
Shimshak, Kaslik and Barclay, 1981).

An example of the VAM can be found in Tables I a through
c. Here, the agents Vi are assigned to the different rows and
the tasks Tj to the columns. The individual cells show the
costs cij for each possible task-agent combination. The row
differences, which refer to those between the least and the
second-least expensive option, can be found in the column ∆i,
whereas the column differences are shown in ∆j. Table I a
shows that the most substantial difference is associated with
the third row, which features the lowest value in the third
column (Table I b). Accordingly, Task 3 is assigned to Agent 3.
After the allocation, the third row and column are eliminated
(Table I c).

Selmair, Meier and Wang (2019) have shown that the original
VAM is not always suitable when it comes to determining
optimal or near-optimal results for non-quadratic matrices (see
Figure 5 a). In fact, the calculated objective values are in some
cases more than 100 % higher than the optimal objective value.
For the purpose of comprehensibility, any matrix is described
as having two dimensions, yet these are not identical in length
for non-quadratic matrices. In line with this, it was proposed
that these insufficient results arise if either the selected row or
column, which features the maximum difference, is from the
shorter dimension. This may mean that if a matrix contains
more columns than rows, choosing a column with the maximum
difference (which is achieved by subtracting cell values in the
smaller dimension / rows) might result in values that deviate
from the optimal objective value. The same also applies if there
are more rows than columns. This can be explained by the
fact that the dimension of rows features more values and the
chance is therefore higher to find a smaller cell value within
those. In order to mitigate the above stated disadvantage of

VAM, an improved version of VAM was developed.
Figure 5 a shows that the results of the VAM start to

deteriorate as soon as the matrix size is increased in only one
dimension, i. e. a non-quadratic matrix is created. While VAM
is able to generate optimal solutions in some cases, however,
in those instances in which it fails, the calculated objective
values are up to 5 times higher than the optimal objective value.
The deviations from the optimal solution increase continuously
as the difference between the number of rows and columns
increases. This even applies to small non-quadratic instances
with the dimensions of 4 × 5. For instance, in the case of
5 × 10 matrices, the calculated objective values can be three
times as high as the actual optimal objective value.

Selmair, Meier and Wang (2019) provided an enhanced
version of VAM, namely Vogel’s Approximation Method for
non-quadratic Matrices, which yields results that are much
closer to the optimal objective value for said non-quadratic
matrices. The description below is based on a scenario in which
a matrix contains more columns than rows. If a matrix were to
contain more rows than columns, these steps can be adapted
accordingly by replacing “rows” with “columns” and vice versa.
The Vogel’s Approximation Method for non-quadratic Matrices
(VAM-nq) solves allocation matrices featuring more columns
than rows by carrying out the following steps:

1) Calculate the difference between the smallest and the
second-smallest cell value for each row.

2) Select the row featuring the biggest difference. If there is
a tie between rows, choose the row containing the smallest
cell value.

3) Determine the smallest cell value for the selected row and
allocate the corresponding task to an agent.

4) Eliminate the corresponding row and column that have
been used for the allocation.

5) Check if there are still agents and tasks left to allocate,
and repeat Steps 1 - 4 in case that there are.

On comparison of the original VAM and the enhanced
VAM-nq, some aspects point towards a refinement of the
original approach. For one, VAM-nq considers only the rows
if there are more columns than rows (Step 1). Accordingly,
only the largest differences within each of the rows and the
corresponding smallest cell values are considered (Step 2 and
3). Applying this method to the other option, that is, to matrices
that feature more rows than columns, results in the following
approach. Steps 1 through 3 only apply to columns, their biggest
differences within each column and smallest cell values. With
Table II, the example of subsection II-E is solved by means
of all three heuristics, illustrating that the proposed VAM-nq
provides substantially better results even in small non-quadratic
cases.

III. THE USE CASE AT HAND

The use case presented in this study is part of a BMW project
in the context of Industry 4.0, to which we are contributing. In
order to automate its internal material flow, the BMW Group
has developed its own AMR, the so-called Smart Transport
Robot (STR) shown in Figure 1, which is designed to substitute
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cij T1 T2 T3 T4 Δi

V1 200 100 400 50 50

V2 60 80 30 350 30

V3 210 300 70 150 80

V4 120 510 340 80 40

V5 70 80 40 400 30

Δj 10 0 10 30

(a) Initial Matrix to be solved by VAM

cij T1 T2 T3 T4 Δi

V1 200 100 400 50 50

V2 60 80 30 350 30

V3 210 300 70 150 80

V4 120 510 340 80 40

V5 70 80 40 400 30

Δj 10 0 10 30

(b) Matrix featuring the identified biggest differ-
ence (80)

cij T1 T2 T3 T4 Δi

V1 200 100 400 50 50

V2 60 80 30 350 30

V3 210 300 70 150 80

V4 120 510 340 80 40

V5 70 80 40 400 10

Δj 10 0 10 30

(c) Matrix after eliminating assigned row and
column

Table I: Exemplary procedure of Vogel’s Approximation Method

cij T1 T2 T3 T4

V1 200 100 400 50
V2 60 80 30 350

V3 210 300 70 150

V4 120 510 340 80

V5 70 80 40 400

(a) Solution of Greedy Search with an objective
value of 450

cij T1 T2 T3 T4

V1 200 100 400 50
V2 60 80 30 350

V3 210 300 70 150

V4 120 510 340 80

V5 70 80 40 400

(b) Solution of the original VAM with an object-
ive value of 320

cij T1 T2 T3 T4

V1 200 100 400 50
V2 60 80 30 350

V3 210 300 70 150

V4 120 510 340 80

V5 70 80 40 400

(c) Solution of VAM-nq with an objective value
of 290

Table II: Exemplary solutions of GS, VAM and VAM-nq with different resulting objective values

commonly used tucker trains. These play a central role in the
automotive material handling processes. The industrial use-case
of the BMW Group specifies the following requirements:

1) Every agent can carry one load carrier at a time.
2) All transportation requests are unknown prior to their

receipt.
3) Agents without a task are required to either recharge or

park.
The allocation of tasks to AMR is formulated as the AP. In

this context, the costs are defined as the driving effort of each
AMR to the source-point of a task. This study aims to identify
the most efficient method to solve this assignment problem.
Although it is highly likely that this specific problem results
in non-quadratic matrices, we have also applied all methods
to quadratic matrices.

IV. SIMULATION STUDY

In order to evaluate the suitability of all previously described
methods, simulations were performed to provide the necessary
data. This section describes the methodology of the simulation
study and presents its results.

A. Algorithm Performance Metric for Comparisons

We utilised the Mean Absolute Percentage Error (MAPE)
metric, defined below, in order to measure the qualitative
performances of the introduced methods.

EMAPE =
1

n

n∑
t=1

Ss −Os

Os
(15)

Figure 1: BMW’s STR in its natural habitat.

It indicates the percentage average and the relative deviation
from an actual optimal objective value. Furthermore, in
Equation 15, Os denotes the optimal objective value of an
optimal solution, whereas Ss is the objective value of an
inferior solution. The optimal value therefore is based on the
best solution achievable, whereas any deviation is considered
to be sub-optimal.

B. Research Design

Simulation experiments based on different quadratic and
non-quadratic matrices were carried out using an Intel Core i7-
6820HQ 2.70 GHz featuring 32 GB RAM in order to compare
the six methods discussed in this paper. The software AnyLogic
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version 8.7.2 was utilised to generate and solve assignment
problems.

For every experiment, a total of 20.000 assignment scenarios
were randomly generated. In order to generate realistic sets of
data, a map was randomly filled with nodes, which represent the
AMRs and the tasks. Their distance from each other provided
the cost values assigned to the cells in the matrices. The
following overview shows which matrices were used to generate
and evaluate the corresponding Key Performance Indicators
(KPIs):
• Mean Computation Times for ILP, HM, JVC, GS, VAM

and VAM-nq were computed for:
a) 20 quadratic matrices starting at 10 × 10 and increasing

to 200 × 200 in steps of 10
b) 20 non-quadratic matrices starting at 50 × 50 and

increasing to 50 × 525 in steps of 25
• Probability for the heuristic methods VAM, VAM-nq and

Greedy Search to reach the actual optimal objective value
was calculated for:
a) 50 quadratic n × n matrices with n = {5, . . . , 35}
b) 50 non-quadratic 5 × n matrices with n = {6, . . . , 55}
• EMAPE, Mean Absolute Percentage Error of VAM,

VAM-nq and Greedy Search to map the deviation from the
actual optimal solution was computed for 15 non-quadratic
5 × n matrices with n = {6, . . . , 20}

• EMAPE, Mean Absolute Percentage Error of VAM,
VAM-nq and Greedy Search to map the deviation from
the optimal objective value were calculated for:

a) 50 non-quadratic 50 × n matrices with n =
{51, . . . , 100}

b) 17 mixed matrices: 5 × 5, 5 × 50, 10 × 10, 10 × 20,
10 × 30, 10 × 40, 20 × 20, 10 × 60, 20 × 60, 30 × 30,
10 × 100, 40 × 40, 50 × 50, 50 × 100, 100 × 100,
100 × 200, 100 × 300

C. Discussion of Results

This section summarises the results of the simulation
experiments. Figure 2 a shows clearly that ILP requires the
most computation time for quadratic matrices of all sizes. For
example, the time required to solve a 180 × 180 matrix is six
times longer than that required by the Hungarian Method and
even 1.000 times longer than for the JVC algorithm. JVC is
by far the fastest method to solve quadratic matrices of all
sizes. The results show JVC to be even faster than the Greedy
Search heuristic even for large quadratic matrix sizes. For non-
quadratic matrices, VAM-nq begins to outperform the JVC
algorithm when matrices are equal to or larger than 50 × 300
as illustrated in Figure 2 b. More specifically, the computational
time only increases slightly for VAM-nq as the matrix size
increases even further, while also noting that the VAM-nq
provides optimal objective values in most cases. In contrast,
the computational time required by JVC, rises exponentially
as the matrix size increases as presented in Figure 4.

HM, VAM and VAM-nq yielded computation times between
31µs and 100.000µs to solve matrices of all considered sizes.

Even so, the results showed that the time required to compute
results for matrices equal to or larger than 120 × 120 and
50 × 125, for non-quadratic matrices, was longer for the HM
than both the VAM and VAM-nq. However, Figure 2 b shows
that the computation time for the HM increases considerably
when non-quadratic matrices are computed. This is most likely
due to the fact that the HM has to generate additional rows
or columns to produce quadratic matrices since it cannot, as
previously mentioned, compute non-quadratic problems. VAM
and VAM-nq, on the other hand, are able to compute quadratic
and non-quadratic matrices regardless of their size in a relatively
short amount of time (between 1.000µs for small sizes and
30.000µs for larger ones), which provides support for the
superior scalability of VAM and VAM-nq.

As previously mentioned, the three heuristic methods GS,
VAM and VAM-nq are not always able to produce an optimal
solution. Figure 3 discusses the probability of these three
methods to reach for the actual optimal objective value. For
quadratic matrices, this probability approaches 0 % for matrix
sizes of 20 × 20 and upwards. In contrast, for relatively
small quadratic scenarios, such as 9 × 9, the chance for VAM
and VAM-nq to calculate the best possible solution is only
24.7 %. For a 16 × 16 scenario, the chance is only 3.3 %.
The examined GS method has an even lower probability than
both VAM versions when applied to quadratic matrices. For the
9 × 9 scenario, the likelihood of attaining the optimal objective
value lies at 4.8 %, for 16 × 16 matrices it is infinitesimal
small at 0.2 %. For non-quadratic scenarios, VAM-nq and GS
reveal a different picture: as the difference between dimensions
increases, both methods approach a 100 % probability for
reaching the optimal objective value, VAM-nq earlier than
GS. For example, the probability of solving a 5 × 13 scenario
optimally lies at 94.5 % for VAM-nq and at 68.5 % for the GS
method. A 5 × 55 scenario is solved optimally 99.7 % of the
time when applying the VAM-nq and 92.9 % of the time when
the Greedy Search method is utilised.

Having presented the computational times and the probability
of reaching the actual optimum for the examined combinations
of variables, this section present the results associated with
MAPE (see Figure 4). The mean deviation to the optimum of
VAM increase continuously for non-quadratic matrices as the
difference between the dimensions increases successively. That
is, while the deviation from the optimal objective value of the
original VAM continuous to grow as the matrix size increases,
the deviation of the VAM-nq approaches 0 %. This means an
optimal solution is generated more often as the difference
between the dimensions increase. This clearly demonstrates
that the VAM-nq is more suitable to compute non-quadratic
instances than the original VAM.

Figure 6 shows the results of simulation experiments
performed by applying the original VAM, the VAM-nq and
the GS algorithm to different assignment scenarios. For non-
quadratic matrices, it is also evident that the original VAM
produces objective values that are up to 300 % higher than
the corresponding optimal solution. The results yielded by
VAM-nq, on the other hand, display almost no deviation
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Figure 2: Mean computation time for ILP (CPLEX-solver), HM, JVC, GS, VAM and VAM-nq for quadratic and non-quadratic
matrices in microseconds (20.000 averaged samples for each test point)
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Figure 3: Probability for reaching the optimal objective value for quadratic and non-quadratic matrices (20.000 averaged samples
for each test point)
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Figure 4: EMAPE, Mean Absolute Percentage Error of the
original VAM, VAM-nq and Greedy Search from the optimal
objective value for non-quadratic matrices (20.000 averaged
samples for each test point)

from the optimal objective value and this method, on average,
manages to generate optimal solutions in a majority of non-
quadratic cases. However, the results also show that the VAM
produces slightly better results for quadratic matrices than the
VAM-nq, but the differences in those cases are considered to
be negligible.

V. CONCLUSION

The results of our experiments have shown that JVC is
superior to all other methods discussed in this paper. JVC is
able to provide optimal solutions to each assignment scenario
in a relatively short time. For large non-quadratic matrices, the
approximation method VAM-nq yields better results than JVC
in terms of computational time, even if some scenarios may
not be solved optimally. As such, the selection of a method
for practical application depends on the circumstances and
prioritised objective.

VAM is substantially faster at calculating results than the HM
and ILP across all matrix sizes. However, the VAM results
in a MAPE of 20 % from the optimal objective value for
quadratic matrices (starting with approx. 15 × 15). In contrast,
the MAPE increases to 65 % for larger non-quadratic matrices
(starting at approx. 50× 100). On the other side, VAM produces
insufficient results for all non-quadratic matrice sizes and
deviates considerably from the optimum. The adapted version
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Figure 5: Percentage Error of VAM, VAM-nq and Greedy
Search from the optimal objective value with increasing matrix
size (each box-plot represents a set of 20.000 samples)
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different matrix sizes (each box-plot represents a set of 20.000 samples)

of VAM, introduced as VAM-nq, yields objective values that
deviate slightly more from the optimal objective value than
the original VAM for quadratic instances, but provides much
better results for non-quadratic scenarios, reaching an optimum
solution in most of the cases. Moreover, the likelihood of
solving a non-quadratic matrix optimally approaches 100 %,
as the difference between the dimensions increases.

Based on these findings, we propose that the JVC algorithm
proved to be most suitable for quadratic assignment problems.
For non-quadratic scenarios, JVC is currently deemed to be the
best method for solving quadratic and non-quadratic assignment
problems with optimal precision. If performance in terms of
computation time is more important than the quality of the
solution, VAM-nq can be used for large non-quadratic matrices
to generate a faster approximated solution. The probability for
VAM-nq to calculate an optimal solution for non-quadratic
problem instances larger than 5 × 25 approaches 100 % as the
scale increases. Additionally, the time required by VAM-nq to
calculate solutions is substantially faster than JVC for such
scenarios and the computational time remains feasible even for
large scale assignment problems. In summary, we propose that
VAM-nq can be applied to streamline the computational effort
and duration required to solve large non-quadratic scenarios at

only minor to negligible detriment to the solution’s quality.
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Fuentes-Penna, A. and Barrera-Cámara, R.A. (2014), ‘A
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Korukoğlu, S. and Ballı, S. (2011), ‘A Improved Vogel’s Ap-
proximatio Method for the Transportation Problem’, Mathem-
atical and Computational Applications 16 (2), pp. 370–381.

Krumke, S.O. and Thielen, C. (2013), ‘The generalized
assignment problem with minimum quantities’, European
Journal of Operational Research 228 (1), pp. 46–55, ISSN:
0377-2217.

Kuhn, H.W. (1955), ‘The Hungarian method for the assignment
problem’, Naval Research Logistics Quarterly 2 (1-2),
pp. 83–97, ISSN: 00281441.

Lawler, E.L. (1976), Combinatorial optimization: Networks
and matroids, Unabridged reprint ... orig. publ. by Holt,
Rinehart & Winston in 1976, Mineola, NY: Dover Publ,
ISBN: 978-0486414539, URL: http://www.loc.gov/catdir/
description/dover032/00060242.html.

Lessard, R., Rousseau, J.-M. and Minoux, M. (1989), ‘A new
algorithm for general matching problems using network
flow subproblems’, Networks 19 (4), pp. 459–479, ISSN:
00283045.

Li, J.-Q., Mirchandani, P.B. and Borenstein, D. (2007), ‘The
vehicle rescheduling problem: Model and algorithms’, Net-
works 50 (3), pp. 211–229, ISSN: 00283045.

Micali, S. and Vazirani, V.V. (1980), ‘An algorithm for
finding maximum matching in general graphs’, 21st Annual
Symposium on Foundations of Computer Science (sfcs 1980),
IEEE, pp. 17–27.

Miller, D.L. and Pekny, J.F. (1995), ‘A Staged Primal-Dual
Algorithm for Perfect b-Matching with Edge Capacities’,
ORSA Journal on Computing 7 (3), pp. 298–320, ISSN:
0899-1499.

Minoux, M. (1982), A New Polynomial Cutting-plane Algorithm
for Maximum Weight Matchings in General Graphs.

Mucha, M. and Sankowski, P. (2004), ‘Maximum Matchings
via Gaussian Elimination’, 45th Annual IEEE Symposium
on Foundations of Computer Science, IEEE, pp. 248–255,
ISBN: 0-7695-2228-9.

Munkres, J. (1957), ‘Algorithms for the Assignment and Trans-
portation Problems’, Journal of the Society for Industrial
and Applied Mathematics 5 (1), pp. 32–38, ISSN: 0368-4245.

Nahar, J., Rusyaman, E. and Putri, S.D.V.E. (2018), ‘Ap-
plication of improved Vogel’s approximation method in
minimization of rice distribution costs of Perum BULOG’,
IOP Conference Series: Materials Science and Engineering
332.

Osman, I.H. (1995), ‘Heuristics for the generalised assignment
problem: simulated annealing and tabu search approaches’,
OR Spectrum 17 (4), pp. 211–225, ISSN: 0171-6468.

Paul, S. (2018), ‘A novel initial basic feasible solution method
for transportion problem’, International Journal of Advanced
Research in Computer Science 9 (1), pp. 472–474.

Pentico, D.W. (2007), ‘Assignment problems: A golden an-
niversary survey’, European Journal of Operational Research
176 (2), pp. 774–793, ISSN: 0377-2217.

Pulleyblank, W. (1973), Faces of Matching Polyhedra.
Reinfeld, N.V. and Vogel, W.R. (1958), Mathematical Program-

ming, Prentice-Hall, Englewood Cliffs.
Selmair, M., Meier, K.-J. and Wang, Y. (2019), ‘Solving non-

quadratic Matrices in assignment Problems with an improved
Version of Vogel’s Approximation Method’, European Con-
ference of Modelling and Simulation.

Shimshak, D., Kaslik, A.J. and Barclay, T. (1981), ‘A Modifica-
tion Of Vogel’S Approximation Method Through The Use Of
Heuristics’, INFOR: Information Systems and Operational
Research 19 (3), pp. 259–263, ISSN: 0315-5986.

Shore, H.H. (1970), ‘The Transportation problem and the Vogel
Approximation Method’, Decision Sciences 1 (3-4), pp. 441–
457, ISSN: 0011-7315.

Skiena, S. (1990), ‘The Cycle Structure of Permutations’,
Implementing Discrete Mathematics: Combinatorics and
Graph Theory with Mathematica, pp. 20–24.

Trick, M. (1987), Networks with Additional Structured Con-
straints, Georgia Institute of Technology.

Witzgall, C. and Zahn, C.T. (1965), ‘Modification of Edmonds’
maximum matching algorithm’, J. Res. Nat. Bur. Standards
Sect. B.

26

http://www.loc.gov/catdir/description/dover032/00060242.html
http://www.loc.gov/catdir/description/dover032/00060242.html


 
 
 
 
 

Machine Learning 
for 

Big Data 

27



 

28



 

 

On the effect of decomposition granularity on DeTraC for COVID-19 detection 

using chest X-ray images 

 
Nicole Panashe Mugova1, Mohammed M. Abdelsamea1,2,*, Mohamed Medhat Gaber1,3 

1School of Computing and Digital Technology, Birmingham City University, Birmingham, B4 7XG, UK  
2Faculty of Computers and Information, Assiut University, Assiut, Egypt 
3Faculty of Computer Science and Engineering, Galala University, Egypt 

* Correspondence: mohammed.abdelsamea@bcu.ac.uk 

 

 

 

 

Abstract 

COVID-19 is a growing issue in society and there is a 

need for resources to manage the disease. This paper 

looks at studying the effect of class decomposition in our 

previously proposed deep convolutional neural network, 

called DeTraC (Decompose, Transfer and Compose). 

DeTraC can robustly detect and predict COVID-19 from 

chest X-ray images. The experimental results showed 

that changing the number of clusters (decomposition 

granularity) affected the performance of DeTraC and 

influenced the accuracy of the model. As the number of 

clusters increased, the accuracy decreased for the shallow 

tuning mode but increased for the deep tuning mode. This 

shows the importance of using suitable hyperparameter 

settings to get the best results from the DeTraC deep 

learning model. The highest accuracy obtained, in this 

study, was 98.33% from the deep tuning model. 

 

INTRODUCTION 

In late December 2019, an outbreak of a virus emerged 

from Wuhan, China (Wu, Chen, and Chan, 2020). The 

disease Sars-Cov-2, better known as COVID-19, spread 

at an alarming rate, affecting countries worldwide. 

COVID-19 primarily affects the respiratory system 

(similar to pneumonia) and chest X-rays play a crucial 

role in assessing the presence, severity, and progression 

of COVID-19. The virus has significantly affected the 

healthcare sector, resulting in shortages of staff and 

necessary protective equipment (Organization, 2020). 

 

X-rays, also known as plain radiography (Johns et al. 

1983) are a popular medical imaging technique. X-rays 

are significantly cheaper than CT scans and are painless, 

fast, and non-invasive. Understanding chest X-rays 

requires expert knowledge and experience but can be 

time-consuming. Using both chest X-rays and artificial 

intelligence will mean the extent of the disease can be 

determined. Long-term, diagnostic tools will benefit 

radiographers and other healthcare professionals 

involved in the diagnosis process.  

 

Deep learning offers a reliable way to identify 

abnormalities in medical images, allowing for preventive 

screening and personalised patient data benefiting both 

the patient and doctor. Deep learning models have been 

applied to reduce pressure on healthcare professionals. It 

has been evident that pretraining deep neural networks on 

a large generic data set is an effective and efficient way 

to retrain such models on other tasks. The three types of 

Neural Networks that form the basis for most pre-trained 

models in deep learning are – artificial neural networks 

as multilayer perceptron, convolutional neural network 

(CNN) and recurrent neural networks (Wang et al., 

2019).  

 

CNN is a popular deep learning approach that has shown 

superior achievements in the medical imaging domain. 

The primary success of CNN is due to its ability to learn 

local features automatically from images. One of the 

most popular strategies for training CNN architecture is 

to transfer knowledge from a pre-trained network that 

fulfilled one generic task (e.g., large-scale image 

recognition) into a new domain-specific task (e.g., 

COVID-19 detection). Transfer learning (Abbas et al. 

2018) is faster and easy to apply, especially without the 

need for a sufficient annotated dataset for training. 

Consequently, many researchers tend to utilise and adapt 

this strategy especially with medical imaging and 

COVID-19 detection (Abbas et al. 2020b). Transfer 

learning can be generally accomplished with two major 

scenarios: a) “shallow tuning”, which adapts the last few 

classification layers to deal with the new specific task and 

freezes the parameters of the remaining layers without 

training; and b) “deep tuning” which aims to retrain all 

the weights of the pre-trained network from end-to-end 

manner and requires a huge amount of data to overcome 

overfitting problem. 

 

Using deep learning techniques to recognise the 

prominent features in chest X-rays allows for better 

diagnosis and in some cases is better than a radiologist 

(Hosny et al., 2018). Amongst the various deep learning 

techniques, DeTraC (decompose, transfer, and compose) 

has shown a high accuracy of 93.1% in diagnosing 

COVID-19. DeTraC is a deep CNN that can be trained 

using a small number of images (Abbas et al. 2020a), 

which is beneficial given the limited number of images 

currently available. 
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One problem that can arise from using deep learning for 

medical diagnosis is the overfitting problem. This is 

where the algorithm performs well on the training and 

validation datasets but when presented with new testing 

data it does not perform well. This affects the 

reproducibility of the algorithm, so it is imperative to test 

different hyperparameters in the hope of finding the 

optimal hyperparameter settings.  

In this paper, the behaviour of DeTraC is investigated 

when changing the hyperparameters – specifically the 

number of clusters in the class decomposition component 

using k-means clustering. A k-means clustering method 

is an example of an unsupervised learning technique. The 

main step involved in k-means clustering is to group 

different instances (examples) based on their similarities. 

One of the disadvantages of using the k-means clustering 

algorithm is that the number of clusters needs to be 

specified, if the number is unsuitable, the performance of 

DeTraC will be affected. So, changing the value of k will 

allow the effectiveness of the algorithm to be observed 

and to quantify its usefulness. Typically, the value of k is 

important as it determines the number of centroids going 

around the data (Pham et al. 2005). Although the value of 

k affects the performance of clustering directly, it affects 

the performance of DeTraC indirectly. Thus, using 

cluster performance metrics related to cohesion and 

separation may not be the best way to investigate the 

effect of k on DeTraC. In this paper, an experimental 

exploration on the effect of the number of clusters (i.e., 

decomposition granularity) on the performance of 

DeTraC is provided and discussed.  

To achieve the main objective, the rest of the paper is 

structured as follows: The following section provides a 

brief overview of existing work on Deep Learning, 

details about the dataset, the workflow of DeTraC, and 

the experimental study. This is followed by the 

discussion of the results. Finally, the paper is concluded 

with a summary and pointers to possible future work. 

RELATED WORK 

Deep learning has “already left its mark” in healthcare 

and continues to provide new solutions to current 

problems in society (Esteva et al. 2021). Developing new 

advancements such as diagnostic tools benefits 

healthcare professionals and patients by providing 

quicker and more accurate diagnoses of certain diseases. 

The review of the literature has highlighted a gap in 

research and development. It shows the importance of 

why scientists and healthcare professionals need to work 

together, to minimise the effects of new diseases that 

arise by sharing data and research. 

(Stephen et al., 2019) developed a CNN to detect 

Pneumonia from chest x-ray images. They noted how a 

CNN was the better choice for image segmentation 

because of its ability to extract abstract 2D features 

through learning. This is beneficial for illnesses such as 

Pneumonia, SARS, and COVID-19 – which all affect the 

lungs. (Abbas et al. 2020a) proposed a deep CNN called 

DeTraC (Decompose, Transfer and Compose) to detect 

COVID-19 from chest X-rays. One of the barriers 

researchers face when dealing with image classification 

is data irregularities and (Abbas et al. 2020a) suggests 

DeTraC can cope with this issue. (Rahaman et al., 2020; 

Ismael and Şengür, 2021) also use deep learning 

techniques to compare different pre-trained CNN 

models. Showing how CNNs are effective tools at image 

classification, however (Rahaman et al., 2020) note there 

are essential factors that influence the performance of the 

individual models, such as, image quantity, model 

complexity, and the distribution of the dataset. (Rahaman 

et al., 2020) used 860 images (300 healthy, 300 

pneumonia, and 260 COVID-19). Data augmentation 

techniques were applied to the 1764 images and DeTraC 

achieved an accuracy of 97.35% (Abbas et al. 2020a). 

Even though (Rahaman et al., 2020) has a lower number 

of images, the CNN model performs well with an 

accuracy of 89.3% using a VGG19 model.  

While the other sources use a pre-trained model and show 

the benefits of using a VGG19 model for image 

classification, (Stephen et al., 2019) does not rely on a 

pre-trained model but designs a CNN from scratch.  The 

CNN designed can detect pneumonia from chest X-ray 

images with high accuracy (93.7%). Despite not relying 

on a pre-trained model the accuracy achieved is still 

higher than (Rahaman et al., 2020) but lower than (Abbas 

et al. 2021). (Stephen et al., 2019) suggests that the model 

they developed could alleviate some of the problems that 

researchers face such as reliability and interpretability. 

However, the method is not as detailed enough for it to 

be reproduced by someone else without seeing the source 

code which is not provided. 

DeTraC 

DeTraC consists of three phases – class decomposition, 

transfer learning, and class composition. Before the class 

decomposition phase, a pre-trained CNN model acts as 

the feature extractor, extracting deep features from the 

images inputted to build a deep feature space (Abbas et 

al. 2021). The deep feature space is very important and 

(Abbas et al. 2021) applied PCA to reduce the high 

dimensionality of the feature space. Applying PCA to the 

feature space results in a lower dimensionality and 

ignores any highly correlated features. Then the reduced 

feature space decomposes the original classes into 

decomposed classes (Abbas et al. 2021). Once the 

representation of each image is constructed based on the 

associated pre-trained model. In the second phase, 

DeTraC adds a novel class-decomposition layer to 

several pre-trained CNN models for the decomposition of 

classes, in an unsupervised way, and accomplish the 

training using sophisticated gradient descent 

optimisation method. Finally, we distinguish between 

normal and abnormal cases using an error-correction 

criterion. Class decomposition allows for easing the local 
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structure of the dataset, and consequently enhancing the 

effectiveness of the model to deal with any irregularities 

(Abbas et al. 2020b) in the data distribution. This is 

achieved by making the complex problem easier to learn.  

 

To illustrate the idea behind class decomposition, assume 

that the original dataset is denoted as A, where A can be 

represented as: 

 

  𝑨 = {𝓪1, 𝓪2, … … . . , 𝓪n},   

  

where n number of images, and each image can be 

represented as a set of features as: 

 

𝓪𝐢 = (ai1, ai2, … , ain). 
 

Moreover, assume that  𝑳 is a class category of dataset A, 

then (A, 𝑳) can be rewritten as:  

 

 

𝑨 = [

𝑎11         𝑎12      … 𝑎1𝑛

𝑎21 𝑎22 … 𝑎2𝑛

⋮ ⋮ ⋮ ⋮
𝑎𝑚1 𝑎𝑚2 … 𝑎𝑚𝑛

], 𝑳 = {𝑙1  , 𝑙2, … , 𝑙𝑘},

          

where k is the number of classes while m is the number 

of features used for each image. 

 

Class decomposition aims to divide each class in a 

dataset independently into subclasses. For example, if 

dataset A denoted to CXR images with 2 classes (i.e. 

normal and abnormal) then each class in 𝑳 will be divided 

into two classes, resulting in a new dataset (denoted as 

dataset B) with 4 sub-classes.  Therefore, the relationship 

between dataset A and B can be mathematically 

described as: 

 

A=(A|L) ↦ B=(B|C), 

 

where both A and B have an equal number of instances 

and C contains labels of the new subclasses, e.g., 

 

𝑪 = ∑ ∑𝐿𝑖𝑗

𝒸

𝑗=1

𝜅

𝑖=1

  ,     𝒸 = 2 

 

Accordingly, the feature space for dataset A and B can be 

illustrated as:  

 

𝑨 =

[
 
 
 
 
𝑎11 𝑎11 …       𝑎1𝑛 ℓ1

𝑎21 𝑎22 …       𝑎2𝑛 ℓ1

⋮ ⋮ ⋮            ⋮ ⋮
⋮ ⋮ ⋮         ⋮ ℓ2

𝑎𝑚1 𝑎𝑚2 …    𝑎𝑚𝑛 ℓ2 ]
 
 
 
 

 , 

 

𝜝 =

[
 
 
 
 
𝑏11 𝑏11 …       𝑏1𝑛 ℓ11

𝑏21 𝑏22 …       𝑏2𝑛 ℓ1𝑐

⋮ ⋮ ⋮            ⋮ ⋮
⋮ ⋮ ⋮         ⋮ ℓ21

𝑏𝑚1 𝑏𝑚2 …    𝑏𝑚𝑛 ℓ2𝑐]
 
 
 
 

      

Figure 1: Flow chart outline of DeTraC method used to generate results. 
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Once the training is accomplished those subclasses are 

recombined back to the original problem, by relabelling 

patterns of new subclasses (Abbas, Abdelsamea and 

Gaber, 2020).  

 

In this paper, we study the effect of this decomposition 

granularity on the performance of DeTraC (with different 

training modes) in detecting COVID-19 cases using chest 

X-ray images. 

 

 

RESULTS 

This section includes the dataset that we used and details 

our hyperparameters setting as well as discussing the 

experimental results.  

 

The experiments were carried out in Google Colab on a 

laptop with the following configuration Intel(R) Core 

(TM) i7-8550U CPU with 8.00 GB RAM.  

 

Dataset 

The datasets used were collected from Kaggle (Rahman 

Tawsifur, 2021), and the owners of the dataset collected 

the images in collaboration with medical doctors.  

 

The datasets used were composed of: 

 1200 samples of COVID-19 chest X-rays  

 1341 samples of Normal chest X-rays 

 1345 samples of Viral Pneumonia chest X-rays  

DeTraC adaptation 

In this paper, a shallow-tuning mode was used during the 

adaptation, weight initialisation, and training of the 

AlexNet pre-trained model. We used the off-the-shelf 

CNN local features (extracted from the last fully 

connected layer) of pre-trained models on the ImageNet 

dataset. However, due to the high dimensionality of the 

feature space associated with the images, we applied 

principal component analysis (PCA) to project the high-

dimension feature space into a lower dimension (where 

the highly correlated features were ignored). This step 

was important for the class decomposition layer of 

DeTraC to produce more homogeneous classes and 

reduce the memory requirements.  

 

In addition to the fact that DeTraC can cope with data 

irregularities using its class decomposition layer, DeTraC 

can also provide an efficient solution to overcome the 

limited availability of training images. This is by 

transferring knowledge from a generic object recognition 

task to our specific-domain tasks using ImageNet pre-

trained model (e.g., ResNet) as adopted in the transfer 

learning component of DeTraC. 

 

Hyperparameter settings 

The datasets were split into training (80%) and testing 

(20%) sets. Then, to begin our investigation on the 

behaviour of the class decomposition component on 

DeTraC, the elbow method was adopted to change the 

value of k in the k-means algorithm. To begin with, the 

value of k was 2 and then was increased by +1 each time 

until k = 10. The k-means clustering was applied to all 

the classes (normal, COVID-19, and Pneumonia). Once 

the method of changing the value of k had been decided, 

the hyperparameter settings were set. The number of 

epochs was 5, the batch size was 64, the number of 

classes was 3, the number of k-folds was 5 and the 

learning rate for the feature extractor and feature 

composer was 0.001. They were kept the same for each 

value of k. Each value of k was run on both the shallow 

tuning mode and the deep tuning mode to see if there was 

a difference in the performance. Shallow tuning is where 

all the pre-trained layers have their weights frozen and 

the custom classification layer has its weights active. 

Deep tuning is where all the layers have their weights 

active (Abbas et al. 2020a). The pre-trained model has 37 

layers. The fine-tuning mode allows the user to choose 

the number of layers to be frozen, but this option was not 

used for this experiment. The changing accuracy of the 

model was used as the evaluation metric, see Table 1. 

 

Table 1: Summary table showing the results of changing 

the value of k on DeTraC. 

 

Value of k Shallow-Tuning 

Accuracy (%) 

Deep-Tuning 

Accuracy (%) 

2 94.64 97.49 

3 94.44 97.66 

4 93.98 97.82 

5 92.23 97.41 

6 91.81 98.01 

7 88.91 98.33 

8 94.82 98.15 

9 92.61 97.78 

10 92.24 97.59 

 

DISCUSSION AND CONCLUSION  

Class decomposition has been proposed to enhance low 

variance classifiers facilitating more flexibility to their 

decision boundaries. In (Abbas et al. 2021), we 

previously validated DeTraC for the detection of 

COVID-19 using chest X-ray images when data 

irregularities challenging problem is presented. This is by 

adding a class decomposition layer to the pre-trained 

models, which aims at partitioning each class within the 

image dataset into sub-classes and then assign new 

machine labels to the new set, where each subset is 

treated as an independent class, then those subsets are 

assembled back to produce the final predictions. Our 

previous experimental results showed the robustness of 

DeTraC in the detection of COVID-19 cases from a 

comprehensive image dataset. High accuracy of 95.12% 

with a sensitivity of 97.91%, a specificity of 91.87%, and 

a precision of 93.36%, was achieved in the detection of 

COVID-19 images from normal, and severe acute 

respiratory syndrome (SARS) cases. 
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In this paper, we study the effect of decomposition 

granularity on our previously proposed convolutional 

neural network architecture (DeTraC). From the results 

demonstrated in the previous section, there is a clear link 

between the value of k and the accuracy of DeTraC. Both 

the shallow and tuning modes behaved differently.  

 

For the shallow tuning mode, when the value of k 

increased, the accuracy decreased. However, when k was 

equal to 8, the accuracy rose significantly (94.82%) 

before dropping again for k =9 (92.61%) and k = 10 

(92.24%). This suggests for the shallow tuning mode, k 

= 8 is the optimal value to get the highest accuracy. 

 

For the deep tuning mode, when the value of k increased, 

the accuracy increased also. When k was equal to 7, the 

accuracy was 98.33% – similar to shallow tuning and 

then dropped until k =10.  

 

It is interesting, however, to observe that the 

decomposition granularity has an oppositive behaviour 

between the shallow and the deep tuning modes. In 

shallow tuning, the small values of k seem to have a good 

effect on the model’s accuracy, and then higher values 

have a negative effect,  before lifting up again at k=8, see 

Figure 2. This suggests that it may be the case that with 

shallow tuning, the learning of a higher number of classes 

can be more challenging. However, a more steading 

behaviour has been shown with deep tuning with a peak 

at k=7. This suggests that with the effectiveness of deep 

tuning, the decomposition granularity can be investigated 

carefully to gain the best possible outcome.   

 

This study has shown that changing the parameters 

affects the behaviour of DeTraC. The value of k 

influences the overall accuracy of the algorithm in both 

the shallow and deep tuning modes. This is a positive 

development and allows for a better understanding of 

DeTraC and its use as a diagnostic tool. 

 

In the future, it would be interesting to see how different 

clustering algorithms other than k-means affect DeTraC 

and if the results obtained would be similar. DeTraC has 

proved to be an effective tool in predicting COVID-19 

and produces reliable results. The highest accuracy for 

the deep tuning mode was 98.33% which is similar to the 

98.23% obtained by (Abbas et al. 2020a) which is a 

testament to the algorithm's reproducibility even with 

different images being used. 
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ABSTRACT

Advances in telecommunication network technologies
have led to an ever more interconnected world. Accord-
ingly, the types of threats and attacks to intrude or dis-
able such networks or portions of it are continuing to
develop likewise. Thus, there is a need to detect previ-
ously unknown attack types. Supervised techniques are
not suitable to detect previously not encountered at-
tack types. This paper presents a new ensemble-based
Unknown Network Attack Detector (UNAD) system.
UNAD proposes a training workflow composed of het-
erogeneous and unsupervised anomaly detection tech-
niques, trains on attack-free data and can distinguish
normal network flow from (previously unknown) at-
tacks. This scenario is more realistic for detecting pre-
viously unknown attacks than supervised approaches
and is evaluated on telecommunication network data
with known ground truth. Empirical results reveal that
UNAD can detect attacks on which the workflows have
not been trained on with a precision of 75% and a recall
of 80%. The benefit of UNAD with existing network
attack detectors is, that it can detect completely new
attack types that have never been encountered before.

INTRODUCTION

The Internet has become a part of our daily lives
with billions of active users. New types of network
attacks keep emerging, and there is a need to detect
novel attacks without prior knowledge. Yet many Data
Mining approaches to detect network attacks are su-
pervised and are only suitable for detecting previously
known attack types. There is a need for more explo-
ration of unsupervised approaches as these approaches
typically suffer from many false positives [1], a low pre-
cision or recall in detecting attacks, and some works
are based on older attack types. Hence, the motivation
of the paper is to fill this gap by developing the un-
supervised ensemble-based Unknown Network Attack
Detector (UNAD).

This paper first explores several unsupervised al-
gorithms with respect to precision, recall, F1-Score

for their suitability to be included as part of UNAD,
namely the Local Outlier Factor (LOF) [2], Isolation
Forest (iForest) [3] and Elliptic Envelope [4]. For this
exploration, the CICIDS2017 [5] dataset is used. CI-
CIDS2017 comprises 14 attack types, some of which
emerged in recent years. Next, the paper proposes
UNAD as a composition of some of the evaluated
anomaly detecting methods as base learners (LOF and
iForest). The reason for choosing an ensemble approach
here is that ensemble approaches tend to improve the
average accuracy over any member of the ensemble and
reduce overfitting [6].

The contributions of the paper are (1) an exper-
imental evaluation of the suitability of unsupervised
anomaly detection methods for unknown attack detec-
tion; (2) a new heterogeneous unsupervised ensemble
technique termed UNAD capable of detecting new pre-
viously unseen attack types; and (3) an experimental
evaluation showing that UNAD it is capable of achiev-
ing high accuracy, precision and recall for detecting
unknown attack types, and outperforms its standalone
base learners.

Lastly the paper provides an outlook on ongoing and
future research with respect to UNAD and also provides
concluding remarks.

RELATED WORK

Supervised data mining approaches for Intrusion De-
tection Systems tend to achieve high accuracy, recall
and precision such as [7], [8], [9]. However, they are not
suitable for detecting unknown attacks types. Hence,
unsupervised techniques have been explored, such as
the Intrusion Detection System proposed in [10] based
on One-class SVM. However, One-class SVMs tend to
have a high computational overhead [11] and thus are
not suitable for high-speed network traffic flow. The au-
thors of [1] proposed an unsupervised ensemble model
based Intrusion Detection System which achieved rel-
atively high recall and precision. Yet both aforemen-
tioned unsupervised approaches have been trained and
evaluated on relatively old datasets comprising none of
the attack types that emerged over the last 10 years.
More recently, iForest [3] was used in [12] to detect ab-
normal user behaviour on payroll access logs. Ensemble
methods have also been used for insider threat detec-
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tion such as in [13]. The authors of [14] used LOF to
detect network attacks as anomalies. However, their
study was conducted almost 10 years ago, and it is not
clear if it still holds on recent attack types. Elliptic
Envelopes [4], another unsupervised anomaly detection
method, it has been used by the authors of [15] to de-
tect Injection Attacks in Smart Grid Control Systems.

The research presented in this paper develops a new
ensemble learner and workflow termed UNAD for un-
known attack detection. Unlike previous ensemble
learners for network intrusion/attack detection, UNAD
integrates a heterogeneous set of standalone anomaly
detection methods and improves upon their accuracy,
precision and recall. Furthermore, UNAD is applied on
recent data which contains more recent attack types. A
problem with training models for unknown attacks is
privacy issues. Therefore, publicly available synthetic
benchmark datasets such as KDD Cup 99 [16], NSL-
KDD[17], Kyoto 2006+[18], UNSW-NB15[19] and CI-
CIDS2017 [5] can be used to mitigate privacy issues.
The work presented in this paper uses CICIDS2017 as
it contains more recent attack types.

UNAD BASE ANOMALY DETECTION
METHOD SELECTION

In order to build the UNAD ensemble learner
anomaly detection methods need to be selected as base
learners. In total, 4 different kinds of anomaly de-
tection methods that have previously been applied for
similar applications to network attack detection (see
RELATED WORK section) were considered. The con-
sidered techniques are One-Class SVM [20], iForest [3],
LOF [2] and Elliptic Envelope [4]. The One-Class SVM
method was ruled out early in the selection process
since it is unsuitable for fast network flows due to its
high computational demand [11]. The remaining three
algorithms were experimentally optimised on the CI-
CIDS2017 dataset and subsequently evaluated for their
inclusion in the UNAD ensemble.

Experimental Setup

Evaluation Metrics

The metrics used to evaluate base learners are preci-
sion, recall and F1-Score. In UNAD, precision is equiv-
alent to the portion of true positive attacks of all detec-
tions and recall is equivalent to the portion of attacks
detected from all attacks present in the network flow. A
high precision is equally important as detecting the ma-
jority of attacks. This is because false positive attack
detections may trigger expensive actions to counter a
non-existing threat. Since precision and recall are both
equally important in this application, the base learners
have been selected based on the F1-Score, which is the
harmonic mean between precision and recall. An alter-
native measure to use instead of F1-Score could have
been ROC AUC; however, ROC AUC measure is more
reliable on balanced data and the ratio of benign data
to data comprising attacks is 3:1 in the test set and
validation set.

Dataset and Pre-Processing

For evaluating the algorithms, CICIDS2017 [5]
dataset is used. CICIDS2017 is a publicly available
benchmark dataset generated by the Canadian Insti-
tute for Cybersecurity, it covers five day, consists of 84
features, about 3 million data instances and covers 14
attack types including newer types that emerged in re-
cent years. For generating the dataset [5] a complete
network topology was created including Modem, Fire-
wall, Switches, Routers. In addition, nodes in the net-
work comprised various operating systems such as Win-
dows, Ubuntu and Mac, all using commonly available
protocols such as HTTP, HTTPS, FTP, SSH and email
protocols. Table I summarises the number attacks per
type and benign data instances in CICIDS2017.

TABLE I: CICIDS2017 overall traffic type distribution

Traffic Type Count
Benign 2,358,036
DoS Hulk 231,073
Port Scan 158,930
DDoS 41,835
DoS GoldenEye 10,293
FTP Patator 7,938
SSH Patator 5,897
DoS SlowLoris 5,796
DoS SlowHTTPTest 5,499
Botnet 1,966
Web Attack: Brute Force 1,507
Web Attack: XSS 625
Infiltration 36
Web Attack: SQL Injection 21
HeartBleed 11
Total 2,829,463

Fig. 1. Experimental workflow

All experiments were implemented in Python 3.6
using Google Colaboratory. The dataset was pre-
processed before application of the anomaly detection
algorithms. The pre-processing workflow is depicted
in Figure 1. The first step was data cleaning which
comprises removing missing and NaN values, as the
used algorithms are designed for numerical data only.
Moreover, duplicated records were removed to main-
tain data quality and avoid biased results. This step is
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followed by dropping out some features that could af-
fect the model’s performance; for instance, ID features
were removed as they do not have discriminatory value
with respect to attacks. Next features containing IP
addresses were also removed as attackers often spoof
their email addresses to avoid IP filtering systems [8].
Finally, features representing port information were re-
moved as they cause models to overfit towards socket
information [21]. Next, the categorical text in the La-
bel feature was converted to numeric form. Hence, the
label for all attack types were converted to 1 and for
benign instances to 0. This is because anomaly detec-
tion methods are essentially binary classification meth-
ods since they distinguish normal data (i.e. benign)
versus anomalies (i.e. attacks). After pre-processing,
the dataset was split into training, validation, and test
sets. Assuming that there is no prior knowledge about
the network attacks, the models will be trained only on
benign flow. Thus, data from the first day was used
to train the model which comprises 529,445 normal
data instances (about 19% of the entire dataset). The
remaining four-day dataset, which contains 2,298,225
data instances of both attacks and benign flow, were
split for validation and testing (50% each). All data
instances were normalised between 0-1 using min-max
scaling to reduce inductive bias while keeping the shape
of the original data distribution. For the experiments,
Principal Component Analysis (PCA) is used. PCA
has been applied in the Intrusion Detection area since
it only requires a few parameters of the principal com-
ponents to be managed for future detections and most
importantly, the statistics can be estimated in a short
amount of time during the detection stage, which en-
ables real-time usage of PCA [22], [23].

Evaluation of Anomaly Detection Algorithms as
Base Learners for UNAD

The anomaly detection models were learned from the
training data (comprising only benign network flow),
and the validation data (including all types of attacks)
was used to find the best combinations of hyperparame-
ter to maximise F1-Score. For hyperparameter tuning,
various Principal Components (PCs) were considered
(2-15 PCs) to reduce the data’s dimensionality.

Local Outlier Factor (LOF)

LOF detects local outliers by comparing the local
density of an object to its adjacent neighbours. LOF
considers an object as an outlier if the average of the
local reachability density of that object is lower than
the local reachability density of its adjacent neighbours
[2]. LOF’s main advantage is detecting local and neigh-
bouring outliers to data instances in very large datasets
with heterogeneous densities [24], [25]. Therefore, for
massive network traffic, LOF is expected to play a sig-
nificant role in detecting attacks. Accordingly, LOF
is evaluated here as a potential part of the proposed
ensemble-based UNAD. The LOF module from scikit-
learn [26] was used. The hyperparameters are contami-
nation and n neighbours. Contamination is the propor-

tion of the outliers expected in the dataset ranging from
0 to 0.5. We assumed no knowledge about the propor-
tion of outliers constituting non-attacks in the training
data. The hyperparameters were tuned using various
combinations of values for the contamination value. It
was tuned from 0.01 to 0.5 in steps of 0.01. The value of
n neighbours was selected within a range of 5 to 50 in
steps of 5. Once the hyperparameters were optimised
and the best combination was determined, they were
applied to the test set for every number of PCs ranging
between 2-15.

Fig. 2. Summary of Experimental Results expressed in percent-
ages for the LOF based workflow

Fig. 2 shows the best results for each number of PCs
used. For each number of PCs, always the best setting
of contamination and the number of nearest neighbours
is displayed. The figure shows that the highest preci-
sion and F1-Score was achieved for 7 PCs (with con-
tamination parameter 0.07 and 30 neighbours), while
the highest recall was observed for 10 PCs (with con-
tamination parameter 0.08 and 35 neighbours). Based
on the F1-Score, the optimal number of PCs for LOF
is 7.

Isolation Forest

iForest consists of a random trees forest that keeps
portioning all instances until they are fully separated.
Moreover, iForest assumes that anomalies are expected
to be split in early partitioning; therefore, instances
with shorter path lengths are very likely to be anoma-
lies [27]. iForest provides low linear time-complexity
with a low memory requirement, making it ideal for
detecting network attacks in a fast and timely manner.
Furthermore, iForest can deal with high dimensional
data with unrelated attributes [27]. Hence, making it
perfect to be integrated in the proposed UNAD ensem-
ble. iForest implementation from scikit-learn [26] was
used. The hyperparameters here are contamination fac-
tor, n estimators (number of trees) and max samples.
The contamination parameter is the same as for LOF.
We assumed no knowledge about the proportion of out-
liers constituting non-attacks in the training data. The
hyperparameters were optimised using various combi-
nations of values for the contamination value. It was
tuned from 0.01 to 0.5 in steps of 0.01. The number of
n estimators was selected from 50 to 450 in steps of 50.
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Regarding the max samples parameter, which selects
the portion of the training data for each base estimator,
a proportion settings of 25%, 50%, 75% and 100% were
used in addition to the default setting of 256 samples.
Concerning other parameters, max features parameter
which controls the number of features to be extracted
from the dataset to train each estimator [26], it was
set to its default values (1.0) to draw all features to
train the estimators, and the random state parameter
was set to a fixed number (42) for results reproducibil-
ity. Once the hyperparameters were optimised and the
best combination was determined, they were applied to
the test set for every number of PCs ranging between
2-15.

Fig. 3. Summary of Experimental Results expressed in percent-
ages for the iForest based workflow

Fig. 3 shows the best results of iForest for each num-
ber of PCs used. For each number of PCs, always the
best stetting of contamination and the number of near-
est neighbours are displayed. The figure shows that
the highest precision and F1-Score was obtained us-
ing 11 PCs (with contamination parameter of 0.24, 400
estimators and 25% max samples), while the highest
recall was observed using 6 PCs (with contamination
parameter of 0.43, 200 estimators and default setting
(256) max samples). Based on the F1-Score the opti-
mal number of PCs for iForest was at 11.

Elliptic Envelope

Elliptic Envelope detects outliers on multivariate
Gaussian distributed datasets. Elliptic Envelope cre-
ates and fits an ellipse around the centre of a group of
data instances using the Minimum Covariance Deter-
minant. Hence, any data instance that is outside the
ellipse is considered an outlier [4]. As the method was
developed for Gaussian distributed datasets, it may not
perform well on data streams, because the distribution
a data stream can change over time due to concept
drift. However, since the method has a low computa-
tional complexity, and is readily available in scikit-learn
[26] it has been evaluated as a potential base learner for
UNAD. The Elliptic Envelope contamination hyperpa-
rameter is the same as for LOF and iForest. Again, we
assumed no knowledge about the proportion of outliers
constituting non-attacks in the training data. The con-
tamination parameter value was set ranging from 0.01

to 0.5 in steps of 0.01. Once the contamination pa-
rameter was optimised and its best value determined,
it was applied to the test set for every number of PCs
ranging between 2-15.

Fig. 4. Summary of Experimental Results expressed in percent-
ages for the Elliptic Envelope based workflow

Fig. 4 depicts the Elliptic Envelope results for each
number of PCs used. The figure shows that the highest
recall and F1-Score was seen for 6 PCs (with contam-
ination parameter of 0.44), while the highest precision
was observed also for 6 PCs (with contamination pa-
rameter of 0.29). Based on the F1-Score and assuming
equal importance of precision and recall, Elliptic Enve-
lope’s best setting was thus at 6 PCs, with contamina-
tion parameter of 0.44.

Conjectures and Selection of UNAD Base
Learner Types

Although the anomaly detector candidates have been
optimised with F1-Score as a target, ROC AUC was in-
cluded in the evaluation metrics as well since it is fre-
quently used in anomaly detection literature. Interest-
ingly in all cases using ROC AUC rather than F1-Score
would have lead the same outcome.

With respect to base anomaly detector selection for
UNAD, LOF and iForest have been chosen. The reason
for choosing LOF is that it achieves a relatively good
F1-Score at 7 PCs on its own with 74% and a relatively
high recall with 83% for 7 PCS. The precision of LOF
is moderate with 66% at 7 PCs. The metrics for iFor-
est are similar, but a bit more extreme. F1-Score is
moderate at 61% for 11 PCs. the recall is high at 85%
using 11 PCs, yet precision is relatively low with 48%,
meaning that about half the anomaly detections are
false alarms. Elliptic Envelope achieves the lowest F1-
Score of all anomaly detectors with 59% at 6 PCs and
even lower precision than iForest at 6 PCs with 42%. It
has the highest recall though, with 97%. Since Elliptic
Envelope achieves a very low precision, the technique is
likely to be counterproductive in the UNAD ensemble
and hence is excluded.
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UNSUPERVISED ENSEMBLE LEARNER
ARCHITECTURE FOR UNKNOWN

ATTACK DETECTION

Based on the preliminary results discussed in the pre-
vious section, the UNAD ensemble was developed using
of iForest and LOF as base learners, excluding Elliptic
Envelop. The UNAD ensemble is depicted in Figure 5.

The dataset is cleaned the same way as described in
the previous section, normalised and then two versions
of the dataset are produced each projected on the best
number of PCs for LOF (7 PCs) and iForest (11 PCs)
respectively as determined in the experiments outlined
in the previous section. Diversity among each type of
base learner is created through bagging. For each base
learner, bagging is applied on the 529,445 benign data
instances of day one. In order to improve the stabil-
ity and predictive performance of a composite learner
[28], bagging was first introduced by Breiman [29]. It
involves random sampling of the data instances with
replacement. Each data instance is randomly selected
whether to be in the sample or not. The size of the
sample is equal to that of the original number of data
instances. This suggests that some training instances
may appear more than once in the same sample set,
and some may not be included at all.

Fig. 5. Proposed UNAD workflow

UNAD induces 50 LOF and 50 iForest base learn-
ers, all of which are likely to be different since each has
been induced on a separate bootstrap sample. UNAD
further diversifies the base learners by randomly choos-
ing a set of parameter values for the number of Nearest
Neighbours and a contamination factor. Here parame-
ter values from the top 3 best performing instances of
LOF for 7 PCs were considered. These are:

• Nearest Neighbours: 25, 30 and 40
• Contamination: 0.06, 0.07 and 0.08

Concerning the iForest base learners, similar to the
LOF base learners, UNAD chooses randomly the best
parameter values from the iForest preliminary experi-
ments with 11 PCs. These are in particular:

• Number of estimators: 150, 350 and 400.

The contamination parameter and the max samples
parameters for iForest were identical for all top three
instances in the preliminary experiments with 11 PCs.
Hence, UNAD uses contamination 0.24 and 25% max
samples for all iForest instances.

To detect anomalies, UNAD uses a majority vot-
ing scheme of all 100 base anomaly detector instances.
There is an equal vote per base learner instance and per
classification (benign or attack). Please note that due
to equal voting and even number of base learners tie
breaks are possible. The same number of base learners
for LOF and iForest has been chosen to avoid bias to-
wards one type of base learner, hence there is an even
number of base learners. Currently, tie breaks are anal-
ysed by a human analyst, since they represent an uncer-
tainty of the system. In the ONGOING and FUTURE
WORK Section we consider reducing the number of tie
breaks through a weighted voting mechanism.

EXPERIMENTAL EVALUATION

The UNAD learner was applied on the CICIDS2017
dataset as a case study. The data is pre-processed as
already described in Section UNAD BASE ANOMALY
DETECTION METHOD SELECTION. The dataset
attack types and benign distribution is highlighted in
Table I. Data from day one of the network flow was
used as training data. These 529,445 instances com-
prised only benign cases. The test set comprising
1,149,112 instances was used to evaluate UNAD. The
test set comprised instances with all attack types and
also benign data instances.

TABLE II: LOF, iForest and UNAD results comparison in %

Measure(%)
Method

LOF iForest UNAD

Accuracy 86 74 87
Precision 66 48 71
Recall 83 85 80
F1-Score 74 61 75
ROC AUC 85 78 85

Table II depicts the EXPERIMENTAL results of
UNAD compared with the standalone LOF and iFor-
est results. Although the UNAD’s recall was slightly
lower than in standalone LOF and iForest algorithms,
the precision was considerably improved and also there
is some improvement of the F1-Score. The ROC AUC
results are the same compared with the best standalone
competitor, and accuracy has slightly improved. How-
ever, accuracy and ROC AUC are not considered a
good evaluation metric since the data is imbalanced 3:1
in favour of benign data. Thus, F1-Score is considered
a suitable metric, since it describes how well attacks
have been detected in terms of true positive detections
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and portion of overall attacks being detected. It can be
seen that F1-Score has improved due to a considerable
improvement of precision.

Fig. 6. Summary of UNAD detected benign and attacks

Figure 6 illustrates the percentage of identified be-
nign cases and detected attacks using the UNAD sys-
tem. UNAD was able to detect all the heartbleed at-
tacks and almost all the portscan attacks (99.64%).
UNAD was also able to identify 89.44% of the be-
nign flow. DDoS and DoS detection rate were between
77.47% and 71.91% expect for DoS Slowloris and DoS
Slowhttptest, which were 60.8% and 57.71% respec-
tively. Attacks under the Web Attack category were
the least well detected attacks with 7.69% for Brute
Force, 3.37% for XSS and none of the SQL Injection at-
tacks were detected. One can see that although there is
overall a high recall / F1-Score the proportion of identi-
fied attacks varies by a large amount from attack type
to attack type, yet all attacks, except Injections, are
represented in the positive attack detections. However,
considering the precondition that UNAD has never seen
any of the attack types in the test set, it performs rel-
atively well finding most attacks with a high precision
and also almost all attack types are represented. In
the ONGOING WORK section an approach to improve
upon the recall of some attack types is briefly discussed.

TABLE III: Traffic type instances abstained from detection

Type Count Percentage (%)
BENIGN 151663 17.4
DDoS 3272 5.1
FTP-Patator 1546 38.9
DoS Slowhttptest 1160 42.1
DoS slowloris 868 29.9
DoS Hulk 824 0.7
DoS GoldenEye 789 15.3
Web Attack: Brute Force 386 51.2
SSH-Patator 671 22.8
PortScan 252 0.3
Web Attack: XSS 143 43.9
Bot 12 1.2
Infiltration 8 44.4
Web Attack: Sql Injection 3 30
Total 164597 14.3

Since UNAD abstains from detection when uncer-
tain, there are also 161,597 test instances for which

UNAD flagged that it was uncertain. How these traf-
fic instances are composed is depicted in Table III. In
the next section an approach to mitigate abstaining is
briefly discussed.

ONGOING WORK

It was observed in the experimental evaluation that
although UNAD did perform with a high F1-Score and
precision on detected attacks, two limitations surfaced:
(1) a low proportion of some attack types were detected
and (2) abstaining from classifying some test instances.

With respect to limitation (1), a supervised adaptive
component alongside UNAD is currently being devel-
oped that augments UNAD by training on new attack
types previously detected by UNAD. Thus, once a new
threat has been identified UNAD actively tries to fur-
ther improve the detection of this particular type of
attack. With respect to (2), a weighted majority vot-
ing is being considered since it is expected to improve
UNAD’s performance in general and lower the risk of
tie breaks. For this a detection score is currently being
developed (calculated on the out of bag sample from the
bagging procedure). This detection score will be used
to weight votes of UNAD base learners and thus reduce
the possibility of tie breaks and further improve F1-
Score. Tie-breaks resulting in abstaining from detec-
tion attempts may still occur; however, a lower number
of abstained instances is expected to be more feasible
to be examined manually by human analysts.

In addition, ongoing work also includes investigating
why SQL injection are not well detected and which type
of attacks are causing the ensemble’s lower recall.

CONCLUSIONS

The paper discussed the need for unsupervised ma-
chine learning techniques to detect network attacks, be-
cause new types of network attacks constantly emerge.
However, if an attack-type is and previously unknown,
a supervised model is generally not capable of detect-
ing such an attack sufficiently. Hence, this paper ex-
plores experimentally various anomaly detection meth-
ods for their detection capabilities of recent unknown
network attacks. Based on this experimental evalua-
tion the authors proposed a heterogeneous ensemble-
based Unknown Network Attack Detection (UNAD)
system which is composed of some of the evaluated
anomaly detection methods, in order to improve preci-
sion and recall of unknown attack detection compared
with standalone anomaly detection methods. UNAD
is evaluated on the CICIDS2017 dataset, which does
not pose any privacy issues and comprises recent attack
types. The ensemble achieved a high precision and F1-
Score and generally outperformed its standalone base
anomaly detectors. Ongoing and future work comprise
an improved voting strategy for base learners to further
improve UNAD’s performance and reduce tie breaks.
Also an augmentation of UNAD is considered which
provides a simultaneously running adaptive parallel su-
pervised learner, which trained / adapted if a new, pre-
viously unknown attack, has been identified by UNAD.
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ABSTRACT 

Transport infrastructure relies heavily on extended multi 
sensor networks and data streams to support 
its advanced real time monitoring and decision making. 
All relevant stakeholders are highly concerned on how 
travel patterns, infrastructure capacity and other internal 
/ external factors (such as weather) affect, deteriorate or 
improve performance. Usually new network 
infrastructure can be remarkably expensive to build thus 
the focus is constantly in improving existing workflows, 
reduce overheads and enforce lean processes. We 
propose suitable graph-based workflow monitoring met-
hods for developing efficient performance measures for 
the rail industry using extensive business process 
workflow pattern analysis based on Case-based 
Reasoning (CBR) combined with standard Data Mining 
methods. The approach focuses on both data preparation, 
cleaning and workflow integration of real network data. 
Preliminary results of this work are promising since 
workflow integration seems efficient against data 
complexity and domain peculiarities as well as scale on 
demand whilst demonstrating efficient accuracy. A 
number of modelling experiments are presented, that 
show that the approach proposed here can provide a 
sound basis for the effective and useful analysis of 
operational sensor data from train Journeys. 
 

INTRODUCTION 

The modernisation of Rail industry has led to increasing 
usage of computer systems for logistics, tactical, 
planning, performance and maintenance reasons. Rail 
industry has experienced substantial growth over the last 
decade in terms of operational method advancement 
(wayside detectors, wheel profile monitors, extended 
sensor network), processes, software and hardware 
equipment (Rail Defect Test Facility, Asset Health 
Strategic Initiative, and others). These systems generate 
millions of records per day that are constantly monitored, 
enhanced and analysed with the aim to improve industry 
capability, reduce cost and ultimately increase customer 
satisfaction. 

 Most rail operations, such as scheduled train 
services can be treated as business workflows, since they 
comprise event trails of spatio-temporal data. Techniques 
developed and tested for monitoring workflow operations 
can also be used in the context of live train journey 
auditing and performance measurement. 
 An example of such systems that fit well workflow 
orchestration and choreography is Remote Condition 
Monitoring (RCM) systems. RCM comprise multi-
sensor systems per any running vehicle that can offer the 
full picture of a how a locomotive performs within a pre-
determined time span (minute, hour, day, etc.). Its 
captured information is very low level and can reproduce 
a train journey with all relevant mechanical data. RCM is 
primarily used for technical -incident- monitoring, 
however it has also been observed as an accurate 
indicator of performance malfunctioning over a period of 
time.  
 Rail networks are prone to delays since order has to 
be maintened with emphasis to driver and passenger 
safety, cost and performance. Workflow techniques 
based on data streams and process mining can be 
increbibly valuable to Train Operator Companies (TOCs) 
to understand bottlenecks, increase capacity and 
minimize cost throughout the networks. This paper 
presents a data harmonization approach for spatio-
temporal data using graph representation and general 
time theory (Ma, 1994) which enable data harmonization 
across multi-provenance sensor streams. This work, 
although quite recent in inception, has been proven 
reliable for heavy volume data (Agorgianitis, 
2016)systems and effective in real time TOC data. This 
paper is structured as follows: Literature section witll 
refer to state of the art work in the field, Methodology 
will present the rationale and foundation principles of this 
work, Evaluation will presents real life data integrations 
with TOC Data. Finally, Conclusion will describe results 
as well as next steps for this work. 
 
LITERATURE 

Modern organisations use Business Process Workflows 
(BPW) to coordinate their processes, tasks, roles and 
manage resources with the aim to improve efficiency, 
efficacy and profitability. Workflows can automate 
processes, make them more agile and increase 
monitoring for obscure, erroneous or complex events to 
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company managers to increase productivity (Workflow 
Management Coalition, 2021; BPMI, 2021). BPW 
management differs across organisations. The size, sector 
and strategic orientation of an organization plays a key 
role on how they adopt, analyse and practice BPWs (Van 
der Aalst, 2003). A common taxonomy includes the 
phases of: Design, Implementation, Enactment, 
Monitoring and Evaluation as the workflow life cycle in 
BPW management (Muehlen, 2004). Among those the 
Monitoring phase enables the supervising of business 
processes in terms of management (e.g. performance, 
accuracy) and organization (e.g. utilization of resources, 
length of activities etc.) (Reijers, 2003). Monitoring is 
key operation informing process managers and workflow 
designers necessary adjustments to improve their 
processes. 

In the case of using Business process Modelling 
techniques to monitor train jour-ney operation there is a 
need to integrate various data from different rail systems, 
as well as the timetable to provide a detailed insight into 
real train journeys. RCM data are key to provide the basis 
of this analysis, but there is a considerable challenge to 
associate, workflow execution trails with the expected 
business process instances (i.e. timetable). This has 
proven to be a complicated task as several problems exist 
within the Railway data collection systems. For example: 
• RCM systems are independent enough, installed on
several trains at contrasting times. They generate data
that denote a workflow process execution, however, there
is no available information (linkage) between monitored
workflow traces and their corresponding workflow on a
seasonal timetable.
• Data monitoring has several phases. Firstly,
telemetric sensors are used to gather data as “low level
events”. Then data is filtered by a processing system to
produce workflow processes. Finally, the extracted
workflows are stored on persistence lay-ers of variant
formats. Each phase represents a single entity since it is
created at various times and by different architectures.
Consequently, the data transformation along each phase
allow margin for error which leads to partially
inconsistent, in-complete and ultimately faulty data.
Through data analysis which has been con-ducted on real
RCM datasets we found that such percentage can vary
but it ultimately can affect crucial attributes making
workflow generation and workflow alignment to
business process extremely difficult.
• Transport industry has many similar processes. For
instance, the same route might run multiple times within 
a few minutes interval. It is difficult to distinguish 
identical processes since most of their attributes having 
significant similarity. 
• RCM data can contain missing and erroneous
values -due to different clocks, analogue sensors and
error-prone data transmission systems and areas (such as
tunnels)-.
• TOCs have several fleets of similar trains that may
employ several dif-ferent RCM systems. Several
processes can be stored in different da-tasets which make
workflow operations substantially complex.

• Data format can follow several popular or bespoke
formats, hardening a universal workflow monitoring
approach.

Workflow experts can use various methods to 
evaluate their processes, however, large or extended 
volumes of data can make the analysis of event logs 
extremely difficult. Process Mining (PM) is the technique 
used to extract knowledge and insights by discovering 
and analysing processes from event logs (Van der Aalst, 
2011). By applying process mining, domain experts can 
use the derived information as feedback to design new 
processes or revise and enact predefined ones. In the 
literature, several algorithmic techniques have been 
introduced to solve the process mining problem. 
Algorithms like Alpha miner and alpha+ have been used 
extensively but other heuristics, genetic and fuzzy 
algorithms have also been applied (Tiwari, 2008). Each 
algorithm has its limitations on a different aspect of the 
process discovery such as fitness, simplicity and 
precision, and they may be unfit to areas where 
uncertainty, inconsistency and fuzziness is present. In 
such cases a CBR approach (Alshammari, 2017) may be 
more appropriate. CBR has been proven effective in 
monitoring business process workflow instances under 
uncertainty (Kapetanakis, 2009; 2010; 2011; 2012; 2013; 
2014)  in different interdisciplinary domains (Adedoyin, 
2017), (Al Murayziq 2015, 2017), (Amin, 2019, 2020), 
(Ekpenyong, 2019), (Lansley,2019), (O’Connor, 2018) 
by retrieving similar solutions for similar problems. 

RESEARCH METHODOLOGY 

Our workflow data follow a sequential temporal and 
spatial pattern since they represent a variety of activities 
over time. Information about workflows can be encoded 
as events (points in time) or states (time intervals). In 
order to combine the two representation primitives and 
retain the full information and its provenance, there is a 
need for a formal underlying theory and representation 
that captures both temporal information and temporal 
relations (order, concurrency etc). To represent 
effectively workflows and their sequence and 
relationships in a formal way we use the General Time 
Theory (GTT)  (Bandis, 2017; 2018), (Petridis, 2014). 
The general time theory takes both points and intervals 
as primitive. It consists of a triad (T, Meets, Dur), 
where: 
─ T is a non-empty set of time elements; 
─ Meets is a binary order relation over T; 
─ Dur is a function from T to R0+, the set of non-
negative real numbers. 
A time element t is called an interval if Dur(t) > 0; 
otherwise, t is called a point 
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Graphical representation of a log temporal inference 

using the GTT 
In a graph representation each node represents a station 
whereas any edge represents the duration from station A 
to station B. A GTT workflow representation allows for 
a unified log interpretation which in conjunction with 
the multi-level similarity representation presents a 
foundation for adequate CBR workflow cases 
(Kapetanakis, 2014). 
 
REPRESENTATION 
 
A workflow process consists of multiple activities. 
Activities involve tasks such as “start of a journey”, 
“departure from a station”, “arrive on a station” or “end 
of a journey”. The tasks contain multi-perspective 
information such as: 

1.  Time-related information: The start and the end of 
each activity is marked with a timestamp. The duration 
of an activity is also given.  

2. Location: The station of which the activity takes place 
3. Relationships: One activity holds which activity 

follows as well as the time duration between them 

General information about the workflow is also 
available: 
1. The total duration of all activities  
2. The train unit responsible to undertake all the 
workflow activities   
3. The day of the week the workflow took place 
4. The workflow start and end time 
 
Workflows are represented as GTT event-duration 
graphs with spatial information as node-specific tags. 
Every node can be represented as: 
{StationNameq, StopDurationq, NextStationq, 
TimeUntilNextStationq} 
 
Similarity among graphs is represented using multi-
level representation based on the workflow structure. 
This can be annotated as:  
Level 1: Relevant timestamps from workflow data. 
For example, Let case 1, C1 and case 2, C2 as workflow 
representations and C1L, C2L’ their respective list of 
stations. For C1 and C2 if Start date is the same (Binary 
equal) && Start time relies within ℽ mins fluctuation 
&& C1L is like C2L’ based on an µ string threshold. 

	
	

(equation 1)	
 
Where w1, w2, w3 are empirically (expert-based) derived 
domain constants and   

w1 + w2 = w3    (equation 
2) 

Upon successful relevance on similarity 1, a Level 2 
similarity can be defined as:  

p1: create relationships => {[S1, Dur(S1), 
Dur(S2), Meets S2] ...} 

(equation 3) 
Where S1 is a starting point, Dur(S1) is the time spent on 
the station, Dur(S2) the time till the next station, and 
Meets S2 the station that follows. A Level 2 similarity is 
based on equation 3 quadruplets as:    

 
|

= | * w3 	
(equation 4) 

Where UN1 and UN2 are system identification numbers 
 
EVALUATION 
 
For the needs of evaluation we used data from 159000 
trail records approximately over the period of ten 
months. Workflows were represented as graphs using 
GTT. Moving windows using level 1 and 2 similarities 
repsecitively, were used to combine together relevant 
workflows. Four types of datasets were used including: 

1) RCM data from live train journeys 
2) Performance data from planned / expected, 

already ran journeys 
3) Timetabling data indicating planned, long-term 

planned and emergency routes across all 
networks 

4) Spatio-temporal data for any assets (stations, 
signals, depots) and train location data 
available from sensors 

GTT enabled workflow representation for all datasets 
starting from structured ones, like: Timetabling and 
Locations as well as free form ones: Performance and 
RCM. Level 1 and 2 similarities enabled workflow 
alignment and match of segments with complementary 
data provenance and information. Every performance 
journey was ranked with an indicator of delay which 
could be  

1. Type A: No delay 
2. Tybe B: Sub-threshold delay between 1-3’ 
3. Type C: Recorded Delay between 3-15’ 
4. Type D: Severe Delays of more than 15’ 

These classification scale was available just to one type 
of workflows and not the others. With the workflow 
unification, industry experts were able to see the 
journey classification as well as retrace back what 
happened on that specific case, see relevant information 
for the underlying family of services, routes as well as 
any available information on a daily basis. Based on the 
combined multiple provenance workflow data machine 
learning tehchniques were used to verify the accuracy of 
the system in numerical prediction e.g. given a specific 
trail of data can this be attributed to the right family of 
workflows and can it be classified accurately against 
delays of type A-D. 

 

t1 t2 (1) 

t7  t3 
t6 (0) 

t5  t8 (0.3) 

t4 (0.5) 
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For the first part of the evaluation the aggregation 
results using GTT enabled graphs and level 1, 2 
similarity were encouraging with 93.89% success rate. 
 
 
 
 
 Table 1 summarises the results in terms of successful 
vs. unsuccessful cases. 

 Accurate 
Match 

Total records 

Workflow records 100% 159000 
Matched successfully 93.89% 149282 
Unsuccessful match 6.11% 9718 

Table 1: Workflow match accuracy 
 

Workflow matching had a high match ration, however 
still a high number of cases was not able to be 
connected dud to data inconcistencies, duplicate records 
and hardware peculiarities that required further 
processing and filtering. The results from this initial 
phase were treated as encouraging from industry 
stakeholders and requested the emphasis of the 
evaluation work to be placed on delay prediction given 
partial visibility of real time datasets. For this phase 
BPW mining techniques in workflow numerical 
prediction were used by applying generalized linear 
model, regression and a neural network classifier trained 
from existing workflow. Target was set as predicting 
whether a service will experience delay using early 
available data from the beginning of each route. A 
typical route can contain any number of stop between 
the range of 18 - 50 stations approximately. The first 
three nodes for each workflow graph where used as 
predictors for a combined workflow journey. For the 
needs of the evalution just week working days were 
selected as well as peak times where most delays take 
place usually. 

 Generalised 
Linear 
Model 

Regression ANN 

Min Error -878 -1025 -476 
Max Error 1754 1831 1907 
Mean 
Absolute 
Error (MAE) 56 58 68 
Standard 
Deviation 102 106 96 
Linear 
Correlation 0.756 0.787 0.863 

Occurrences 96,671 96,671 96,671 
Table 2: Predicution results, journey times in seconds 
 
As shown in Table 2, neural network predictors were 
shown most accurate in predicting delay. Results were 
interpreted positively from rail experts, however they 
expressed views for further workflow segmentation, 
special cases identification and filtering (for abnormal 
events) as well as the need for further explainability 
which will be the focus for further work.  
 
CONCLUSION 
This work presents a workflow harmonization approach 
in a real industrial environment. This work has been 
promising to domain experts since it is able to collate 
together workflows originating from different origins 
and present them under a common ground. There is 
substantial amount of improvement that can be applied 
in this field. Further work will focus explicitly on 
specialized workflow segmentation, algorithmic 
explanation and enhancement of the workflow auditing 
results. This approach seems generic and reusable to 
other domains, work which will be pursued in the future 
phases of this work.  
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ABSTRACT

Customer journey analysis is rapidly increasing in
popularity, as it is essential for companies to under-
stand how their customers think and behave. Recent
studies investigate how customers traverse their jour-
neys and how they can be improved for the future.
However, those researches only focus on improving the
process for future customers by analyzing the histori-
cal data. This research focuses on helping the current
customer immediately, by analyzing if it is possible to
predict what the customer will do next and accordingly
take proactive steps. We propose a model to predict the
customer’s next contact type (touch point). At first we
will analyze the customer journey data by applying pro-
cess mining techniques. We will use these insights then
together with the historical data of accumulated cus-
tomer journeys to train several classifiers. The winning
of those classifiers, namely XGBoost, is used to perform
a prediction on a customer’s journey while the journey
is still active. We show on three different real datasets
coming from interactions between a telecommunication
company and its customers that we always beat a base-
line classifier thanks to our thorough pre-processing of
the data.

I. Introduction

Nowadays, companies collect all sorts of data from
their services and customers. Altogether, data-driven
analysis has become more interesting for companies and
the collected data is used by companies to analyze all
of their products and services. In organizations, such
as a telecommunication companies, the data is used to
analyze the journey of a customer. Investigating and
analyzing often reveals ways to potentially optimize ser-
vices provided. This investigation is both in favor of the
customer and the company, as the service is improved
the customer will get a more tailored approach. For
example, a customer that can install his newly received
modem on his own or with the help of the website and
does not have to call the service desk or worse, need a
mechanic. Those customers save the company money
because the service desk has less work or no mechanic
has to be send, decreasing the overall expenses. Also
the customer is happier since he does not have to wait
in the phone queue of the service desk or wait at home
to receive a mechanic, increasing the customer satisfac-
tion.

One kind of such data is the customer journey, the

customer journey represents the steps a customer takes
with the company. Each step is called a touch point
and is defined to be an interaction from the customer
with the companies’ products or services [3]. These
customer journeys are mapped into a customer journey
map (CJM) to perform analysis on. The customer jour-
neys are very interesting to analyze since the company
can see how customers actually behave. The company
has an idea of how a certain process should work, but
in practice this might not be the case at all. Reviewing
the customer journeys gives insight in how customers
follow certain flows. When an important step is miss-
ing from the process flow in a majority of the customer
journeys then the company can investigate this matter
and see why the customers do not perform those steps.

Before applying process mining to it, customer jour-
ney analysis was performed to improve processes in
hindsight [10]. Historical data is checked and used to
iteratively improve the customer experience when inter-
acting with a certain process of the company. Therefore
the company is always late in providing immediate sup-
port to the customer. When something goes “wrong”,
the mistake can later be found in the data to help im-
prove the error for the future.

Knowing what a customer will do next, gives the
company the ability to proactively provide support to
the customer. Helping the customer proactively saves
time and therefore also costs, as well as increases the
customer satisfaction as he/she is helped faster. This
leads to the following research question defined for this
paper: Is it possible to predict a customer’s next touch
point by starting from the historical data from cus-
tomer journeys in our use case?

This paper is structured as follows: Preliminaries
and some existing solutions are discussed in Section
II. In Sections III and IV an understanding of respec-
tively the business and the data is shared. The data
pre-processing and the applied models are discussed in
Section V. The experimental results are discussed in
Section VI. Finally, Section VII concludes this paper.

II. Preliminaries and existing solution

The data consists of customer journeys in the form
of event logs. An event log L = (Tr1, T r2, . . . , T rn)
consists of a collection of n traces. A trace is a sequence
of events Tri ∈ E∗, where E is a collection of events.
An event ei = (cj , ak, ti) needs to include an uniquely
identifiable customer journey cj , an activity ak from
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Fig. 1. Methodology overview

the set of l possible touch points A = {a1, a2, . . . , al}
and lastly a timestamp ti when the event took place
[18]. Thus an event log has a collection of traces, which
contain events that denote the activity that happened
on what time and referring to what customer journey.

We want to predict the activity a of event ei+1 given
that we are at event ei belonging to the same customer
journey cj and having the timestamp ti < ti+1. We
also have the information of previous events which will
help determine the next touch point. Meaning that
ei+1 is the dependent variable on our independent vari-
ables of the previous steps. We do not only use touch
points, but also the additional static information in the
customer journey.

In Figure 1 we can see the steps that can be used to
perform predictions on the customer journey.

The main goal is to try and predict what touch point
a customer will use next. This prediction is required if
the company wants, for instance, to try preventing this
next step from happening. This can be done by helping
a customer proactively or even better by making sure
that the next step is never needed. This does not only
save the company resources as the customer needs less
attention, the customer will also be more satisfied as
the goal of the journey is reached faster.

One example of solutions from the literature address-
ing relatively similar problems is OARA [6] which this is
based on customer journey prediction but also includes
a recommendation afterwards, which deviates from the
goal in our research. A similar solution is proposed
by Terragni & Hassani [17] in an article on analyzing
customer journeys for recommendations [16]. This re-
search is useful to investigate as the basis is similar.
However we want to predict what a customer will ac-
tually do and not what a customer will like (also called
the final outcome). Therefore we can investigate their
sources and analyze how they tackled the problem and
learn from that.

III. Business understanding

The business owner BO which owns the scenario and
the data preferred not to reveal their identity and is a
market leader for telecommunications in the Nether-
lands. We will refer to them as BO in the remainder
of this paper. They provide many different types of
services for people living in the Netherlands, as well
as different services for companies in the business mar-
ket. The main services provided for customers are mo-

bile telephony, internet for households and interactive
television. The different types of services can be com-
bined to get extra benefits on top of the packages. BO
provides various ways to get in contact with their cus-
tomers.

A customer can get into contact with BO for differ-
ent reasons such as having a question about a service,
an invoice, the installation of a new piece of hardware,
reporting malfunctions, acquiring a new subscription
with BO and a dozen more possible reasons. To facil-
itate these contacting customers, BO has a number of
channels to reach them. Customers can contact the ser-
vice helpdesk of BO over the phone, the website, a list
of FAQ, a community forum, social media platforms or
offline by physically showing up in one of BO stores.

A. Customer journey

The customer journey at BO is defined to end after
a customer has not been in contact with BO for at
least seven days. Thus, a customer journey can be of
arbitrary time duration, the only restriction is that the
duration between two consecutive touch points should
not be longer than 7 days, otherwise it is assumed to
be a new customer journey (new case).

The customer journey is a customer-driven process
that starts with a touch point initiated by the customer
to interact with BO. Most of the customer journeys are
quite short, meaning of length one, two and three. The
short length is actually a good sign for BO because it
means that the customer is helped within a few steps.

B. Business Problem

Regarding customer support, there are three high
cost factors within BO. As such those three are interest-
ing to investigate and in context of this research, they
are interesting to predict. Ideally, a customer would
never have to call BO. All changes, sales, terminations
and troubleshooting problems are being resolved using
the online portal of BO. BO offers customer support
through their telephone service helpdesk. The service
helpdesk can be used in case of a question which could
not be answered by the BO website and there are al-
ways people who prefer to call instead of using self-
service options. However keeping the call centre opera-
tional is quite expensive. BO provides around the clock
support for malfunctions, technical support and ques-
tions about the theft or lost of a mobile phone. Every
call made costs BO money, this has already led to the
creation of self-service portals online and robotic chat
services.

Another big impact factor regarding cost is the me-
chanic. Sending a mechanic to a customer is costly
for both BO as for the customer. Mechanics need
proper training and planning the mechanics in a way
that travel time is minimized is hard and thus costly.
The mechanic is unfortunately partly unavoidable, as
he needs to fix issues on the customer side. Though
there is also a part which is unnecessary, it is hard to
distinguish the latter from the former. Improving the
quality of manuals might reduce the required number
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of mechanics but they will always be needed. Even
though, predicting that a mechanic will be needed can
certainly help. As preemptive steps can be taken to
offer a customer to receive a mechanic. Doing so will
save the cost of a customer having to make a repeated
call to BO.

Last costly defect is swapping of hardware for the
customer. When a modem or tv-box has a defect and
needs to be replaced, it creates a lot of administration
and logistics. Especially keeping track of all aspects
of the swap in the logistics is not a trivial task. Even
though a large part of the modems returned are not
actually broken. The customer will send the malfunc-
tioning modem back to BO and BO has to send the
same model modem from their warehouse to the cus-
tomer.

These three costs are part of the customer journey
and loads of different kinds of research is being done to
better understand and improve them. The main costs
for these three touch points is the overhead, they are
often unnecessarily repeated. The costs of sending two
mechanics is substantially higher than one mechanic
who spends a bit more time at a customer. Not only
those three items are investigated, the whole customer
journey is under the loop and is being streamlined more
and more.

The objective for BO is to resolve the issue of the cus-
tomer within one contact, as all repeating touch points
are considered excessive. To achieve this goal and be-
sides the answer to the first sub-question is to get a
prediction on what type of contact (i.e. touch point) a
customer will use next and if possible also the subject
for which the customer comes into contact with BO. As
it can make quite a difference if the customer calls for
explanation on his bill or to cancel their subscription.

IV. Data understanding

For this research we have two datasets with eight
weeks of data, which both already include over a mil-
lion rows of data and almost half a million customer
journeys. The column called contact type is the type
of contact a customer has with BO, this attribute is
what we have defined as a touch point in this paper.
Meaning this is the attribute on which we want to do
the prediction, we want to predict which type of contact
the customer will use next. Therefore all the distinct
touch points will be looked at and briefly explained in
the list below.

A. Touch Points

• call: This touch point means that a customer has
called with the service helpdesk of BO. The reason be-
hind the phone call can vary a lot, from a malfunction
to the theft of a mobile phone.
• call - dvb: This is when a call has to be forwarded
to another department of the service helpdesk where
employees are trained in other skills. For example if a
customer wants to buy a product or service, he will be
put through to the sales department of the helpdesk.
• chat: The chat occurs when a customer is on the BO

website and uses the online portal to ask a question to
the chatbox. First a bot will respond but later a real life
employee may continue the conversation if necessary.
• conversational: Conversational is when a customer
calls the service helpdesk of BO but before a real em-
ployee is on the phone. A bot will ask the customer
to state his question, the bot then tries to classify the
question. If the question is general, the bot will send a
link to the webpage on which an answer for the ques-
tion can be found. Conversational helps to reduce the
number of calls that have to go through to actual em-
ployees.
• logistiek: The logistics part is for the swap and dis-
tribution of hardware. This is a more static step in
the process, as a type of hardware is requested and the
warehouse has to perform the logistics to get it to the
customer.
• monteur - levering: This means a mechanic for
delivery. The delivery to a customer who has gotten a
new subscription or an upgrade and wants a mechanic
to perform the installation of the new modem or box.
• monteur- ondergrond: This stands for mechanic -
underground. Meaning that there has to be done ac-
tual digging or crawling in the crawlspace of the house.
The mechanic will then check and replace the cable(s)
if necessary. A mechanic - underground is not often
needed and mostly only after a regular mechanic - ser-
vice has come by the house already.
• monteur - service: This is the regular mechanic for
service. The mechanic is send when a customer calls
with a malfunction which cannot be solved by himself
or over the phone with the service helpdesk employee.
• online: Online is when the customer checks the web-
site of BO. This can be for everything on there, even if
it is just browsing. Online can be hard to link to the
actual customer as most people are not always logged
in into their account.
• order: In this dataset an order has two categories,
namely move and termination. Termination is when
a customer cancels his subscription, so the provided
services have to be stopped. Move is when a customer
changes address and therefore the services, like internet
and TV, have to be changed to the new address as well.
• service ticket: The service ticket is also like the lo-
gistics an intermediate, more static step. The ticket
is created by a service helpdesk employee who has a
customer with a problem on the phone. The service
ticket states all the information needed for later refer-
ence if the customer calls again or for the mechanic to
be informed about the problem.
• winkel: Winkel is dutch for store. So the store is
when a customer walks into the store and speaks with
an employee. The reason can also vary, it can be to
buy a new product or to ask for information or even to
report a malfunction.

The next column after contact type differs in the two
datasets. The key feature of the first dataset is an
important column named bucket name. In this column
the bucket in which the touch point is categorized is
shown. Not all touch points use the same buckets to
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Baseline of touch points
eind 48%
call 21%

conversational 13%
online 7%

logistiek 3%
service ticket 2%

monteur - service 2%
order 1%
winkel 1%
chat 1%

monteur - levering 0%
monteur - ondergrond 0%

TABLE I: Baseline touch

points in the data

be categorized into, which is interesting. We will check
which touch points are connected to which bucket.

Touch point occurrence In Table I, the frequency
of each touch point in the dataset is shown. All touch
points were counted and then normalized, which is the
result visible in Table I.

Process overview The journeys are very different
for each customer but it could be the case that multi-
ple customers have the same journey as there is only a
limited number of touch points. In Figure 2 the pro-
cess overview, made by the heuristic miner . In this
figure we do see some connections. We observe on the
left of the figure that a call often leads to an order,
service ticket or logistiek (logistics). These are in-
teresting observations and when thought about make
sense. When a customer calls BO it can be about a
malfunction or other question, this leads to a service
ticket. The call can also be about acquiring a ser-
vice, thus order. Moreover it could be a defect piece
of hardware, leading to logistiek (logistics).

From the service ticket a followup is the monteur
- service (mechanic - service), which is expected. The
same holds for an order inducing the monteur - lev-
ering (mechanic - delivery). When a monteur - ser-
vice is not enough to fix the problem a monteur - on-
dergrond (mechanic - underground) is sent, as already
stated in the explanation of monteur - ondergrond
in Section IV-A. So this dependency is also no surprise
to see.

The link between monteur - ondergrond −→ lo-
gistiek and monteur - ondergrond −→ conversa-
tional is not immediately clear. Possibly for monteur
- ondergrond −→ conversational the customer calls
to ask for an update while the monteur - ondergrond
is still working on the problem.

B. Distribution of journey types

In the second dataset, we looked at the distribution of
the journeys regarding how many types one journey in-
cludes, which can be seen in Table II . Meaning in this
dataset each customer journey has a category which
is one out of the ten types of journeys. These tables
show how many different journey types are included in
one customer journey. We see that when ignoring cus-
tomer journeys of length one, the biggest value is when

Fig. 2. Process overview using heuristic miner

Number of types Percentage Absolute
1 39% 55914
2 40% 57532
3 14% 20731
4 5% 6752
5 1% 2078
6 0% 539
7 0% 91
8 0% 15
9 0% 1

TABLE II: Journey distribution with length > 1.

there are two journey types in one customer journey.
This is closely followed by just one type per journey.
More than two types per journey has a much smaller
percentage. Another interesting observation is the fact
that there are a lot of customer journeys of length one,
there are almost a 100k of them.

V. Data preparation and models

A. Predicted and independent variables

In this research the predicted variable is the data
in the column contact type next. For the independent
variables Xi the columns with information have to be
selected. For the customer journey this will always be
the column containing the touch points, as the touch
points are the most important feature in a customer
journey. Besides the touch points some additional in-
formation regarding the reason of the contact can be
added, like a callreason or category. If it would be
helpful then also customer information can be added
to provide more personal information to the model.

In our research the most important feature is the
touch point, i.e. the column contact type. This column
contains the current touch point in the journey and has
the same values as the outcome variable minus eind.
Furthermore we also want to include previous touch
points belonging to the current journey.

To provide meaning to the touch points, the column
with bucket name is used. The bucket provides a sort
of category for the current touch point. As we also
include previous touch point, we will likewise include
the previous buckets in our data.

Another data feature which supports the information
surrounding the touch point is the callreason. As de-
scribed previously the callreason consist of a written
or selected reason made by a BO employee. As such
there occur many different variations in callreasons of
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which some are very similar to each other. They can
even be as similar as using different punctuation or cap-
ital letters. This makes them less suited for the use in
prediction, however they contain valuable information.
This is why we will perform a basic cleaning perfor-
mance on the callreason data, so it is usable for our
models. Because there are still many options available
for callreason, we will only use the directly previous
callreason and the current callreason.

B. Data cleaning

To reduce the noise in our data we have removed the
touch point call - dvb. We simply do this by removing
the entire row in which call - dvb is the contact type,
because we will run a script later that reshapes the data
in the right way. We made the decision to limit the
callreason to a maximum of ten characters. We chose
ten because it cuts off all too specific parts of the reason
while still providing enough room within the first ten
characters to be different. Lastly we had the buckets
undefined, nog niet toebedeeld and unknown. These
are all non-informative buckets and therefore we aggre-
gated them into one bucket instead of three separate
buckets. We looped over the data and whenever we
encountered one of the three buckets, we replaced the
entry with missing.

We will use a logistic regression, random forest,
boosted trees and a LSTM neural network. Then we
will measure the performance of the models with a met-
ric and assess them.

C. Applied models

Logistic regression: The logistic regression is the
most basic technique we use. We only have to set a
few parameters for this model. As our problem con-
sists of predicting one of multiple outcomes, we need a
multi-class classification model. Therefore we have to
set the multi class parameter in our logistic regression
to multinomial, then it will use cross-entropy loss to
find the best model. The other parameter we set is
the solver, we cannot use liblinear for our multi-class
problem as this is only suited for binary problems. We
choose for the SAGA solver [5]. This solver performs
well in practice and is faster on large datasets than
other solvers. We will use these settings to train our
logistic regression model.

Random forest: Thousand trees are enough to get
an average and reduce overfitting. To further control
overfitting we set the max depth parameter to 25.
XGBoost: XGBoost [4] is also based on decision

trees. For XGBoost we have to choose the objective
function to perform the gradient boosting on, in our
case we choose for the multi:softprob option. This
indicates that we are dealing with a multi-class out-
put and the softprob refers to the softmax function.
Instead of returning the label, it returns the proba-
bility for each output. Similar to the random forest,
here we also choose a n estimators of a thousand and
a max depth of 25 to help with memory management
and overfitting.

LSTM [9]: Hyperparameter tuning is very impor-
tant for neural networks. There are a few ways to
do the hyperparameter tuning. We can manually tune
the hyperparameters but this is very time consuming
and you need an expert or else the tuning will not be
much of an improvement. The most standard option in
parameter tuning is gridsearch. Gridsearch evaluates
all the different possible combinations of parameters in
a grid-like manner, therefore it is called a gridsearch.
However testing all different possible combinations of
parameters and finding the best combination takes a
lot of computational power and time. This is why a
randomized gridsearch was introduced, the randomized
gridsearch does not compute all possibly combinations
but it randomly chooses a subset of them. By Bergstra
and Bengio [1] it is empirically and theoretically shown
that randomly chosen trials are more efficient for hy-
perparameter tuning than trials on a grid.

However there is also a disadvantage in the random-
ized gridsearch. Randomized gridsearch does not adapt
its behavior based on the previous outcomes. This
means that a poorly chosen parameter can prevent the
model from learning effectively. For example if the
dropout rate should be between 0 and 0.5 but we test
for values between 0 and 1 then 50% of the tests will re-
turn bad results. This is an unnecessary waste of time
and therefore the range in which the hyperparameters
lie, needs to be chosen carefully. The Bayesian opti-
mization methods by Snoek et al. [13] are capable of
learning from the previous trials. Bayesian optimiza-
tion creates a surrogate objective function to approxi-
mate the best hyperparameters for the real model. A
study by Bergstra et al. [2] shows that Bayesian op-
timization methods produce significantly better results
whilst also limiting the computation time. Therefore
we will use Bayesian optimization in this research. We
will now shortly discuss the different hyperparameters
we will tune.

• Gradient descent optimization algorithm: This
optimization technique tries to minimize the loss func-
tion after each iteration by tweaking the weights. Some
of these optimization algorithms are Momentum, Ada-
grad, RMSprop, Adam and Adamax [11]. Adam is in
general the best performing optimizer [11].
• Number of neurons in hidden layer: The num-
ber of neurons in the hidden layer determines how well
the model learns without underfitting or overfitting.
• Dropout: Dropout is a regularization method which
drops out random nodes to reduce overfitting and im-
prove overall model performance.
• Batch size: The batch size defines the number of
samples that will be used every iteration. This hyper-
parameter is also a balance between not overfitting the
model and unable to escape a local minimum. In gen-
eral it is advised to use a power of two as batch size
since this would increase efficiency.
• Epochs: The number of epochs is the number of
times your model trains on the entire dataset. If this
number is too high it will cause overfitting on the oppo-
site side if it is too low then there will be underfitting.
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Fig. 3. F1 of all models w.r.t. the ground truth touch point.

VI. Experimental Evaluation

To evaluate the prediction quality we used:
Precision = True Positives

True Positives+False Positives , Recall =
True Positives

True Positives+False Negatives and F1 = 2· precision·recallprecision+recall .
We have trained the four different models on the two

different datasets which were split into three different
options. The datasets are split individually into an 80%
training set and a 20% testing set .

A. Comparison of applied models

First we will compare the four different kinds of mod-
els with each other. For this we show a bar plot depict-
ing the F1-score for the different models in Figure 3.
On the x-axis we plotted the predicted labels, i.e. the
touch points. Also a macro average and a weighted av-
erage is shown. To compare the different models, it is
best to look at the macro average and weighted aver-
age. Overall we see that the macro average is equal for
the logistic, XGBoost and LSTM models with only the
random forest (RF) underperforming. The same ob-
servation holds for the weighted average. The models
perform similar with only RF underperforming. The
reason that RF is worse than the other three could be
caused by the fact that we did not tune the parameters
of the RF, while we did tune the LSTM and XGBoost
boosts itself.

B. Comparison of datasets

In this section we will compare three different types
of datasets using the winner model from the previous
step: XGBoost. The first is the first dataset used in this
research, which we call buckets. The second and the
third datasets are inferred from the second dataset in
this research and differ according to the journey types
which are used in two ways. The first way is by just
using the dataset trained on all data in a journey, so
only sorting by journey id (we call it journey). In the
other way, we group the journeys on journey id and also
on journey type (we call it ordered). This creates more
journeys and therefore also smaller journeys. However
these journeys should all be related to the same sub-
ject as they share the same journey type. The preci-
sion, recall and F1-score are shown in the Figures 4,
5 and 6 respectively. In the figures the metric is on

Fig. 4. Precision comparing dummy and three datasets

the y-axis and the different touch points on the x-axis.
The bars are the three different datasets as well as a
dummy baseline for reference. A dummy baseline ran-
domly predicts one of the labels but with a probability
weighted by its relative frequency in the ground truth.
For some datasets certain touch points are not avail-
able and this is displayed by a small negative value, for
example for the ordered dataset there is no conversa-
tional label. First we will inspect the overall score with
the F1-score measure shown in Figure 6. Comparing
the macro average and weighted average, we see that
on all three datasets, XGBoost outperform the dummy
baseline which is good. For the macro average, XG-
Boost performs the best on bucket dataset and worst
on the ordered dataset. While on the ordered dataset
it performs the best in the weighted average, on the
bucket dataset it also performs well.

We observe two touch points that are very poorly
predicted. These touch points are chat and winkel
(store). This could be explained by the fact that these
are two of the smaller labels and therefore less tuned
on by the models. However thinking about these touch
points, they both do not belong to clear processes. A
customer can go to the store whenever he wants but
he is never expected to go to a store. This makes the
store a very unpredictable touch point. The chat has
the same issue only when we see a customer online, we
could predict that he is going to chat. However there
is never a clear indication that the customer will chat
with a BO employee.

Now we will look at the touch points most interesting
to us, namely call and monteur - service. We ob-
serve that monteur - service is very good predictable
in all datasets. This is likely caused by the fact that
a mechanic for service is always sent in a reaction to
something and it is not sent out of the blue. The indica-
tions are used by the model to predict when a mechanic
will be sent. Looking at the call touch point only the
bucket dataset performs well and the ordered dataset
performs very poorly. The poor performance of the or-
dered dataset could be caused by the fact that there is
no conversational data in this dataset and conversa-
tional is one of the biggest indicators that a call might
follow.
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Fig. 5. Recall comparing dummy and three datasets

Fig. 6. F1-score comparing dummy and three datasets

VII. Conclusions

In this paper we have discussed the customer jour-
ney and the predictability of its different touch points.
First we want to get a better overview of the customer
journey. Therefore we started this research by investi-
gating the customer journey. We applied process min-
ing techniques to discover the process model. Then we
moved towards predicting the next step in the jour-
ney. We have shown the intuition behind each pre-
processing step either from the business understand-
ing perspective or from the data analysis perspective.
We concluded that among four, carefully-tuned predic-
tion models, XGBoost was the winner so we proceeded
with testing it on three datasets. In the results we
have shown that we are always able to beat a dummy
baseline which predicts randomly one of the labels with
a probability weighted by its existence in the ground
truth. To have a structured approach to our investiga-
tion, we followed a framework similar CRISP-DM [12].

In the future, we would like to address the meaning
of the used distance metric in categorizing the journeys
into variants by inferring an accurate distance metric
that decides the similarities between the journeys [15].
Additionally, we would like to address the predictability
under a streaming setting of the customer journeys [8],
with varying underlying distributions [7], [14].

References

[1] James Bergstra and Yoshua Bengio. Random
search for hyper-parameter optimization. JMLR,
13(Feb):281–305, 2012.
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ABSTRACT 

In recent years, negative demographic trends have been 

developing in Russia. The most important is a decline in 

the birth rate. Researchers are actively looking for new 

determinants of this process, on the basis of which 

measures of population policy can be developed. One of 

these determinants may be active grandparenting, which 

means the active participation of grandparents in the 

processes of caring for grandchildren. The aim of this 

study is to create a demographic and statistical model of 

a typical Russian grandfather, actively involved in 

childcare. We used the following methods: parametric 

and nonparametric independent samples tests (t-test, 

Mann-Whitney U test, median test), regression analysis, 

indirect method of calculations. As a result, two models 

were presented – statistical demographic model of the 

age when Russian men enter grandparenthood and 

demographic model of a typical Russian grandfather 

actively involved in childcare. Our study is a 

preliminary stage for a large-scale survey of 

grandparenting practices in Russia. The number of older 

people is growing fast, which makes this socio-

economic group increasingly important for addressing 

the problems of demographic decline in Russia. 

Therefore, large-scale research of grandparenthood is 

crucial for more efficient policy-making in this sphere. 

INTRODUCTION 

Recent demographic trends in Russia present an 

alarming picture: since 2016, the country has 

experienced a natural population decline and falling 

birth rates and the period of 2019-2020 marked a 

significant population decline (Demographic Indicators 

2020).  

To address these issues, a number of state measures 

are being developed and implemented, including the 

national project “Demography” for the period until 

2024, which came into force on 1 January 2019. The 

project aims at increasing healthy life expectancy to 67 

and ensuring a rise in the total fertility rate to 1.7 

children per woman. The project encompasses several 

federal projects dealing with specific goals (Passport of 

the national project 2019). We believe, however, that 

these goals can be achieved not only through targeted 

effort but also as a result of a synergistic effect. One of 

the factors contributing to the growth in fertility and 

healthy life expectancy is the involvement of 

grandparents into the process of caring for their 

grandchildren.  

There is a substantial body of international research 

on grandparents' role in childcare and upbringing 

(Sichimba at al. 2017; Nedelcu 2017;  Coall at al. 2018). 

These studies bring to light a number of social and 

psychological benefits enjoyed by grandparent 

caregivers: for example, there is evidence that child-

raising has a positive impact on grandparents' cognitive 

functions (Arpino and Bordone 2014), that it enhances 

their subjective well-being (Mahne and Huxhold 2015), 

reduces the risk of depression (Grundy 2012), and 

decreases the mortality rates in elderly people (Hilbrand 

at al. 2017). There are studies focused on grandparents’ 

positive influence on the well-being of their 

grandchildren, for instance, on their academic 

performance (Del Boca at al. 2018). Some studies 

highlight the role of grandparents in helping families 

surmount crises (Attar-Schwartz  and Buchanan 2018). 

At the same time, the level of grandparents' 

involvement in childcare may differ across countries 

and regions. For example, there is evidence that it varies 

significantly across northern and southern European 

countries (Buchanan and Rotkirch 2018). The intensity 

of grandparental involvement may also change with 

time: for instance, as is shown in (Chapman at al. 2017), 

Finnish children born in 1869 spent on average four 

years with at least one of their grandmothers and one 

year with at least one of their grandfathers; for children 

born in 1950, these figures rose to 24 and 13 years 

respectively.   

In Russia, grandparents have traditionally played an 

important role in providing childcare and support. 

Unfortunately, there are currently no studies in Russia 

that would provide reliable data on grandparenthood, 

which precludes efficient policy-making in the social 

and demographic sphere. At the same time, obtaining 

such assessments could become the basis for the 

development of those measures of state social and 

demographic policy that would contribute to a more 

effective solution of demographic problems in the 

country. 
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In Shubat and Bagirova (2020), we presented a 

demographic-statistical model of a typical Russian 

grandmother actively involved in childcare. The aim of 

this study is to create a demographic and statistical 

model of a typical Russian grandfather, actively 

involved in this process.  

 

DATA AND METHODS 

In order to model the specific features of Russian 

grandfathers, we had to address two methodological 

tasks. 

First, we needed to identify the socio-demographic 

group of grandfathers as men with grandchildren. 

Despite the fact that the Russian government pays close 

attention to the problems of senior citizens (measures to 

support the elderly are specified in the above-mentioned 

national project “Demography”), there are currently no 

large-scale national surveys of grandparenthod in 

Russia. Therefore, there is a perceived lack of statistical 

data on the size of this group and the criteria that can be 

applied to identify who belongs to it.  Based on the data 

available in Russian statistics, we found it possible to 

identify this group based on the age criterion. Therefore, 

we had to find at what age Russian men and women 

enter grandparenthood. 

The age of grandparenthood is easier to calculate for 

women with the help of the statistical indicator “Mean 

age at first birth (the mean age of women at the birth of 

their first child)”. We need to add up these indicators for 

the two consecutive generations of women to calculate 

the mean age of entering grandmothering. However, it 

was impossible to use the same approach to estimate at 

what age Russian men enter the age of grandfatherhood 

as there are no data on the mean age at first birth for 

men. Therefore, we had to build a more complex 

statistical demographic model. To this end, we used the 

following statistical data sources: 

- mean age at first birth (for women); 

- average age at marriage (for women); 

- average age at marriage (for men). 

The data were provided by the Human Fertility 

Database, a joint project of the Max Planck Institute for 

Demographic Research and the Vienna Institute of 

Demography (The Human Fertility Database 2021). We 

also relied on the data of the annual demographic report 

“Population of Russia” (Collection of indicators 2020), 

whose estimates are based on the Russian and 

international official statistics. 

Second, it is important to note that focusing 

exclusively on the age criterion makes it possible to 

identify only the socio-demographic group of potential 

grandfathers. However, not all Russian men who have 

entered the age of grandparenthood are actually 

grandfathers and not all of them take an active part in 

childcare. Therefore, we had to distinguish between 

actively involved and disengaged grandparents. As 

noted above, in Russia no research on the problems of 

grandparenthood is currently conducted. The only 

source of valid and reliable data to build a demographic 

and statistical model of a typical Russian grandfather 

actively involved in childcare is the federal statistical 

survey “Comprehensive Monitoring of Living 

Conditions”  (Comprehensive Monitoring of Living 

Conditions 2018) conducted by the Federal State 

Statistics Service of Russia. The survey's results are 

considered representative not only of the country in 

general but also of specific regions and socio-

demographic groups. The most recent data were 

collected in 2018. We used some of the questions from 

this survey to build a model of a typical Russian 

grandfather actively involved into childcare. 

The question we used to identify such men was as 

follows: “Do your daily activities include unpaid care 

for children, your own or somebody else's?”. 

Grandfathers who gave a positive answer to this 

question were identified as grandfathers actively 

involved into childcare.   

To build our model we used the following variables: 

- Var 1: age (years); 

- Var 2: educational level (years spent on 

education); 

- Var 3: marital status; 

- Var 4: place of residency (urban or rural area); 

- Var 5: social activities – visiting theater, 

cinema, sports, religious events, cafes and restaurants 

traveling around the country and abroad in the last year. 

These variables were used to build a new one (Var 5), 

reflecting the total number of grandfathers' activities in 

the last year; 

- Var 6-9: health-related variables - objective 

and subjective health estimations: 

 Var 6: frequency of health practitioner 

visits; 

 Var 7: frequency of ambulance calls; 

 Var 8: self-assessment of health (from 1 – 

“very bad” to 5 – “very good”); 

 Var 9: self-assessment of the opportunity 

to lead an active life. 

We suppose that these variables can determine 

grandfathers' engagement in childcare. For example, we 

suppose that those grandparents who are more active 

socially also tend to be more actively involved in raising 

their grandchildren while healthier grandparents are also 

more likely to be willing to take care of their 

grandchildren and so on. 

 To study the specific characteristics of such 

grandparents, we analyzed the statistical differences 

between this group and the group of grandparents that 

disengaged from childcare. For this purpose we used the 

following parametric and nonparametric independent 

samples tests:  

- t-test; 

- Mann-Whitney U test; 

- median test 

These statistical tests were chosen for the following 

two reasons: first, they are suitable for different types of 

data with different characteristics of distribution. In our 

study the tested variables were measured in different 

scales and the distribution of some variables differed 
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from the normal. Second, in contemporary research 

literature, there is no universal agreement regarding the 

applicability or benefits of this or that test, in each case 

the authors' own experiments and simulations were used 

to show the effectiveness of the chosen test (see, for 

example, (Gibbons and Chakraborti 1991; Hollander at 

al. 2013; Mood 1954; Zar 2018; Zimmerman 1987)). In 

our analysis, we considered the differences between the 

groups to be confirmed if at least two of the significance 

tests we used showed a positive result. 

For dichotomous and categorical variables, we used 

crosstabs to model for differences and computed the Phi 

coefficient and Cramer’s V. We also used econometric 

modelling, that is, estimated a regression model by the 

OLS method.  

 
RESULTS 

The main results of our study are as follows. 

1. We used the available statistical data to build a 

statistical demographic model of the age when Russian 

men enter grandparenthood (see Figure.1). 

 

 
Figure 1: Statistical Demographic Model of the Age 

When Russian Men Enter Grandparenthood 

 

2. Relying on the above-described model and the 

available statistical data, we were able to estimate the 

mean age of entering grandparenthood for Russian men 

in 2007-2016 (see Table 1). 

 

 

 

 

 

Table 1: Mean Age at Grandfatherhood in Russia 

in 2007-2016 

 

Year 2007 2008 2009 2010 2011 

Mean age 51,9 52,1 52,3 52,3 52,3 

Year 2012 2013 2014 2015 2016 

Mean age 52,4 52,6 52,8 53,07 53,1 

 

3. As noted previously, the most recent information 

that can be used for demographic modelling of a typical 

Russian grandfather refers to 2018. To calculate the 

mean age of entering grandparenthood for this year we 

used econometric modelling, more specifically, we 

estimated a trend model. Visualization of the primary 

data highlighted a linear trend. According to the 

econometric model (see Tables 2-3), the mean age of 

entering grandfatherhood in 2018 was 53.3. 

 

Table 2: Model Summary 

 

R 

Square 

Adjusted 

R Square 

Std. Error of 

the Estimate 
F Sig. 

0.961 0.956 0.079 196.7 0.000 

 

Table 3: Coefficients 

 

Model 

Unstandardized 

Coefficients t Sig. 

B Std. Error 

1 
Constant -192.349 17.457 -11.018 0.000 

Year 0.122 0.009 14.026 0.000 

 

4. We applied the age-related criterion to form two 

groups of grandfathers – “active” (engaged in childcare 

on a daily basis) and “inactive” (disengaged from active 

childcare). As a result of the selection process, the first 

group comprised 1,562 respondents, while the second, 

16,091. Thus, grandparents taking care of their 

grandchildren on a daily basis account for only 9% of 

the whole populatio. 

5. We tested for the significance of the differences 

and found that the major differences between the two 

groups of grandfathers are related to the following:  

- Var 1: age (“active” grandfathers tend to be 

younger); 

- Var 2: education (“active” grandfathers have a 

higher level of education); 

- Var 5: social activity in different spheres 

(“active” grandfathers are also more prone to be 

socially active - they more often go to the cinema 

or theatre, to cafes and restaurants or sports 

events); 

- Var 8: self-assessed health status (“active” 

grandfathers rate their health higher).  

 

Age of entering 
grandparenthood 

Mean age of father 
at the birth of first 
child in the current 

year 

Mean age of 
women at the birth 

of first child 

Age difference 
in a couple 

Average age at 
marriage for men 

Average age at 
marriage for 

women 

Mean age of father at 
the birth of first child 

in the previous 
generation of fathers 3 

2 

4 

1 
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Test results are presented in Tables 4-8. In 

particular, Table 4 shows mean values of the variables 

analysed in two groups of grandfathers. Table 5 

provides results of testing the significance of these mean 

values’ differences; the equality of variances in the 

groups compared was verified preliminarily using 

Levene's Test. The results show that differences for all 

variables tested are statistically highly significant 

(p<0.001). 

Tables 6 and 7 present results of nonpaprametric 

Mann-Whitney Test, which we used to test whether two 

samples are likely to derive from the same population. 

As the data show, null hypotheses (H0: The two 

populations are equal) were not confirmed (p<0.001), 

which testifies to the significance of the differences 

identified by comparing two groups of grandfathers. 

Table 8 shows results of comparing medians of the 

variables studied. Tests proved that differences between 

medians are statistically significant (p<0.01). 

 

Table 4: Group Statistics (t-test) 

 

Variable 
Is childcare a part of 

daily activities? 
N Mean 

Var 1 
Yes 1562 62.91 

No 16091 65.43 

Var 2 
Yes 1556 12.18 

No 15993 11.80 

Var 5 
Yes 1562 0.83 

No 16091 0.60 

Var 8 
Yes 1561 3.03 

No 16075 2.90 

 

 

Table 5: Independent Samples Test 

 

 
Levene's Test for 

Equality of Variances 

t-test for Equality 

of Means 

F Sig. t 
Sig.  

(2-tailed) 

Var 1 
1* 156.368 0.000 -11.691 0.000 

2*   -14.374 0.000 

Var 2 
1* 15.380 0.000 5.675 0.000 

2*   6.183 0.000 

Var 5 
1* 43.438 0.000 8.134 0.000 

2*   7.257 0.000 

Var 8 
1* 89.929 0.000 7.876 0.000 

2*   8.720 0.000 

* 1 – Equal variances assumed 

2 - Equal variances not assumed 

 

 

 

 

Table 6: Ranks (Mann-Whitney Test) 

 

Variable 

Is childcare a 

part of daily 

activities? 

Mean 

Rank 
Sum of Ranks 

Var 1 
Yes 7544.27 11784157.00 

No 8951.52 144038874.00 

Var 2 
Yes 9436.24 14682791.50 

No 8710.67 139309683.50 

Var 5 
Yes 9740.63 15214857.50 

No 8738.31 140608173.50 

Var 8 
Yes 9626.57 15027071.00 

No 8740.03 140495995.00 

 

Table 7: Mann-Whitney Test Statistics 

 

 Var 1 Var 2 Var 5 Var 8 

Mann-

Whitney U 
1.06E+07 1.14E+07 1.11E+07 1.13E+07 

Wilcoxon 

W 
1.18E+07 1.39E+08 1.41E+08 1.40E+08 

Z -10.429 -5.453 -8.749 -7.926 

Asymp. 

Sig. 

(2-tailed) 

0.000 0.000 0.000 0.000 

 

Table 8: Median Test Statistics 

 

 Var 1 Var 2 Var 5 Var 8 

Median 64.0 12.0 0.0 3.0 

Chi-Square 77.4 7.7 72.7 9.0 

Asymp. Sig. 0.000 0.006 0.000 0.003 

Yates' 

Continuity 

Correction 

Chi-

Square 
76.9 7.6 72.2 8.7 

Asymp. 

Sig. 
0.000 0.006 0.000 0.003 

 

6. The test results were used to build the following 

demographic model of a typical Russian grandfather 

actively involved in childcare (see Figure 2). 

 
Figure 2: Demograpfic Model of a Typical Grandfather 

Actively Involved in Childcare 
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DISCUSSION 

The following comments can be made regarding the 

results of our analysis. 

First, it is necessary to comment on the specificity of 

the proposed statistical demographic model for 

estimating the age when Russian men enter 

grandparenthood. The model is based on the available 

statistical data, that is, the set of indicators assessed by 

the national statistical services. The model is also 

designed taking into account the length of the time 

series used in the study.  However, this model can be 

applied in other countries, where, like in Russia, no 

specialized surveys of grandparenthood are conducted. 

The set of indicators used in the model is quite typical 

of national statistical systems and is by no means unique 

to Russia.  

Undoubtedly, if the set of demographic indicators is 

expanded, there are more accessible data and large-scale 

surveys are conducted, especially regarding fatherhood 

statistics, the above-described indirect estimations may 

be subject to some corrections.   

Second, the proposed model of an “active” 

grandfather - the one actively engaged in daily care for 

their grandchildren – also has room for improvement. In 

our study we used the data of the federal statistical 

survey “Comprehensive Monitoring of Living 

Conditions”, which is conducted once in every two 

years and the currently available data cover four time 

periods. Further research avenues may include 

comparative analysis of demographic and statistical 

models of active Russian grandfathers based on the data 

for different years. Such analysis will make the model 

more reliable and robust and will help reveal the 

model's changes over time.  

Third, in Russia there are long-standing social, 

demographic and economic disparities across regions, 

which means that there might be also specific regional 

models of grandparenthood. Therefore, special studies 

investigating such regional models are necessary. It 

should be noted that those information resources that are 

currently available in Russia are suitable for regional-

data analysis.  

Fourth, our results have shown that the group of 

grandparents actively involved in childcare is quite 

small. At the same time, there are a number of studies 

we mentioned earlier, that confirm the high importance 

of this socio-demographic group. Therefore, in order to 

tackle the demographic (and other) issues more 

efficiently, the Russian government needs mechanisms 

to encourage active grandparenting, especially financial 

incentives such as payments to grandparents for the time 

spent looking after their grandchildren while their 

parents work or study. Such possibilities were explored 

in our previous publications (see, for instance, [14]). 

It should be noted that the actual scale of 

grandparents' involvement in childcare is obviously 

greater. Indeed, grandparents can help parents from time 

to time or even regularly, but not every day. 

Unfortunately, there are no specialized studies that 

would estimate the scale of such involvement. The 

currently available statistical and demographic 

resources do not provide such data.  

Fifth, there is a number of issues concerning the 

specific characteristics of Russian grandfathers that our 

analysis has revealed. The fact that they are more active 

socially and, according to their own assessments, enjoy 

good health can be a reason for their active involvement 

in childcare or, vice versa, its result. This issue, 

therefore, requires further research. Nevertheless, the 

very fact of this correlation (regardless of its direction) 

supports the existing evidence regarding grandparenting 

practices in other countries and shows certain positive 

socio-psychological effects of grandparent-grandchild 

communication. This consideration can serve as one 

more argument to support the view that more incentives 

are necessary to encourage grandparents to engage in 

childcare.     

 
CONCLUSIONS 

This study proposes a statistical demographic model for 

estimating the mean age of entering grandparenthood 

for Russian men. This model relies on the indirect 

estimation of the Russian statistical data. It can also be 

applied for research in other countries whose national 

statistical organizations use a similar set of demographic 

indicators. 

Our demographic model of a typical Russian 

grandfather who is actively engaged in childcare shows 

that such men are generally better educated, are more 

active socially and, according to their self-reported 

health status, enjoy better health. 

The proposed models can be further improved by 

developing national demographic statistics, expanding 

the range of indicators and conducting special 

grandparenthood surveys.  

Our findings demonstrate why more active 

involvement of grandparents into childcare is such a 

pertinent task and how the government can stimulate 

such involvement. 

It should be noted that this study is a preliminary 

stage for a large-scale survey of grandparenthood 

practices in Russia. The number of older people is 

growing fast, which makes this socio-economic group 

increasingly important for addressing the problems of 

demographic decline in Russia. Therefore, large-scale 

research of grandparenthood  is crucial for more 

efficient policy-making in this sphere. 
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ABSTRACT 

Russian demographic statistics does not provide 

information about the number of grandparents. The aim 

of our study is to present models for forecasting their 

number. We used data from the Human Fertility 

Database to estimate the average age of a mother at the 

birth of her first child. Based on the simulated age of 

Russian women’s entry into grandparenthood, the time 

series of the number of Russian grandmothers was 

created.  To obtain prospective estimates of the number 

of Russian grandmothers, we tested various models used 

in demography to forecast population size – 

mathematical (based on exponential and logistic 

functions) and statistical (based on statistical 

characteristics of time series). To estimate the number 

of grandmothers who are significantly involved in 

caring for grandchildren, we used data from the Federal 

statistical survey. Our results are as follows: 1) there is 

an increase in the age of entry into grandparenthood; 2) 

we estimated the size of potential grandmothers in 

different years and we found two models which are 

more appropriate for forecasting: linear trend model and 

average absolute growth model; 3) using these models, 

we predicted an increase in the number of both potential 

and active grandmothers in the next 5 years. 

 

INTRODUCTION 

Depopulation in Russia, as in many countries of the 

world, is associated with a number of demographic 

processes. The population decline is ocurring amid a 

decrease in the birth rate (despite increased government 

measures to support families with children) and an 

increase of population aging. An increase in the average 

age of the population can be facilitated by both an 

absolute increase in the number of older people and an 

increase in the share of older people in the total 

population. 

Traditionally, demographic data provide information 

about the population of certain age groups: young, 

working age and elderly population. For these 

categories of the population, both actual and forecast 

data are published - the latter are used to forecast the 

development of the labor market. However, the family-

role aspect of presented data on population size is also 

interesting, especially considering the priority of the 

state task of increasing the birth rate, the complexity and 

multifactorial nature of demographic processes and their 

mutual influence, as well as the variety of family 

models existing in modern societies. 

The family roles that people implement affect 

different types of their behavior, such as labor, 

consumer, leisure, political behavior, etc. Therefore, 

data on population size in the family-role context can 

have important applied value. For example, the number 

and the share of parents in society can affect the 

marketing of certain product groups, the development of 

leisure infrastructure. The number of grandparents can 

affect the development of the institution of caring for 

this category of the population (Raišienė et al., 2019), 

the distribution of programs to improve their 

grandparent competencies, the development of special 

banking products, the development of medical services 

related to the provision of medical care to people with 

direct relatives, etc. It should be noted that "the intra-

family organization of care for elderly relatives is 

positively portrayed in Russian society as the fulfillment 

of intergenerational moral obligations" (Tkatch 2015). 

The desirability of an intrafamilial organization of care 

for the younger generation (primarily through the 

involvement of grandparents) is interpreted in a similar 

way. 

However, the social norms prevailing in Russian 

society, which are associated with the desirability of the 

participation of grandparents in the life of their 

grandchildren, may encounter a number of objective and 

subjective factors that impede the implementation of 

these norms. For example, one of such objective factors 

is a some specificity of Russian economics and society: 

people’s entry into grandparenthood does not always 

mean that they leave the labor market or have enough 

time for grandchildren. 

Stereotypes about old age can act as a subjective 

factor that prevents the revitalization of grandparental 

care for grandchildren. According to the Russian 

traditional understanding, grandparenthood is associated 

with old age - it is a trigger for age awareness, a marker 

of aging (Zelikova 2020). As sociologist Zelikova notes, 

“older women in Russia have only one role – a 

grandmother. So when a woman has grandchildren, she 

realizes that this event (the birth of a grandchild) 

fundamentally changes her status. All the events that 
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took place in her life before, events that were associated 

with age-related changes, could be described as 

maturing or developing. Marriage, birth of children, 

career changes are age-related roles, but they contain 

attractive images and behaviors, they are not associated 

with the discourse of decline and withering. The image 

of a grandmother is completely different” [completely 

negative - authors].   

Forecasting the number of grandparents is a rather 

interesting issue from a methodological point of view, 

and it is not covered enough in modern demography. 

The solution to the issue involves the identification of 

other indicators - the age of entry into grandparenthood, 

the duration of grandparenthood. There is no unified 

approach to such assessments in demography (Margolis 

and Verdery 2019; Leopold and Skopek 2015; Margolis 

and Wright 2017; Margolis 2016; Yahirun, Park and 

Seltzer 2018).  

Thus, it is necessary to highlight the following 

factors that hinder the forecasting of the number of 

grandparents in Russia: 1) lack of statistical data on the 

number of grandparents; 2) influence of numerous 

factors on the performance of grandparental functions 

by biological grandparents; 3) lack of a uniform 

approach in demography to assessing the age of entry 

into grandparenthood, the duration of grandparenthood. 

 These factors determine substantiation of the 

forecasting period. In demographic studies, forecasts are 

traditionally subdivided into short-term (up to 5 years), 

mid-term (up to 25 years), and long-term (more than 25 

years). Considering the restrictions specified, we believe 

we can now undertake only short-term forecasts of the 

Russian grandparents’ number. Additionally, over 

recent years, Russia has actively implemented 

demographic policy measures aimed at improving the 

unfavourable demographic situation. These measures 

may significantly influence the trends being formed in 

the population dynamics; consequently, mid-term and 

long-term evaluations of socio-demographic groups’ 

sizes in Russia would not be accurate enough.  

Therefore, the purpose of our study is to forecast, 

under these restrictions, the number of grandparents in 

modern Russia in the short term. 

DATA AND METHODS 

The specificity of the Age-Sex structure of the Russian 

population requires a construction of two different 

forecast models of the number of grandparents - 

separately for grandmothers and grandfathers. 

Historically, there is a significant difference in the life 

expectancy of these population groups in Russia – more 

than 10 years (Russian Statistical Yearbook-2019). 

Obviously, generalized forecast models will be rather 

arbitrary and approximate. This study presents models 

for forecasting the number of Russian grandmothers. 

To construct such models, we needed data on the 

age of Russian women’s entry into grandparenthood. 

Since Russian official statistics do not have this kind of 

data, we modeled this age based on data on the average 

age at which a woman gives birth to her first child – in 

the current year, i.e. in the current generation of 

mothers, and in the previous generation of women: 

We used data from the Human Fertility Database 

developed by the Max Planck Institute for Demographic 

Research (Rostock, Germany) and the Vienna Institute 

of Demography (Vienna, Austria) to estimate the 

average age of a mother at the birth of her first child. 

The database on the Russian Federation contains 

estimates of the average age of a mother at the birth of 

her first child until 2018 inclusive (The Human Fertility 

Database). 

Based on the simulated age of Russian women’s 

entry into grandparenthood, the time series of the 

number of Russian grandmothers was created. The 

period from 2010 to the present was chosen for the 

analysis, since 2010 marked the beginning of a stable 

population growth in the country after a long period of 

depopulation. 

To obtain prospective estimates of the number of 

Russian grandmothers, we tested various models used in 

demography to forecast population size – mathematical 

(based on exponential and logistic functions) and 

statistical (based on statistical characteristics of time 

series). 

The described technique allows us to obtain 

estimates of only the potential number of Russian 

grandmothers. Indeed, not all Russian women in the 

simulated age range are, in fact, grandmothers, and not 

all of them are actively involved in caring for their 

grandchildren. To estimate the number of “active” 

grandmothers (those who are significantly involved in 

caring for grandchildren), we used data from the Federal 

statistical survey “Comprehensive monitoring of living 

conditions” (Comprehensive monitoring of living 

conditions 2018). This survey was conducted by the 

Federal State Statistics Service of Russia in 2011, 2014, 

2016 and 2018. Its results are representative for the 

country as a whole, as well as for individual regions and 

socio-demographic groups of the population. Despite 

the fact that this study is not specialized for the study of 

grandparenthood, some of the questions still allow us to 

analyze the degree of grandparents’ involvement in 

caring for grandchildren. As an indicator of this 

involvement, we used the question "Is caring for 

children, your own or someone else's (without 

payment), included in your daily activities?" with 

answer options: “yes”, “no”, “find it difficult to 

answer”, “no answer”. The grandmothers who chose the 

first answer were identified as actively involved in the 
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process of caring for their grandchildren. Assessment of 

the share of such “active” grandmothers in the total 

number of grandmothers allowed us to adjust the 

forecast with regard to potential Russian grandmothers. 

 

RESULTS 

We obtained the following results in the research 

process. 

Based on data on the age at which a woman gives 

birth to her first child, we modeled the age at which a 

Russian woman becomes a grandmother (Table 1). In 

Russia, as in many other European countries, the age at 

which a woman first becomes a mother is increasing. 

This, in turn, leads to an increase in the age of entry into 

grandparenthood.  

 

Table 1: Estimates of the age of entry into the 

grandparenthood of Russian grandmothers 

 

year 

average 

age of a 

mother 

at the 

birth of 

her first 

child 

year of 

birth of 

the 

previous 

genera-

tion of 

mothers 

average age 

of a mother at 

the birth of 

her first child 

in the 

previous 

generation of 

mothers 

average 

age of 

entry 

into 

grand-

parent-

hood 

2000 23.54 1976 23.22 46.76 

2001 23.66 1977 23.18 46.84 

2002 23.76 1978 23.10 46.86 

2003 23.85 1979 23.03 46.88 

2004 23.96 1980 22.99 46.95 

2005 24.11 1981 23.01 47.12 

2006 24.21 1982 23.00 47.21 

2007 24.34 1983 22.96 47.30 

2008 24.44 1984 22.92 47.36 

2009 24.67 1984 22.92 47.59 

2010 24.90 1985 22.91 47.81 

2011 24.91 1986 22.95 47.86 

2012 24.96 1987 22.92 47.88 

2013 25.14 1988 22.90 48.04 

2014 25.25 1989 22.78 48.03 

2015 25.45 1990 22.65 48.10 

2016 25.63 1990 22.65 48.28 

2017 25.77 1991 22.60 48.37 

2018 25.91 1992 22.60 48.51 

2019  – – – 48.58* 

2020 – – – 48.68* 

* - preliminary estimates 

 

It is important to note that raw statistical data allow 

us to simulate the age of entry into parenthood only for 

data until 2018 inclusive. However, increased volatility 

has been observed in the natural movement of the 

Russian population in recent years. Therefore, we 

considered it necessary to include the 2019-2020 data in 

the analysis to increase the reliability of forecast. To do 

this, we estimated the average age of Russian women’s 

entry into grandparenthood for these years based on the 

trend model and extrapolation. 

In the process of further analysis, estimates of the 

size of age groups of women - potential grandmothers in 

different years - were obtained on the basis of estimates 

of the age of entry into grandparenthood. The 

visualization of these data (Figure 1) allowed us to 

select the following statistical models for forecasting: 

- linear trend model; 

- average absolute growth model: 

 

𝑆𝑡 = 𝑆0 + 𝑡 × 𝑡 ,̅̅ ̅̅  
 

where 𝑡̅̅ ̅ – average absolute growth; 

S0 – the initial number of grandmothers in 2018; 

St – projected number of grandmothers in year t. 

Both models assume a steady annual increase in the 

number of Russian grandmothers. Their assessments are 

complementary, and they provide a more complete 

picture of the prospective dynamics of this age group of 

women. 

 

 
 

Figure 1: The number of potential grandmothers in 

Russia in 2000-2020 (actual data and trend) 

 

Other models are also used in demographic statistics 

for the population forecast. Thus, mathematical models 

for forecasting the population size are most often based 

on exponential and logistic functions. Acceptance of the 

hypothesis about the model of population dynamics by 

exponential function implies the recognition of 

exponential population growth. The logistic function 

characterizes the growth which initially occurs at an 

accelerated pace, continues until a certain point, then 

decreases, and finally reaches zero. At the same time the 

trends emerging in the Russian demographic dynamics 

do not give us reason to consider such models suitable 

for forecasting the number of grandparents. 

Table 2 presents the most important parameters of 

the forecast regression model (linear trend), and Table 3 

presents parameters of the model of the average 

absolute growth. We also considered it necessary to 

obtain two estimates of such growth - for the entire 

study period and for the period since 2010. The former 

allows us to make forecasts by focusing on long-term, 

stable trends, while the latter allows us to consider the 

increased volatility of recent years and a previous 

28

29

30

31

32

33

34
million 

year 

65



 

 

slowdown in the growth rate of the number of potential 

Russian grandmothers. Considering the noted features, 

the estimate of the average absolute growth for this 

period is slightly lower than the estimate for the entire 

period of the study.  

 

Table 2: Model Summary and Coefficients of the 

Forecasting Model (Linear Trend) of the Number of 

Russian Grandmothers 

 

 Constant Years 

Coefficient -371875187.1 200549.7 

T -11.09 12.03 

P-value 9.5E-10 2.5E-10 

F 144.71 

Significance 2.4E-10 

R
2
 0.88 

 

Table 3: Parameters of the regression forecast model 

(linear trend) of the number of Russian grandmothers 

 

Period of model estimates 
Value of the average 

absolute growth 

from 2000 to 2020 188162.5 

from 2010 to 2020 159458.0 

 

In general, the parameters of the evaluated models 

allow us to forecast the growth in the number of Russian 

grandmothers in the next 5 years (Table 4). At the same 

time, a more reliable interval forecast (with a 

significance level of 95%) was presented on the basis of 

the regression model. 

 

Table 4: Forecast of the number of Russian 

grandmothers 

 

Interval forecast based on the regression model 

(linear trend) 

 lower bound of the 

forecast 

upper bound of the 

forecast 

2021 32 372 999 34 498 535 

2022 32 560 455 34 712 179 

2023 32 746 950 34 926 783 

2024 32 932 522 35 142 311 

2025 33 117 207 35 358 725 

Forecast based on the model of average absolute 

growth 

 for data from 2000 

to 2020 

for data from 2010 to 

2020 

2021 32 722 482 32 693 777 

2022 32 910 644 32 853 235 

2023 33 098 807 33 012 693 

2024 33 286 969 33 172 151 

2025 33 475 132 33 331 609 

 

Using the data from a survey of the Federal State 

Statistics Service "Comprehensive Survey of the Living 

Conditions of the Population" to forecast the number of 

active Russian grandmothers (those who are involved in 

the process of caring for their grandchildren daily), we 

obtained estimates of the share of such grandmothers 

among potential grandmothers (Table 5). The data show 

no clear trend in the dynamics of this share. Therefore, 

we used the average estimate in forecasting, which was 

19%. 

Based on the data, we made forecasts of the number 

of Russian grandmothers who are actively involved in 

the process of caring for their grandchildren (Table 6). 

In the next 5 years, an increase in the number of both 

potential grandmothers and active grandmothers is 

predicted. 

 

Table 5: The number and the share of active Russian 

grandmothers, calculated on the basis of Comprehensive 

Survey of the Living Conditions of the Population 

(Comprehensive monitoring of living conditions 2018) 

 

Years 

The number 

of potential 

grand-

mothers 

The number 

of active 

grand-

mothers 

The share of 

active grand-

mothers 

2011 6024 1304 0.22 

2014 35252 6765 0.19 

2016 35879 7074 0.20 

2018 34479 5462 0.16 

average 27908.5 5151.3 0.19 

 

Table 6: Forecast of the number of active Russian 

grandmothers 

 

Interval forecast based on the regression model 

(linear trend) 

 lower bound of the 

forecast 

upper bound of the 

forecast 

2021 6 150 870 6 554 722 

2022 6 186 486 6 595 314 

2023 6 221 921 6 636 089 

2024 6 257 179 6 677 039 

2025 6 292 269 6 718 158 

Forecast based on the model of average absolute 

growth 

 for data from 2000 

to 2020 

for data from 2010 to 

2020 

2021 6 217 272 6 211 818 

2022 6 253 022 6 242 115 

2023 6 288 773 6 272 412 

2024 6 324 524 6 302 709 

2025 6 360 275 6 333 006 

 

DISCUSSIONS 

The projected increase in the number of grandmothers 

entails the need to expand research on this category of 

the population.  In our opinion, the studies of this topic 

in Russia should consider the following principles:  

1) Selecting grandparents who perform 

grandparent’ functions and participate in the care for 

their grandchildren from the total number of 
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grandparents; highlighting the labor nature of the 

grandparents’ participation in the upbringing of their 

grandchildren. We propose to apply the approach to 

parenthood as a labor activity, which is quite common 

in the scientific literature, to the study of 

grandparenthood (Erickson 2005; Oakley 1974; Daniels 

1987; Pedersen et al. 2011);  

2) Applying an interdisciplinary approach to the 

study of grandparenthood and grandparent labor. It is 

advisable to study the grandparent labor from different 

angles: demography studies demographic characteristics 

of the actors of grandparent labor and demographic 

processes affecting them; sociology studies the motives 

of this type of labor, the satisfaction of various 

participants in the labor process, the attitudes in society; 

economic science studies labor costs and the 

organization of this type of labor, assesses the 

possibilities of its stimulation; 

3) Differentiated study of grandparent labor by 

the actors of this labor – grandmothers and grandfathers. 

This principle is introduced due to a significant 

differentiation in the life expectancy of Russian men 

and women, which affects the duration of 

grandparenthood and, as a consequence, the 

performance of functions of the grandparent labor;  

4) Considering regional differences in 

grandparent labor. Historically, Russia has developed a 

high degree of regional differentiation in many social 

and economic indicators (for example, Vlasov and 

Panikarova 2017). The regional specificity of 

grandparent labor may be due to the differentiation of 

life expectancy, fertility, divorce rate, morbidity, 

migration flows etc.; 

5) Detailing the grandparenthood forecast in 

terms of age. Consideration of the age structure of 

grandparents can be important when assessing the 

potential for their participation in the upbringing and 

caring for grandchildren. The older the grandparents, 

the less they actively participate in the life of their 

grandchildren and the more care they require from their 

children. An increase in the share of grandparents of 

older age groups in the structure of Russian 

grandparents will lead to an increase in the number of 

the Sandwich Generation (Urick 2017). It will 

inevitably reduce the volume and quality of parental 

functions realization by the middle generation, which 

will simultaneously have to take care of both children 

and elderly parents; 

6) Studying the prevalence of grandparent labor 

in society as one of the most important elements of the 

active longevity index calculated by the World Health 

Organization (Active ageing: A policy Framework 

2002). Creating conditions for active grandparent labor 

in the regions of Russia would make it possible to 

increase the values of the active longevity index there 

and obtain all the positive effects that arise in society 

when the grandparents are more involved in the life of 

their grandchildren; 

7) Using a set of indirect estimates to determine 

the main indicators of the of the demography of 

grandparenthood, which serve as the basis for the study 

of sociological and economic aspects of 

grandparenthood. The introduction of this principle is 

associated with several methodological difficulties. 

Firstly, Russia does not have a statistical record of direct 

family ties of the population that goes beyond two 

generations. For example, the population census does 

not have questions about grandchildren and 

grandparents. Thus, there is no “direct” way to select 

people with grandchildren from the older population. 

Secondly, it is difficult to select grandparents who 

perform their grandparents’ functions on a regular basis 

from the total number of grandparents. It is also difficult 

to select grandparents who bear the time costs 

associated with grandparent labor.   

 

CONCLUSIONS 

Thus, in our study:  

1) we substantiated the need to forecast the size of a 

special category of the Russian population - 

grandparents. Considering the strength of family ties in 

Russian families, as a hypothesis we assume that the 

number of grandparents who help raise grandchildren is 

a specific resource for increasing Russian birth rate; 

2) we proposed a methodology that allows us to 

forecast the number of grandparents in Russia based on 

statistical models of a linear trend and absolute growth, 

in conditions of limited information resources; 

3) based on the proposed methodology, we 

obtained estimates of the number of potential 

grandmothers; based on these estimates and the data of 

the national population survey, we forecasted the 

number of grandmothers who actively help their 

children in raising their grandchildren;   

4) we proposed methodological principles for 

studying the phenomenon of grandparenthood, which is 

rarely studied in Russia. 

From an economic point of view, our results may be 

of relevance to those organisations providing social 

services to elderly people when planning their activities. 

Forecasts may be also of interest to businesses 

producing goods and services for multi-generational 

families. Further development of the study lies in 

improving the models identified: firstly, the 

construction of models in the context of regions and age 

groups; secondly, verification and comparison of 

estimates we obtained on the basis of statistical models 

with estimates that will be obtained using other 

demographic forecasting methods (e.g. estimates 

derived from the age-shifting method) - after that, the 

final forecast will be possible; thirdly, the refinement of 

input parameters of the forecast models and the 

correction of forecast estimates based on the data of the 

upcoming population census in Russia and the next 

round of study of the population’s living conditions. 

 We also see room for advancing our study in 

sociological and demographic domains. For instance, 

active grandparenting with its types, reasons for 

fulfilling, consequences, and regional diversity should 

be studied separately.  
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ABSTRACT 

 

Sociologists and demographers explain late childbearing 

by the transformation of the life values of modern 

women. This is considered as one of the reasons for the 

decline in the birth rate. Our study aims to reveal 

perceptions of the relationship between career and 

family in the life strategies of working Russian women 

by using factor analysis.  

We collected data in a sociological survey of working 

women living in the Ural region. We asked respondents 

to rate 10 statements about work, family and children. 

We constructed 3-factors model of Russian women’s 

perceptions of combining family and career. Then we 

used correlation analysis to assess the relationship 

between these factors and the social and demographic 

parameters of the respondents.  

We concluded that the use of factor analysis made it 

possible to model a wide range of Russian women’s 

perceptions of combining family and career.    

Considering the results obtained may contribute to 

improving the regulation of interaction of two important 

societal spheres of professional and parental activities 

and create conditions for increasing the birth rate in 

Russia. 

 

INTRODUCTION 

 

The average age of a mother at childbirth has been 

increasing in several developed countries in recent 

decades. According to Eurostat, the average age at birth 

of the first child in Europe was 26 in 1980s, but it had 

increased to 30.8 by 2020 (Eurostat: Mean age of 

women at childbirth and at birth of first child). Russia 

follows the European trend. In 1990, the average age of 

a mother at childbirth was 25.3, but it had increased to 

28.7 by 2018 (Rosstat: Average age of a mother at 

childbirth).  

According to sociologists and demographers, late 

childbearing can be explained by the transformation of 

the life values of modern women, who focus on meeting 

personal needs for professional development, education 

and achieving a certain level of financial well-being 

(Savinov et al. 2020; Goldstein et al. 2009; Lesthaeghe, 

2010). Many women prefer work to family when there 

are clear career prospects, the child in this case can be 

perceived as an obstacle for further professional self-

realization (Betz 1993; Metz and Tharenou 2001; 

Procter 1998). Interestingly, employers still pay 

particular attention to candidate’s family status. Those 

having children are often rejected (Doris and Oliver, 

2019; Miller, 2019; Henle et al., 2020).  

The work-family balance issue results in more stress, 

which mothers feel in a competitive labour market (Nair 

et al., 2019; McCanlies et al., 2019). Being involved in 

both professional and parental labour, women adjust 

their life strategies to mitigate the work-family conflict 

(Borgmann et al., 2019). When employed, women tend 

to take specific attitude to reproduction—they more 

often choose the smaller number of children (Greulich 

et al., 2017; Cools et al, 2017). However, some 

researchers note the positive impact of having children 

on the overall well-being of parents. In particular, 

children have a beneficial effect on the emotional state 

of mothers and help them cope with problems and 

psychological distress more easily (Rao 2020).  

We used factor analysis to examine women's 

perceptions of the impact of having children on a career. 

It is often used in social sciences (for example, Popov et 

al. 2018; Bork and Moller 2018; Lifshits and 

Neklyudova 2018). We chose this statistical modeling 

method because we sought to use the answers to direct 

questions to identify those latent variables that may 

affect the reproductive decisions of Russian women. It 

allowed a wide variety of variables to be used during the 

initial measurement, and then it reduced the dimension 

of the problem by switching to latent variables. The 

purpose of our paper is to reveal perceptions of the 

relationship between career and family in the life 

strategies of working Russian women by using factor 

analysis. 

 

DATA AND METHODS 

 

1. We used data collected in a sociological survey 

of working women living in the Ural region. We 

surveyed them in February-April 2020. For our analysis 

we filtered the answers of women aged 18-45 with 

children - there were almost 200 such women among the 

respondents. The sample was calculated according to the 

data of the All-Russian Population Census and Regional 

Official Statistics.   

Communications of the ECMS, Volume 35, Issue 1, 
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2. To study the mothers’ perceptions of the impact

of having children on their careers and the children’s

place in the life strategies of women, we asked

respondents to rate 10 statements about work, family

and children on a five-point scale:

− V1 – Workers with children have a higher

financial position than workers without children;

− V2 – It is easier to advance the career after

having a child;

− V3 – Job seekers with children are in demand

in the labor market;

− V4 – A worker with children is less likely to

find a job than a worker without children;

− V5 – It is more difficult to advance the career

after having a child;

− V6 – Workers with small children cannot

expect high wages;

− V7 – It is more difficult for workers with

children to fulfill themselves in life;

− V8 – Workers with children are more stressed

than workers without children;

− V9 – A person must build a career first, then

have a family and children;

− V10 – The most important thing in life is family

and children, career is secondary.

3. To assess the suitability of variables for factor

analysis, we used Bartlett's Test of Sphericity and

Kaiser-Meyer-Olkin Measure of Sampling Adequacy.

We used principal component analysis as the extraction

method. We determined the number of factors using two

methods: Kaiser Criterion and Scree Plot. The

orthogonal rotation of the components was determined

by the Varimax solution. We assessed the relationship

between the obtained components and respondents’

social and demographic characteristics by using the

Spearman correlation, scatter plots and boxplots. We

used SPSS 22.0.

RESULTS 

1. Means, medians, mode and standard deviations

pertaining to the ten variables of interest are presented

in Table 1.

Table 1: Descriptive statistics 

Variables Mean Median Mode 
Std. 

Deviation 

V1 2.05 2 1 1.079 

V2 2.07 2 1 1.046 

V3 2.01 2 1 1.065 

V4 3.35 3 5 1.414 

V5 3.20 3 5 1.470 

V6 2.69 3 1 1.447 

V7 2.51 2 1 1.346 

V8 2.98 3 3 1.355 

V9 2.33 2 1 1.224 

V10 3.92 4 5 1.188 

2. The correlation matrix is presented in Table 2.

It shows the relationship between the respondents'

assessments which indicate the positive impact of

having children on a career. For example, the share of

women who believe that workers with children are in

demand in the labor market among those who believe

that it is easier to advance the career after having a child.

On the other hand, we can see the strongest correlation

between the assessments of statements that view

children as a hindering factor in building a career. For

example, the share of women who believe that it is more

difficult to advance the career after the birth of a child is

higher among those who believe that workers with small

children cannot expect high wages. In addition, an idea

that employees with children will not receive high

remuneration is related to an opinion that children

interfere with self-realisation.

Table 2: Correlation matrix of the respondents' 

opinions about family and career 

V1 V2 V3 V4 V5 V6 V7 V8 V9 

V2 .38** - 

V3 .32** .42** - 

V4 -.01 -.16** -.19** - 

V5 .03 -.09 -.10 .46** - 

V6 .11* .03 .00 .39** .54** - 

V7 .03 .01 .02 .39** .54** .49** - 

V8 .07 -.06 .05 .30** .37** .24** .35** - 

V9 .05 .02 .02 .17** .16** .12* .12* .15** - 

V10 .11* .07 .10 .06 .02 .12* .03 .02 -.33** 

*p<0.05. **p<0.01.

3. The possibility of using factor analysis for the

ten indicated variables was confirmed by two statistical

tests: Bartlett's Test of Sphericity, which is calculated

from the sample data, is 477.022 (df = 45; α = 0.000);

Kaiser-Meyer-Olkin Measure of Sampling Adequacy is

0.724. Table 3 presents an analysis of the

communalities. There are no values close to zero,

therefore, we included all variables in factor analysis.

Table 3: Communalities 

Variables Initial Exrtraction 

Workers with children have a 

higher financial position than 

workers without children 

1.000 .577 

It is easier to advance the 

career after having a child 
1.000 .729 

Job seekers with children are 

in demand in the labor market 
1.000 .648 

A worker with children is less 

likely to find a job than a 

worker without children 

1.000 .552 

It is more difficult to advance 

the career after having a child 
1.000 .729 
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Workers with small children 

cannot expect high wages 
1.000 .608 

It is more difficult for 

workers with children to 

fulfill themselves in life 

1.000 .629 

Workers with children are 

more stressed than workers 

without children 

1.000 .365 

A person must build a career 

first, then have a family and 

children 

1.000 .709 

The most important thing in 

life is family and children, 

career is secondary 

1.000 .749 

Extraction Method: Principal Component Analysis. 

 
4. Data from both Table 4 and Scree Plot (Figure 

1) indicate the advisability of identifying three 

components. 

 

Table 4: Total Variance Explained 
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1 2.956 29.561 29.561 2.956 29.561 29.561 

2 2.034 20.340 49.901 2.034 20.340 49.901 

3 1.305 13.053 62.954 1.305 13.053 62.954 

4 .801 8.009 70.962    

5 .771 7.708 78.670    

6 .575 5.752 84.422    

7 .457 4.568 88.990    

8 .403 4.035 93.025    

9 .368 3.678 96.703    

10 .330 3.297 100.00    

Extraction Method: Principal Component Analysis. 

 

Figure 1: Scree Plot 

 

5. Table 5 shows the loadings of all variables for 

three factors. Each variable is uniquely associated with 

only one of three factors. 

 

Table 5: Rotated Component Matrix 

 

 

Component 

1 2 3 

Workers with children 

have a higher financial 

position than workers 

without children 

.109 .745 -.099 

It is easier to advance the 

career after having a child 
-.103 .847 .027 

Job seekers with children 

are in demand in the labor 

market 

-.064 .802 .016 

A worker with children is 

less likely to find a job 

than a worker without 

children 

.724 -.169 .019 

It is more difficult to 

advance the career after 

having a child 

.850 -.056 .051 

Workers with small 

children cannot expect 

high wages 

.775 .084 -.032 

It is more difficult for 

workers with children to 

fulfill themselves in life 

.792 .042 .011 

Workers with children are 

more stressed than 

workers without children 

.596 .019 .100 

A person must build a 

career first, then have a 

family and children 

.248 .160 .789 

The most important thing 

in life is family and 

children, career is 

secondary 

.116 .212 -.831 

Extraction Method: Principal Component Analysis.  

Rotation Method: Varimax with Kaiser Normalization. 

Rotation converged in 5 iterations. 

 

6. As a result of factor analysis, we obtained the 

following three components (Figure 2): 

− Component 1: perception of a child as a factor 

hindering professional activity (29.6% from the total 

variance);  

− Component 2: perception of a child as a factor 

motivating professional activity (20.3% from the total 

variance);  

− Component 3: perception of a child’s place in 

the life strategy of women (13.1% from the total 

variance).  

7. We revealed significant correlation between 

the values of components and the social and 

demographic characteristics of the respondents (Table 

6). Figure 3 presents diagrams showing the discovered 

relationships.
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Figure 2: Factor analysis results 

 

 

Figure 3: Diagrams showing the relationship between social and demographic characteristics of respondents and the 

values of factors
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Instrumental 

attitudes 

Basic attitudes 

Child as a 

hindering 

factor 

Child as a 

motivating 

factor 

Child’s place 

in the life 

strategy of 

women 

− Difficulties in finding a job; 

− Difficulties in career advancement; 

− Lower wages; 

− Difficulties in self-fulfillment; 

− High likelihood of stress 

− Higher financial position; 

− Career advancement opportunities; 

− Special demand for workers with 

children among employers 

1. Career as a core value  

Prioritizing career over family; 

 

2. Family as a core value 

Prioritizing family and children over 

career. 
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Table 6: Spearman's ρ between components and social 

and demographic characteristics of respondents 

 

Components 

Social and demographic 

characteristics of 
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Component 1: perception 

of a child as a hindering 

factor  

-.270**    

Component 2: perception 

of a child as a motivating 

factor 

 .193** .178*  

Component 3: perception 

of a child’s place in the 

life strategy of women 

   -.197* 

*p<0.05. **p<0.01 

 

DISCUSSIONS 

 

The results allow us to establish the following influence 

of having children on women’s life attitudes: 

1. Women with low income are more likely to 

perceive children as a hindering factor. Most likely, this 

is due to the large material costs that are required to raise 

a child and provide him or her with all the necessary 

things. For parents with low income, having a child 

creates strong financial barriers and restrictions. 

2. With age, women more often perceive children 

as a motivating factor for new achievements. Perhaps 

this is due to the transformation of the person’s basic 

attitudes over time. A woman who has just had a child 

does not yet have the experience of life with children, 

therefore she cannot realize all the benefits of 

motherhood. As the child grows up, the mother gains 

parenting experience and reevaluates the opportunities 

that open up after having a child. Notably, we found a 

positive correlation between the Component 2 value and 

the age of the respondent's first child. This means that 

our hypothesis may be correct: as the child grows up, 

women are more likely to perceive children as a 

motivating factor. 

3. The more children there are in the family, the 

more likely it is for women to prioritize family and 

parenting over professional growth. There are various 

causal relationships in this case. On the one hand, an 

increase in the number of children can change the 

person’s life values. Perhaps when there are more than 

one or two children in a family, parents begin to perceive 

them as a source of their well-being. Mothers with one 

child, on the contrary, want to realize themselves not 

only in the family, but also in the professional sphere. 

As a result, they prefer a small number of children to be 

able to realize their career goals. On the other hand, a 

basic attitude of prioritizing family over career can lead 

to reproductive decisions associated with having more 

children. Perhaps women who have a family as a basic 

life value initially plan to have more than two children, 

sharing the opinion that a happy family should have 

many children. 

 

CONCLUSIONS 

 

The main conclusions of our study are as follows:  

1. The use of factor analysis made it possible to 

model a wide range of Russian women’s perceptions of 

combining family and career. This analysis helped us to 

identify groups of opinions that indicate the 

multidirectional influence of having children on the 

mother's career. Further correlation analysis showed 

which social and demographic characteristics of women 

are associated with these different assessments.  

2. The results of our analysis showed that it was 

mostly young parents who perceive children as a 

hindering factor of professional activity. With age, the 

attitude towards children and career changes – people 

prioritize family and parenting over professional self-

realization. The implementation of this result is as 

follows: improving the regulation of interaction of two 

important societal spheres of professional and parental 

activities will create conditions for increasing the birth 

rate in Russia. This can be achieved through the 

realization of state and corporate demographic policies 

aimed at stimulating the employment of workers with 

children. 

We see the development of our research in: applying 

nonlinear factor analysis based on a neural network; 

analyzing the relationship between components and the 

strength of women's reproductive attitudes; seeking 

other factor models, which will help explain how 

children affect women’s career; including working 

fathers in the study, as well as in the comparative 

analysis of the results of factor analysis of working 

mothers and fathers. 
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ABSTRACT 

Clearinghouses and central counterparties (CCPs) have 
a notable role in financial markets, namely facilitating 
securities trading and derivative transactions on 
exchanges and over-the-counter markets. They have to 
clear the transactions and carry out their settlements to 
decrease costs and settlement risk. To efficiently carry 
out this activity, they need to collect adequate collateral 
from the trading parties as guarantees. Two main 
elements of these guarantees are the margin requirement 
and default fund contribution. Our paper focuses on the 
margin calculations and emphasizes their notable 
difference in the case of clearinghouses and CCPs. Our 
main result is that clearinghouses’ margin requirement 
is better from a procyclicality point of view; however, 
CCP margining is more prudent based on our results. 

INTRODUCTION 

Following the global financial crisis (GFC) of 2007-
2009, the attention turned to the over-the-counter (OTC) 
derivatives markets – trades outside the exchanges – and 
the risks associated with them. OTC transactions carried 
a considerable counterparty risk during the GFC, which 
had transformed easily into a systemic risk throughout 
large financial institutions’ bankruptcy, e.g., the 
Lehman Brothers. As a result of the GFC, regulators 
realized the importance of decreasing counterparty risk 
during trading. Counterparty risk can be managed 
through clearing bilaterally or centrally (Gregory, 
2014). Bilateral clearing means that the two trading 
partners enter into a master agreement without a CCP 
covering all of their trades. This agreement has an 
annex, called the credit support annex (CSA), that 
requires both parties to provide collateral (Hull, 2018). 
While central clearing means that every trading partner 
is trading with the CCP, as shown on the right-hand side 
of Figure 1, the left-hand side shows the absence of a 
CCP, representing the bilateral clearing case. 

Figure 1: Bilateral versus central clearing on OTC 
markets (Hull, 2018, pp. 57.) 

During the summit in Pittsburgh on 26th September 
2009, the participating G20 leaders were in unison that 
all standardized OTC derivative contracts should be 
cleared through CCPs by the end of 2012. The other aim 
of the financial reform was to enhance transparency, as 
well as to make these contracts reported to trade 
repositories (EMIR (5), 2012). Finally, the capital 
requirements should be higher for the non-centrally 
cleared OTC derivatives (Gregory, 2014). As a result of 
this agreement, the Dodd-Frank Wall Street Reform and 
Consumer Protection Act (DFA) enacted in July 2010 in 
the USA, while in July 2012, the European Market 
Infrastructure Regulation (EMIR) in the European 
Union (EU). 
In April 2012, the Principles of Financial Market 
Infrastructures (PFMI, 2012) was issued by the 
Committee on Payment and Settlement Systems and the 
International Organization of Securities Commissions 
(CPSS-IOSCO), which became the global benchmark 
for the regulatory requirement for CCPs (RTS (2), 
2013). As a result, all of the standardized OTC trades 
between financial institutions must be cleared through a 
CCP. This regulation’s exceptions are the non-financial 
institutions if their position does not exceed the clearing 
threshold (Doyle et al. 2016) in the framework of the EU 
regulation; while in the case of the US regulation, the 
non-financial firms are exempted if their transaction is 
entered in order to hedge commercial risk (Gregory, 
2014). Finally, the foreign exchange transactions are 
exceptions, too (Hull, 2018).   
Based on the DFA and the EMIR, the CCPs should 
manage a multilevel guarantee system. The traders have 
to pay two significant types of guarantees within this 
guarantee system, the margin requirement and the 
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default fund contribution, which is called guaranty fund 
in the case of the clearinghouses. Our primary focus in 
this paper is the margin requirement calculation. We 
will analyze how clearinghouses and CCPs are 
calculating the value of margin, what the differences are, 
and what the similarities are. We will also explain the 
different margin-related notions, like the variation 
margin, initial margin, maintenance margin, and the 
margin call.  
 
LITERATURE 

The primary role of clearinghouses and central 
counterparties is the clearing and the settlement of 
trades. A clearinghouse is operating on exchange 
markets, while CCPs can operate on exchange markets 
and also on OTC markets. The main difference between 
the two institutions is that the CCP takes over the 
counterparty risk during trading, namely becomes the 
seller to every buyer, and the buyer to every seller, while 
a clearinghouse usually does not do this. So in the case 
of OTC CCPs, the two trading parties are, therefore, no 
longer exposed to each other, but only to the CCP, which 
provides insurance against bilateral default risk (Biais et 
al., 2016). Also, a CCP always nets transactions, while 
clearinghouses not necessarily. The final difference is 
that in OTC CCPs, the trades are not necessarily cleared 
daily (Berlinger et al., 2016). So we can state that every 
CCP is a clearinghouse, while not every clearinghouse 
can be regarded to be a CCP (DNB, 2013).  
There are several margin notions related to trading: 
initial margin (IM), maintenance margin (MM), 
variation margin (VM), and margin call. These notions 
have a different meaning, depending on which margin 
we are talking about: securities margin, futures margin, 
or the CCP margin. Securities margin means a partial 
downpayment – usually up to 50%, regulated by 
Regulation T (Reg T, 2021) – of the financial asset’s 
price. The trader has to pay this amount to his broker and 
borrow the remaining amount also from his broker to 
buy the financial assets. This is what is called “buying 
on margin” (CFA, 2017). The notion of securities 
margin is different from the margin notions we are 
analyzing in this paper, although it is also related to 
trading with the financial assets but has nothing to do 
with the clearing activity.  
Futures margin is the margin calculated by 
clearinghouses only in exchange trading, while the CCP 
margin is calculated by CCPs and can also be used in 
exchange- and OTC trading. In both cases, the trader 
(a.k.a. the clearing member) has to pay both the 
variation margin and the initial margin.  
The initial margin aims to cover the potential closeout 
cost of the traders’ positions to cover potential future 
costs a CCP or a clearinghouse may face in normal 
market conditions if the trader defaults. The value of the 
IM is usually based on a risk measure. For example, in 
the EMIR framework, the CCP IM on the OTC market 
should be enough to cover losses on a 99,5% 
significance level, with a 5-day liquidation period, while 
for the exchange-traded asset, 99% significance level, 

and 2-day liquidation period should be applied. The 
model parameters should be estimated from a 12 months 
look-back period, which contains a stressed time period 
(EMIR, 2012, RTS, 2013). The DFA is not as detailed 
as the EMIR regarding the IM model’s parameters, and 
it just quantifies the application of the 99% significance 
level (SEC, 2021a). Moreover, another notable 
difference between the two regulations from the IM 
point of view is that EMIR emphasizes that IMs should 
not be procyclical, while DFA does not.  
The process of how the IM is handled in the futures 
margining and the CCP margining is different. 
Regarding the futures margining, it has to be paid before 
the trade is entered, so the trader cannot start trading 
without it (CME Group, 2021a). Meanwhile, in the CCP 
margining case, the initial margin has to be paid after the 
first trading day is over, when the transactions are 
cleared (Hull, 2018).  
Meanwhile, the initial margin is not applied to the 
bilateral clearing in most of the trades. Basel Committee 
on Banking Supervision IOSCO (BCBS-IOSCO) 
(2015) states that the total amount of initial margin on 
bilateral transactions not cleared by a CCP represents 
only 0.03% of the gross notional exposure in 2012. In 
2011 a Working Group on Margin Requirements 
(WGMR) had been formed by the BCBS, the IOSCO, 
the CPSS, and the Committee on Global Financial 
Systems (CGFS) to work out a margining framework on 
the bilateral trades as well. Based on their work, 
financial firms and systematically important non-
financial institutions should use initial margins above a 
certain threshold, applying a 99% significance level and 
a 10-day liquidation period (BCBS-IOSCO, 2015). 
Variation margin has to be paid after the mark-to-market 
valuation of the open positions, so after the losses/gains 
the trader had on a certain trading day. In the case of 
CCP margin, if the trader gains on his open position on 
a particular day, he has access to this amount and could 
withdraw from his collateral account. Contrary, if the 
trader loses on his position, he has to pay this loss to the 
CCP as a variation margin. It is important to note that in 
bilateral trading without a CCP, this variation margin 
also has to be paid. So the losses will increase the 
amount of collateral the trader has to pay, while the 
gains will decrease is.   
In the futures margin case, the clearing of the actual 
loss/profit works differently. If the trader has a 
loss/profit when his position is being marked-to-market, 
this loss/profit is being subtracted/added to his actual 
margin account balance. In case the loss is so extensive 
that this balance falls to the level – or below – the so-
called maintenance margin level, the trader will get a 
margin call. A margin call means that the margin 
balance level has to be increased to the level of the initial 
margin. In sum, the variation margin is the amount that 
is needed to increase the margin account balance to the 
initial margin level (CME Group, 2021a). In the case of 
the CCP margin, the notion of maintenance margin is 
not applied.  
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The notions we have described here are the basics of 
futures margining and CCP margining on the individual 
financial assets’ level. The actual margin calculation 
process can be different in the case of clearinghouses 
and CCPs. For example, the parameters of the IM model 
can change, or the risk measure they use. Also, the 
application of the calculated IM value to define the final 
collateral value may differ. An example of this is the 
CME Group’s Standard Portfolio Analysis of Risk 
(SPAN) methodology, which defines the margin on a 
portfolio level (CME Group, 2021b). Several CCPs are 
using this approach besides CME Group, e.g., KELER 
CCP Ltd, the CCP of Hungary (KELER CCP, 2021).   

Pros and cons of central clearing 

Bilateral and central clearing are similar in that both are 
netting the transactions, and both use margining for the 
same purposes. However, in several other aspects, they 
are very different, which we aim to show by highlighting 
the advantages and disadvantages of CCP clearing from 
the perspective of the CCP.  
The most important advantages of central clearing 
through CCPs are transparency, offsetting, loss 
mutualization through the default fund, legal and 
operational efficiency, liquidity and default 
management (Gregory, 2014), risk mitigation, and 
capital efficiency (ICE, 2021). While the main 
disadvantages include moral hazard; adverse selection; 
bifurcation; procyclicality; assets are less effective for 
hedging if they have to be centrally cleared; more costly 
than bilateral clearing without a CCP; only highly liquid 
assets can be used as collaterals. At the same time, 
several factors are undecidable whether they are 
advantages or disadvantages of central clearing. The 
most important is the CCPs contribution to systemic 
risk. Interoperability among CCPs increases risk 
without enhancing the financial resources of each 
interoperating CCP (Turing (2012)). Duffie and Zhu 
(2011), Amini et al. (2016), Lopez and Saeidinezhad 
(2017), Health et al. (2016), and several others are 
primarily concerned with the potential for contagion due 
to their high level of interconnectedness. King et al. 
(2020) address the problem from a procyclicality point 
of view: CCP resource demands are inherently 
procyclical concerning the market, thus threatening the 
ability of CCPs to fulfill their obligations in stressful 
periods. Gregory (2014) states that CCPs convert 
counterparty risk into liquidity, operational and legal 
risk.  
Other vital reasons against central clearing through 
CCPs on the OTC markets are the assets maturity, 
liquidity, and complexity. Although the CCPs are 
efficient in handling counterparty risk on futures and 
spot markets, where usually the positons are open for 
only a short period of time (weeks to months), CCPs are 
not as efficient in case of the OTC market’s assets, 
which are financial assets that usually has a considerable 
maturity which can even last for decades (Gregory, 
2014). For example, a ten-year credit default swap is not 
uncommon in these markets (Murphy, 2013). Moreover, 

the exchange-traded assets are standardized, not too 
complicated, and liquid. So handling counterparty risk 
on OTC markets, where the assets are complex, traded 
volumes are not concentrated in highly liquid assets, is 
inefficient and too expensive to clear through a CCP. 
For example, in a stressed market condition to close 
down a position can take some days because of 
illiquidity. It can also happen that for non-standardized 
and exotic OTC derivatives, central clearing is just not 
feasible. However, the most important reason against 
CCP central clearing is that the OTC markets are the 
central place of financial innovations and offer cost-
effective and well-tailored risk reduction products. 
Nevertheless, these new, non-standardized, or exotic 
products cannot be cleared by CCPs (Gregory, 2014). 
The most convincing reason for the CCP central clearing 
is the case of the global financial crisis where the 
Lehman default on 15th September 2008 was the biggest 
default in CCP history (Fleming and Sarkar, 2015; 
Bernstein et al., 2019). LCH.Clearnet’s SwapClear 
service provided nearly half of the world’s interest rate 
swap positions at the time of the default. It could handle 
the default of Lehman efficiently within hours, by 
suspending insolvent Lehman entities and by having 
around USD 2 billion as initial margin account from 
Lehman already by that time (Gregory, 2014, Norman, 
2011). LCH.Clearnet faced massive failures before as 
well, like the default of Barings in 1995, which it could 
also handle without any severe problems (Gregory, 
2014). These examples show the most critical 
advantages of CCPs, and how shock resistant they are. 
The critical nature of their role was endorsed in 
September 2018, when the default of a clearing member 
at the Swedish CCP, Nasdaq Clearing, reached losses 
causing the use of the CCP’s prefunded buffer, and 
surviving members were required to replenish USD 107 
million of that buffer within a few days (King et al. 
2020). The event did not end with the mass default of 
the market participants. 

Clearing in the USA and the EU 

In the USA, the clearing services are provided by a few 
major actors:  
- Subsidiaries of the Depository Trust & Clearing

Corporation (DTCC), which are the world’s largest
clearinghouses (DTCC, 2021), both administered
and supervised by the US Securities and Exchange
Commission (SEC) (CFI, 2021): 1) National
Securities Clearing Corporation (NSCC) and 2)
Fixed Income Clearing Corporation (FICC).

- Option Clearing Corporate (OCC): the world’s
largest equity derivatives clearing organization. It is
under the jurisdiction of the SEC and the CFTC
(Commodities Futures Trading Commission)
because it is also registered as a derivatives clearing
organization (DCO) (OCC, 2021).

- CME Clearing: it is a subsidiary of the CME Group
Inc. exchange and clears and settles exchange-
traded futures and options contracts, and also OTC
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derivative contracts (BIS, 2012). Since it is 
considered a DCO, it is regulated by the CFTC. 

- ICE Clear Credit LLC is an ICE subsidiary 
(Intercontinenal Exchange Inc.) and the world’s 
largest credit default swap clearinghouse.  The 
CFTC and SEC regulate it (ICE Clear Credit, 2021). 

- There are other domestic (e.g., MGE Clearing, New 
York Portfolio Clearing) and foreign clearing which 
operate as DCOs (e.g., LCH.Clearnet Ltd.).  

Besides the already mentioned CCPs, the following 
belong under the SEC’s supervision: ICE Clear Europe 
Limited and the LCH SA (SEC, 2021b). 
There are 19 CCPs in the EU from 15 different countries 
(EACH, 2021) with the EMIR recognition for providing 
clearing and settlement services on exchanges and OTC 
markets in the European Union. The supervisor for all 
of them is their national supervisor, e.g., the national 
bank and the European Securities Market Authority 
(ESMA) on the EU level. It is important to note that not 
only an EU-based country can get EMIR recognition 
(ESMA, 2021). The CCP just has to prove that its 
operation and risk management process is prudent 
enough. Moreover,  the European Commission and the 
CFTC agreed on a common approach to cross-border 
processes. The announcement made on 10th February 
2016 permits DCOs and CCPs to clear derivatives for 
counterparties abroad. (Doyle, 2016). 
 
MODEL 

In our simulation, our main goal was to show how the 
margin calculation in the case of the futures- and CCP 
margining work for a stock position. We used the 
following assumptions for the simulation: 
The logreturn of the stock follows arithmetic Brownian 
motion (ABM) based on Equation 1.  

 
  (1) 

 
where dY  is the change in the logreturn during dt  
period,  is the expected value of the logreturn,  is 
the standard deviation for the logreturn, and ‘N(0,1)’ is 
a standard normal random variable. We have estimated 
the expected value of the logreturn (7.71%) and the 
standard deviation (22.37%) from the time series data of 
the DAX index in the period of 12th January 1991 and 
11th January 2021.  
We simulate also stresses into the simulated logreturn 
time series. The occurrence of the stress is modeled with 
a Poisson process with a lambda parameter of 0.005, 
while the extent of the shock is modeled with a 
lognormal distribution with a mean of -10 and a standard 
deviation of 2.25. The decay of the shock is modeled 
with a 0.97 parameter. Finally, the stock price is 
determined by Equation 2, where ‘t’ stands for time, and 
‘S’ stands for the asset’s price.  

 
   (2) 

 

We simulate the prices for 500 days, from which the first 
250 is used to define the initial margins input 
parameters, and the remaining 250 days will be used to 
calculate the IM, VM, MM on a daily basis. 
We define the initial margin with the model of Béli-
Váradi (2017), which model is based on the Value-at-
Risk model and applies a 25% procyclicality buffer, 
which is exhausted if the exponentially weighted 
moving average (EWMA) standard deviation of the 
stock’s logreturn is greater than its equally weighted 
standard deviation. This IM value will be the same for 
both (futures and CCP) margining methods.  
We have used the following parameters for the IM 
calculation: the look-back period is 250 days; the 
significance level is 99%; the liquidation period is 2 
days; the lambda parameter of the EWMA standard 
deviation is 1%.  
The maintenance margin will be 75% of the actual day’s 
initial margin value. 
Our assumptions regarding handling the gains and 
losses of the marked-to-market valuation will be 
different, based on how it works in practice.  
- CCP margining: the variation margin requirement 

will be paid to the CCP if the trader had a loss on 
that day, while he will receive money – collateral – 
back if he had a gain. The only exception is if his 
overall margin account balance (so the sum of the 
IM and VM) would go below the IM’s value. In that 
case, the trader can take away only that amount 
from the gain to have at least the IM value on the 
margin account.  

- Futures margining: if the trader makes a loss, it will 
be subtracted from the margin account balance till 
the maintenance margin is lower than this balance. 
If its MM is higher, the trader will get a margin call, 
and has to increase the margin account balance to 
the level of the IM. If the trader makes a gain, it will 
increase the margin account balance, even if the 
balance is already greater than the initial margin. 
This means that he won’t take away the gain from 
the balance.  

A 10-day sample of a simulated margin calculation 
series can be seen in Table 1 and Table 2, which shows 
the IM, MM, VM, and margin call dynamics. 

 
Table 1: Simulated margin account balances in case of 

the futures margining 
 

 
 

 

date S
initial 
margin

Daily 
gain

Margin 
account 
balance

Maintenance 
margin

margin 
call

Daily CF of 
the clearing 
member

251 1134 50,00 19,18 50,00 37,50 0,00 50,00
252 1130 50,00 -3,44 46,56 37,50 0,00 0,00
253 1111 50,00 -18,85 27,71 37,50 22,29 0,00
254 1110 50,00 -1,03 48,97 37,50 0,00 22,29
255 1121 50,00 10,60 59,57 37,50 0,00 0,00
256 1105 50,00 -16,27 43,30 37,50 0,00 0,00
257 1088 50,00 -16,41 26,89 37,50 23,11 0,00
258 1096 50,00 7,82 57,82 37,50 0,00 23,11
259 1117 50,00 21,41 79,23 37,50 0,00 0,00
260 1104 50,00 -13,37 65,86 37,50 0,00 0,00

Futures margin
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Table 2: Simulated margin account balances in case of 
the CCP margining 

RESULTS 

We have run the simulations 11 000 times. One of the 
realizations can be seen in Figure 2 and Figure 3. In 
Figure 2, the cash flows can be seen in both of the 
margining methodologies. 

Figure 2: Cash-flows towards the clearing member 
from the CCP or clearinghouse point of view 

It is important to see that there was less cash-flow in the 
futures margining since the losses did not have a cash-
flow effect unless the trader has received a margin call 
(white line). In contrast, in the CCP margining case, 
there was a cash-flow every day because of the variation 
margin or because the initial margin changes. 

Figure 3: Margin account balances 

In Figure 3, the margin account balances can be seen in 
both cases. The most interesting about the simulation 

result is that the margin account balance moves exactly 
the opposite direction in the futures- and CCP margining 
case. The two methods are capturing the same risk 
during the calculation of the initial margin with the same 
method – same VaR model, with the same parameters – 
but how the marked-to-market valuation is being 
handled is much different, which causes the balances to 
change differently. Comparing the margin account 
balance to the stock’s price evolution, we can see that 
the futures margin account balance decreases/increases 
when the prices do, while CCP margining behaves the 
opposite way. 
It is important from a procyclicality point of view since 
when prices are falling, it usually happens when a shock 
hits the market. If the margin requirements increase 
when there is a shock, and prices are falling, it is not as 
efficient from the traders’ point of view and can easily 
cause liquidity problems to finance the increasing 
collateral requirements. Interestingly, in the case of the 
CCP margin, the notable point is to handle 
procyclicality throughout defining the IM in the EMIR 
framework; meanwhile, futures margining does not 
focus on this phenomenon. At the same time, futures 
margin moves together with the cycle and asks for less 
collateral when prices are falling and require more when 
the prices increase, so handle procyclicality much better. 
To confirm this relationship, we have calculated from 
the 11 000 simulations the average correlation between 
the logchanges of the prices, CCP margins, and futures 
margins. There is a strong correlation between the prices 
and futures margin with a value of 0,784, and a very low 
correlation between the prices and the CCP margin, -
0,004, and also very low between the futures- and CCP 
margin, with a value of 0,064. 
Besides procyclicality, there are other essential 
characteristics of the margin balance, which are more 
critical than procyclicality, namely how good and 
prudent the model is. This can be quantified by the 
backtest, which compares a certain day’s price change 
to the margin account balance: whether the margin was 
enough to cover the price change.  

Figure 4: Backtest results 

Figure 4 and Figure 5 show the result of the backtest. 
Figure 4 shows the relative frequency of the backtest 
result, which does not contain the results of the 1% of 
the simulated data, which we handled as outliers. 

date S
initial 
margin

variation 
margin

Margin 
account 
balance

Daily CF of 
the clearing 
member

251 1134 50,00 19,18
252 1130 50,00 -3,44 50,00 50,00
253 1111 50,00 -18,85 53,44 3,44
254 1110 50,00 -1,03 72,29 18,85
255 1121 50,00 10,60 73,32 1,03
256 1105 50,00 -16,27 62,72 -10,60
257 1088 50,00 -16,41 78,99 16,27
258 1096 50,00 7,82 95,40 16,41
259 1117 50,00 21,41 87,59 -7,82
260 1104 50,00 -13,37 66,18 -21,41

CCP margin
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Results show that in case of the CCP margin in more 
than 70% of the cases the margin was enough to cover 
losses every day throughout the 250 days, for which the 
margin was simulated. 
Moreover, none of the simulated time series resulted in 
a worse backtest outcome than 1,5%. In contrast, the 
futures margins’ backtest did not perform as well. Only 
31,53% of the cases were the margin adequate to cover 
every day’s price change, and for comparison, only 
82,14% of the cases were the backtest’s result 1,5% or 
better. This difference is significant and notable from a 
risk management point of view.   

 

 
 

Figure 5: Backtest result in case of the outlier data 
 

Regarding the outlier data of Figure 5, we can conclude 
the same result as the previous. In this figure, we see the 
exact values of the worst 110 backtest result in the case 
of both margining methods. We can see that there were 
some extreme values in both of the cases, but the CCP 
margin’s most of the “outlier” data was around 2%, 
while the futures margin’s worst values were around 4-
5%. This difference is also notable.  
 

 
 

Figure 6: Overmargining 
 

Although CCP margin performed much better than the 
futures margin from a backtesting point of view, it is 
also important that which margining method is stricter 
from the overmargining point of view. If the margin is 
always unreasonably too high, it is easy to have a good 
backtest result, which is good from a risk management 
point of view, but not necessarily good from the clearing 
members’ since it takes away too much liquidity from 
them. Also, the CCP may have a competitive 
disadvantage if it is too expensive, requires too much 

collateral. We define overmargining as the ratio of the 
margin account a certain day and the actual price 
change, so how many times did the margin cover the 
possible losses. We calculated this ratio for all of the 250 
days, and we took the average of these values in every 
simulation. Figure 6 contains the relative frequency of 
these average overmargining values. Here also we 
analyzed the worst 1% separately. On the x-axis, we can 
see how many times the margin value exceeded the price 
changes, while on the y-axis, we see the relative 
frequency of this possible outcomes. There is no notable 
difference above the level of the 200-times 
overmargining. On lower levels – till 50-times 
overmargining – it can be seen that the CCP margin was 
more frequent, while between 50- and 150-times 
overmargining, the futures margin was.  
Figure 7 shows the outlier data results, although it 
contains only the ten most extreme values. In the 
remaining 100 outlier cases, the same can be observed 
as in Figure 6 in the interval of the 200-1000x. 
 

 
 

Figure 7: Overmargining in case of the outlier data 
 
The most extreme value was in the case of the futures 
margining method, although the 2-4th largest values 
were greater in the CCP margining case.  
 
CONCLUSION 

Our results show that calculating the margin balance 
with the futures margining or the CCP margining can 
lead to a much different margin account balance, 
although the initial margin requirements were calculated 
the same way. We run our simulation 11 000 times. The 
main result was that the futures margin followed the 
stock price movements much better, which is more 
efficient from a trader’s liquidity position point of view 
and from a procyclicality aspect, but the CCP margin 
was better from the model adequacy perspective. 
Namely, it performed much better on the backtest, while 
also it was less strict from an overmargining point of 
view.  
Potential future research can be to change the 
assumptions regarding the handling of losses/gains 
throughout the marked-to-market process. Namely, to 
allow the futures margining case to take away the gains 
if the margin account balance is above the initial margin 
or the other way around, prohibiting the CCP margining 
from taking away the gain.  
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ABSTRACT 

   Effective government transport policy can be based 

only on realistic data, sophisticated and detailed 

transport sector analysis, and productive modelling. The 

aim of the paper is to demonstrate the main elements 

used to develop a relatively small macro-economic 

input-output model with the emphasis on transport for 

one European Union (EU) country. Transport sector 

faces similar problems in various countries linked with 

emissions, transport flows, road accidents and other 

issues hence appropriate modelling tool should be 

selected. The model presented in this article consists of 

econometric and input-output relations. The research 

analyses and examines three scenarios and stresses the 

importance of the transport investment not only for 

development of the transport sector, but also for the 

economic development in general. The scenarios imply 

zero, 9 million and 6.7 million additional investment in 

transport sector eligible to the EU funding. As the result 

of additional investment, GDP recovers faster leading to 

0.3-1.7%points faster growth rates as compared to the 

base scenario with no additional investment leading to 

faster cohesion with the average EU level, as well as 

higher number and turnover of passengers in the public 

and commercial transport, while the number of 

passenger cars is lower. The model can also be applied 

to study regional development, if it is possible to 

distinguish, which regions will benefit from the 

investment, as well as influence on fuel consumption 

and CO2 emissions, if the investments are targeted to 

specific means of transport. 

INTRODUCTION 

   Policy making in the transport sector is a sophisticated 

task managed by the Ministry of Transport or other 

institution with the respective functions. It relies on 

information provided by the interested parties like road 

administrations, railway administrators, local 

municipalities and many others. Also for the EU 

countries, different EU policies and available funding 

has to be considered (Jankova, Jurgelane, and Auzina 

2016). Moreover, nowadays emphasis has to be made 

also on the environmental issues, for example, CO2 

emissions (Joint Transport Research Centre 2008). 

Therefore, the use of different models is not only useful, 

but it is necessary. Such models are developed not only 

on a single country bases, but also as global models 

(Van der Zwaan, Keppo, and Johnsson 2013). 

   Input-output analysis is widely applied in many 

countries regrading transport and transportation, for 

example, to evaluate French maritime transport impact 

on air pollution (Bagoulla and Guillotreau 2020), 

investigate the structural emission reduction of 

transportation in China (Yu et al. 2021), examine 

economic effect of a port in Italy (Danielis and Gregori 

2013). 

   Depending on the scope and use of the models, 

general framework of these models also differs. For 

general analysis of the impact of economic development 

on transport system, input-output models (Auzina-

Emsina, Ozolina, and Jurgelane-Kaldava 2020; Bagoulla 

and Guillotreau 2020; Danielis and Gregori 2013; Yu et 

al. 2021) and econometric models (Auzina-Emsina, 

Ozolina, and Pocs 2018) can be used. In case specific 

aspects of the transport system are analysed using data 

on several countries, panel data approach can be used 

(Lin and Omoju 2017). Computable General 

Equilibrium models can be used for broader research, 

including global and regional aspects (Charalampidis, 

Karkatsoulis, and Capros 2019).  

   The use of models can sometimes be hindered by the 

lack of knowledge, as the clerks involved in the policy-

making process may not have a strong background in 

modelling. Also time spent for development of models 

should be considered, as complex models tend to be 

very time-consuming (Skribans and Balodis 2016). 

Therefore, in the policy development process not only 

highly detailed and sophisticated models, but also 

relatively simple ones should be used. 

  The aim of the paper is to demonstrate the main 

elements used to develop a relatively small macro-

economic input-output model with the emphasis on 

transport for one EU country – Latvia. Such a model can 

be applied in other countries, there are no limitations or 

specific characteristics in the modelled country (Latvia) 

that limit application. 
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METHODOLOGY AND DATA 

   In order to estimate the model, publicly available data, 

mostly data of the national statistical office -  Central 

Statistical Bureau (CSB) of the Republic of Latvia - 

were used. For indicators related to the EU, Eurostat 

data were used. The data period used for the model was 

mostly 1995-2019, however, for some indicators shorter 

time-period was used due to the unavailability of older 

data. The use of the selected databases ensures data 

comparability and reliability. 

   It should be noted that when re-estimating the model, 

careful analysis has to be made regarding the COVID 

crisis period, which began in 2020. At first, this period 

should be avoided, because it involves a lot of 

restrictions and not the conscious choice of passengers 

to change their mobility preferences. However, later this 

period can be treated similarly as the previous crises 

using the dummy variables in econometric equations, if 

necessary. 

   The model approach implies the use of input-output 

linkages and econometric equations. At present, the 

input-output part is static implying that it cannot be used 

for long-term analysis, as technologies tend to change. 

However, by analysing input-output tables of several 

years, it is possible to establish certain trends in the 

values of coefficients thus enhancing the applicability of 

the model for longer-term analysis, which is essential in 

case of transport projects. 

   Econometric equations of the model were estimated 

using EViews software, ensuring that they do not contain 

autocorrelation or heteroscedasticity problems (serial 

correlation LM test and White test without cross terms 

were used as the main tests to confirm that), and that all 

the coefficients are statistically significant. 

   The model itself was developed in MS Excel, ensuring 

that it can be widely used without the restrictions of 

specific software. This model is built to be used by the 

policy elaborators and clerks that have limited 

modelling skills. This imposes some limitations to the 

structure and application of the model. These limitations 

can at least be partly avoided during the scenario 

development process. 

   As the model is intended to be in a sense a sub-model 

in the context of overall economic modelling system of 

the government, it relies on the economic forecasts 

elaborated by the Ministry of Economics and the 

Ministry of Finance for budget planning purposes. 

However, it is possible also to consider other 

assumptions regarding the gross domestic product 

(GDP) growth and other important general economic 

indicators thus ensuring more flexible use of the model. 

   The current version of the model consists of the 

following blocks: 

1. Population block, which includes the main 

indicators characterizing population in general 

and economically active population in 

particular, as well as the main age groups 

(before working age, working age and after 

working age). 

2. GDP formation block, which includes estimates 

of GDP use elements and respective price 

indexes. 

3. Input-output calculations with the Leontief 

function enable obtaining the values of real 

output and value added by industries. Currently 

the model disaggregrates the national economy 

into 8 industries – the model calculates 

indicators for agriculture (A according to 

NACE classification 2
nd

 revision), industry 

(BDE), manufacturing (C), construction (F), 

trade and accommodation (GI), transport (H), 

government services (O, P, Q) and other 

services. 

4. Employment and productivity calculations by 

industries. 

5. Transport indicators block, which includes 

calculations of different transport flows, road 

quality and road accidents. 

6. Fuel consumption and emissions, which 

includes calculations of consumption of the 

main fuels used in transport, as well as the main 

groups of emissions. 

7. Key performance indicators (KPI) block 

includes calculation of several policy indicators 

to keep track on the broad aims of the 

government and their level of fulfilment. The 

main KPI are nominal labour productivity as % 

of the EU-27 respective indicator, GDP per 

capita as % of the EU-27 average and the 

decrease of the fatal road accidents. 

 

   All above-mentioned blocks are linked and ensure that 

development processes described within the model are 

coherent. Additional blocks can be added if certain 

modelling enquiry demands it. 

 

Transport indicators block 

   The most important group of equations in the transport 

indicators block is related to the passenger flows 

therefore it will be discussed in more detail in this 

article.  

   There are many factors influencing these flows like 

GDP, average wages, level of automobilization, 

domestic income and expenditures, demographical 

indicators, changes on urban territories, economic 

changes, crisis and others (Griskeviciene, Griskevicius, 

and Griskeviciute-Geciene 2011). As it is not possible to 

even check all of those factors given that only 25 

observations are available for the estimation of the 

equations, the main factors have to be distinguished. 

Moreover, distinction has to be made among the factors 

that influence the necessity to travel as such (the number 

of passengers) and the amount of travel done (passenger 

kilometres).  

   Table 1 summarises the results of specified equations 

for the number of passengers by the main means of 

transport in Latvia in the form of the elasticity 

coefficients as the respective equations are estimated in 
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log-log form. It is evident that the number of passengers 

in transport means available only in the big cities 

(trolley busses and trams) is more affected by the 

number of population than more long-distance solutions 

as trains and busses. It can also be noted that the number 

of passengers in busses reacts slower to GDP changes, 

because busses are essential in intra-city, intra-regional 

and multi-regional traffic, while other means of the 

transport cover only specific areas. It can also be noted 

that in case of continuous decrease in population, it is 

expected that the investments will be more targeted at 

the quality improvements in the transport system rather 

than the quantitative ones as larger number of vehicles 

per se. 

 

Table 1: Elasticity Coefficients in Equations for the 

Number of Passengers by the Means of Transport 

 

Means of 

Transport 

Factor 

Population  GDP 

Train 3.6 1.0 

Bus 2.9 0.7 

Trolley bus 6.5 0.9 

Tram 7.1 1.0 

 

   Other factors are included in the scenario analysis 

indirectly via the coefficients of the distance per 

passenger (DISTANCE) in railway and road transport, 

which relate the number of passengers (PASSENGERS) 

and passenger kilometres (PKM) as Equation (1) shows. 

These coefficients can also be used to show the modal 

shift between the rail and road transport. 

 

PKM = PASSENGERS* DISTANCE         (1) 

 

   Alternative to the public transport is the use of the 

private vehicles. Therefore the model includes also the 

calculation of the number of private cars (CARS) as 

shown in Equation (2). 

 

LN(CARS) = 0.8*LN(GDP) - 1.55          (2) 

 

   The coefficient of elasticity of private transport to 

GDP is similar as that of busses, only slightly higher. It 

may indicate that people in rural areas tend to use more 

private cars as the economy develops in contrast of 

using public transport more often. Further the structure 

of vehicles by the motor type is used to model the fuel 

consumption and analyse the impact of changes in the 

structure on fuel consumption. 

 

SCENARIOS 

   Three scenarios were developed to show the influence 

of the transport projects on the economic development 

of Latvia. The base scenario implies no extra 

investments in the transport sector. Other two scenarios 

include the implementation of particular transport 

projects attracting additional investments. These 

projects are selected by the Ministry of Transport and 

are eligible to the EU financing.  

   The first scenario includes a set of projects with 

investments of 9 billion EUR, which are evenly 

distributed in 2021-2027 as there was no information 

available on when it is intended to implement each of 

those projects. The second scenario includes a set of 

projects with investments of 6.7 million EUR. In each of 

the sets of projects 1.5 million EUR are the private 

investments. Both scenarios imply that additional 

government consumption expenditures are not 

necessary.  

   It is assumed that the increase in the quality of 

transport infrastructure allows to increase the 

productivity in transport sector as well. In the first 

scenario it is assumed that the productivity increase will 

be 1%point higher than in the base scenario, and in the 

second scenario it is assumed to be 0.8%points higher.  

   The first scenario implies that there will be a modal 

shift from road transport to railway transport, especially 

in international traffic. Also the use of the public 

transport will increase. This shift is incorporated in the 

coefficients of distance per passenger.  

   Both scenarios ensure that passenger kilometres in 

road transport in 2030 will increase by 8.2% compared 

to 2019, but the number of passenger cars will decrease 

by 5.6% in the same period. In the meanwhile the 

passenger turnover in railways will be by 3.6% higher in 

the first scenario and by 2.3% higher in the second 

scenario. 

   As one of the projects included in the scenarios 

implies the adjustment of 200 busses for the use of 

alternative fuel and several more projects are dealing 

with the infrastructure for electric vehicles, the structure 

of the cars by the fuel type is changed and the share of 

busses run on alternative fuels is increased by 7%points, 

but the share of private cars run on electricity is 

increased by 0.5%. 

 

RESUTS AND DISCUSSION 

   When analysing the results, we have to consider the 

COVID crisis, which is not yet thoroughly investigated 

and it is not clear, how exactly it will influence all the 

relationships included in the model. Therefore, 

comparison of the scenarios is more important here 

rather than the forecasts as such. 

   According to the assumptions regarding the general 

trends of economic development in Latvia, real GDP in 

the base scenario is estimated to decrease by 7.3% in 

2020 followed by slight slowdown by 0.1% in 2021 and 

afterwards it would increase by 2.0-2.4% annually (see 

Figure 1). Due to additional investments in transport 

sector, the recovery of Latvia after the COVID-19 crisis 

would be much faster at around 2.3-4.1%.  
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Figure 1: Real GDP of Latvia, m EUR 

 

   As it was already mentioned, transport projects 

included in the 1
st
 and 2

nd
 scenario would help to 

increase the productivity in transport industry. Figure 2 

shows that it would help to sustain the level of 

productivity in transport sector against the EU-27 level, 

while in the base scenario the productivity in Latvia 

would become comparatively lower. 

 

 
 

Figure 2: Nominal Labour Productivity per Hour 

Worked in Transport Industry in Latvia, % of the EU-27 

average 

 

   In line with the assumptions made regarding the 

economic development, price levels and demographic 

situation, GDP per capita (PPP) relative to the EU-27 

average would continue to increase. The increase would 

be even faster, if any of the additional investment 

packages would be implemented as it is evident from 

Figure 3. By year 2029 GDP per capita would reach 

only 75% of the average EU level, while in case of the 

1
st
 and 2

nd
 scenario these values would be 85% and 83% 

respectively. 

 

 
 

Figure 3: GDP per Capita (PPP) in Latvia, % of the EU-

27 average 

 

   In case of more rapid economic development, also the 

number of passengers would increase, as Figure 4 

shows. However, after the rapid decrease in 2020, the 

number of passenger would not recover, in comparison 

with 2019 during the next 10 years. 

 

 
 

Figure 4: Number of Passengers in Public Transport in 

Latvia, thsd persons 

 

   Although other forecasts seem quite plausible, the 

forecasted passenger turnover seems a bit too optimistic 

(see Figure 5). Thus this aspect has to be analysed 

further more thoroughly also in the context of changes in 

people behaviour after the COVID-19 restrictions will 

end. 

 

 
 

Figure 5: Passenger Turnover in Latvia, m passenger km 
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   Future prospects of the number of registered passenger 

cars are similar in all the scenarios (see Figure 6). Only 

at the end of the forecast period the number of cars 

decreases in the 1st and the 2nd scenario as compared to 

the base scenario due to the implemented projects. 

 

 
 

Figure 6: Number of Registered Passenger Cars, thsd. 

 

   The elaborated model has proved to be relatively easy 

used for policy analysis by providing additional 

information on the impact of transport projects on the 

economic development. 

 In case it is possible to distinguish, which regions of the 

country will benefit from the investment, it is possible to 

evaluate differences of the regional GDP and the 

number of population as well as other indicators 

available in regional detail. 

   Other application of the model is related to the fuel 

consumption. If some investment projects imply 

replacement of fosil fues vehicles by alternative energy 

vehicles, it is possible to evaluate the effects on the 

vehicle structure by fuel types and  CO2 emissions. 

 

CONCLUSIONS 

   The main findings show that indeed transport 

processes are closely related to the economic and 

demographic development and these relations can be 

modelled in a relatively simple manner. However, it also 

implies thorough analysis during the scenario 

elaboration process as some of the variables included in 

the model can be highly sensitive to the future estimates 

of their values.  

   Future research in this field should be done both by 

updating and improving the equations already included 

in the model, but also by introducing the regional aspect 

to the model as transport projects are in many cases 

associated to the particular regions of the country and 

not the country in general. 

   In order to use the model for long-term analysis, it is 

necessary to use several input-output tables and analyse 

trends in the input-output coefficients in order to model 

changes in the technologies. 

 

 

ACKNOWLEDGEMENTS 

Participation in the conference was funded by European 

Regional Development Fund (ERDF), Measure 1.1.1.5 

“Support to international cooperation projects in 

research and innovation of RTU”. Project No. 

1.1.1.5/18/I/008. 

 

REFERENCES 

Auzina-Emsina, A.; V. Ozolina; and I. Jurgelane-Kaldava. 

2020. “Modeling Global Consumptions Trends 

Impact on Transport and Logistics: Scenario 

Analysis.” In ICTE in Transportation and Logistics 

2019. ICTE ToL 2019. Lecture Notes in Intelligent 

Transportation and Infrastructure, 1–8. 

Auzina-Emsina, A.; V. Ozolina; and R. Pocs. 2018. 

“Competitiveness and Economic Development 

Scenarios of Latvia.” Business, Management and 

Education 16(0), 40–53. 

Bagoulla, C. and P. Guillotreau. 2020. “Maritime Transport in 

the French Economy and Its Impact on Air Pollution: 

An Input-Output Analysis.” Marine Policy, 116. 

Charalampidis, I.; P. Karkatsoulis; and P. Capros. 2019. “A 

Regional Economy-Energy-Transport Model of the 

EU for Assessing Decarbonization in Transport.” 

Energies 12(16), 3128. 

Danielis, R. and T. Gregori. 2013. “An Input-Output-Based 

Methodology to Estimate the Economic Role of a 

Port: The Case of the Port System of the Friuli 

Venezia Giulia Region, Italy.” Maritime Economics 

and Logistics 15(2), 222–55. 

Griskeviciene, D.; A. Griskevicius; and A. Griskeviciute-

Geciene. 2011. “Peculiarities of Passenger Flows 

Forecast on the Reduced Market Conditions.” In 8th 

International Conference on Environmental 

Engineering, ICEE 2011, 898–904. 

Yu, Y.; Sh. Li, H. Sun; and F. Taghizadeh-Hesary. 2021. 

“Energy Carbon Emission Reduction of China’s 

Transportation Sector: An Input–output Approach.” 

Economic Analysis and Policy 69, 378–93. 

Jankova, L.; I. Jurgelane; and A. Auzina. 2016. “European 

Union Cohesion Policy.” In Economic Science for 

Rural Development: Integrated and Sustainable 

Regional Development, Production and Co-

Operation in Agriculture, 79–85. 

http://llufb.llu.lv/conference/economic_science_rural/

2016/Latvia_ESRD_42_2016-79-

85.pdf\nwos:000389983700010. 

Joint Transport Research Centre. 2008. Discussion paper 

Transport Outlook 2008, Focusing on CO2 

Emissions from Road Vehicles. 

Lin, B. and O. E. Omoju. 2017. “Does Private Investment in 

the Transport Sector Mitigate the Environmental 

Impact of Urbanisation? Evidence from Asia.” 

Journal of Cleaner Production 153, 331–41. 

Skribans, V.; and M. Balodis. 2016. “Development of the 

Latvian Energy Sector Competitiveness System 

Dynamic Model.” In Proceedings of the 9th 

International Scientific Conference “Business and 

Management 2016”, May 12–13, 2016, Vilnius, 

Lithuania, Vilnius Gediminas Technical University. 

doi:10.3846/bm.2016.12. 

Van der Zwaan, B.; I. Keppo; and F. Johnsson. 2013. “How to 

Decarbonize the Transport Sector?” Energy Policy 

61, 562–73. 

86



 

 

 

AUTHOR BIOGRAPHIES 

VELGA OZOLINA holds a PhD Degree in economics 

(Dr.oec.), Riga Technical University, Latvia, 2009, 

where she works since 2004. She is an Assistant 

Professor since 2017 and Leading Researcher since 

2016 at the Faculty of Engineering Economics and 

Management of Riga Technical University. Research 

interests include different issues of economic analysis, 

macroeconomic modelling and external trade of Latvia.  

She is a Member of the Association of Latvian 

Econometrists and INFORUM group (Interindustry 

Forecasting Project at the University of Maryland). The 

author’s Doctoral Thesis is awarded as the Research of 

Young Scientist of 2010 in the group of Doctoral Theses 

by the Association of Latvian Econometrists.  

Her e-mail address is velga.ozolina@rtu.lv 

 

ASTRA AUZINA-EMSINA holds the PhD degree in 

economics (Dr.oec.), Riga Technical University, 2008. 

Since 2004 she has been a Researcher and since 2009 an 

Assistant Professor at the Faculty of Engineering 

Economics and Management of Riga Technical 

University. She has been involved in research devoted to 

economic modelling and sectoral interlinkages since 

2004 and has developed several multi-sectoral 

macroeconomic models. She is a member and co-

founder of the Association of Latvian Young Scientists, 

member of the International Input-Output Association 

and the Association of Latvian Econometrists (also 

board member since 2012), member of INFORUM 

group.  

Her e-mail: astra.auzina-emsina@rtu.lv 

 

  

  

 

 

 

87



ESTABLISHING A BASIS FOR DECISION SUPPORT MODELLING 

OF FUTURE ZERO EMISSIONS SEA BASED TOURISM MOBILITY 

IN THE GEIRANGER FJORD AREA 

Børge Heggen Johansen 

Department of Ocean Operations and Civil Engineering 

Norwegian University of Science and Technology 

Larsgårdsvegen 2, 6009 Ålesund 

E-mail: borge.a.h.johansen@ntnu.no

KEYWORDS 

Cruise tourism, shipping emissions, tourism mobility 

ABSTRACT 

Destinations for cruise tourism have to manage both 

opportunities and challenges of hosting cruise ships. 

Governing bodies in Norway are proposing new 

environmental regulations to abate environmental 

impacts, but some stakeholders worry that stringent 

regulations will cause less value generation for local 

business. The purpose of this paper is to establish a basis 

for decision support modelling on future zero emission 

sea-based tourism mobility for the Geiranger fjord area. 

The tourism mobility system is mapped through a 

systems engineering lens. The analysis systematizes the 

tourism mobility system, prior studies on air pollution 

and emissions, existing- and upcoming regulations. The 

study concludes by proposing an objectives hierarchy 

and measure of effectiveness for use in future works. 

INTRODUCTION 

The Geiranger Fjord is one of the hallmarks of 

Norwegian tourist attractions known for its pristine 

nature. Recently the area has been under much debate 

due to rising air pollution from traffic and seaborne 

activity. The Norwegian Maritime Authority has been 

assigned by the Norwegian Environmental Protection 

Agency to consider new environmental regulations 

regarding emissions to air for large ships operating on 

the Norwegian World Heritage Fjords. This is 

anticipated to reduce emissions from ships, but business 

actors in Geiranger fear that this will reduce the number 

of port calls in Geiranger and divert tourists to buses 

(increased road transport) from other cruise ports nearby 

(nrk.no). This is one example of many conflicting 

stakeholder interest needed to be balanced when making 

decisions on which new environmental policies that 

should be implemented. Therefore, the current study 

aims to formalize the system of tourism mobility and 

establish an objectives hierarchy for the case of reducing 

emissions to air from tourism-based mobility in the 

Geiranger fjord based on systems engineering 

methodology to further be used in future studies on 

decision support modelling. 

GEIRANGER 

Geiranger is a remotely located and scarcely populated 

village on the west coast of Norway with only 230 

permanent residents.  The village is situated in a 

landscape recognized from its steep fjords and rural 

landscape, listed as a UNESCO World Heritage site.

Figure 1: Geiranger, Photo © Stranda Port Authority 

Geiranger is one of Norways’ most visited cruise ports, 

receiving 346.327 passengers in 2018 (Yttredal et al., 

2019). The majority of the remaining tourists arrive by 

private cars or chartered busses. This mobility brings 

many challenges in Geiranger where the infrastructure 

is beginning to reach its capacity due to the increasing 

influx of tourists (Tallaksen and Holm, 2007). This is in 

line with the findings of Dickinson and Robbins (2008) 

examining the traffic problems related to tourism at rural 

destinations. 

A study on mobility in Geiranger was made by Shlopak 

et al. (2014). The second part of this study, Svendsen et 

al. (2014), assessed the emissions from sea- and land-

based transport in Geiranger. The topic was further 

studied by Weggeberg et al. (2017) conserning 

emissions from ships in Geiranger and Nærøyfjord on 

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
Lelio Campanile, Andrzej Bargiela (Editors) 
ISBN: 978-3-937436-72-2 / 78-3-937436-73-9(CD) ISSN 2522-2414 
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behalf of the Norwegian Maritime Authority (NMA). 

The Norwegian Ministry of Climate and Environment 

has initiated NMA to consider options for imposing 

regulations reducing the environmental impacts from 

shipping in Nærøyfjord, Aurlandsfjord, Geirangerfjord, 

Synnulvsfjord and the inner part of Tafjord 

(regjeringen.no). The current study seeks to use a 

systems engineering lens to systematize previous studies 

together with existing and upcoming regulations to 

establish a basis for decision support modelling on 

future zero emission sea-based tourism mobility for the 

Geiranger fjord area. 

MOBILITY IN THE GEIRANGER AREA 

The tourism mobility system in the Geiranger area 

entails the characteristics of a system as defined by 

NASA (2007) being “…a construct or collection of 

different elements that together produce results not 

obtainable by the elements alone.” The two elements at 

the top-level in the taxonomy describing the transport 

system in Geiranger are road transport and seaborne 

transport. The next level in the taxonomy divides 

between the main categories of transport within the 

elements road and seaborne traffic. These are light- and 

heavy vehicles for road transport and ferries, cruise 

ships, guding boats, tender boats and RIB boats for 

seaborne transport.  

Geiranger cruise port comprises a cruise terminal, 

seawalk and up to four anchor positions depending on 

the size of the ships. There are on average 1-2 cruise 

ships anchored up in Geiranger in the tourist season. The 

number of curise passengers in Geiranger is limited to 

6000 PAX. Most of the passengers landing from the 

Cruise ships enter by the cruise ships’ own tender boats. 

There is an own terminal for the tender boats at 

Geiranger port. The tender boats have a capacity around 

150 PAX and are driven by small marine diesel engines, 

typically around 200 kW. Cruise ships normally use 2-4 

tender boats on each port call (Svendsen et al., 2014). It 

is possible to travel to Geiranger by ferry from the 

village of Hellesylt with daily departures in the period 

May through October. In the peak season between June 

and August, the ferry takes eight roundtrips. The ferry 

service is run by the vessels “Bolsøy” and “Veøy”, built 

1971/74, with capacity of 36 cars and 345 passengers 

(Svendsen et al., 2014). Geiranger Fjordservice operate 

sightseeing boats on the Geiranger Fjord. In the peak 

season between June and August there are 11 daily 

roundtrips. Local tour operators also arrange daily 

excursions on high-speed RIB boats on the Geiranger 

Fjord. The vessels carry around 15 passengers per trip 

and are powered by marine diesel engines around 250 

kW. For the 2014 season, about 700 trips were arranged 

(Svendsen et al., 2014). 

Although much of the debate on environmental impacts 

from tourism in Geiranger focuses on emissions from 

cruise ships, the bulk of tourists coming to Geiranger are 

arriving with cars and busses. There are three points of 

entry in to Geiranger (see figure 2 for reference). From 

the north through Ørnesvingen from Eidsdal, from the 

south through Flydalsjuvet from either Grotli or Stryn. 

The third is by ferry directly to Geiranger. Both the 

northern and southern route in and out of Geiranger are 

serpentine mountain roads, characteristic for the area 

and an experience by themselves, but a challenge with 

regards to traffic. Calculations of traffic capacity shows 

that the road network outside the center of Geiranger, 

can withstand 1100 vehicles per hour, which is well 

above the actual daily traffic level in the peak of the 

season (Svendsen et al., 2014). Problems arise when 

multiple vehicles and especially multiple busses are 

trying to navigate through the narrow streets of 

Geiranger center or the tightest bends on the serpentine 

mountain roads. Queues are also expected to occur as 

drivers of private cars seek parking in Geiranger. 

 

Figure 2: Entry points to Geiranger with respecive 

number of visitors in 2018 (Yttredal, et al., 2019) 

Photo © GuleSider 

In 2013, the annual mean value of vehicles through 

Geiranger center per day was measured to be 562 

vehicles per day. The corresponding value for the 

summer months (June, July, August) (SDT) was 1375 

and for July alone (JDT) it was 1779 vehicles per day 

(Svendsen et al., 2014). The Norwegian Public Roads 

Administration divide between heavy and light vehicles 

saying that all vehicles above 5,6 meters are considered 

as heavy vehicles and correspondingly the opposite for 

light vehicles. In prior studies by Svendsen et al. (2014) 

it was estimated that heavy vehicles represent between 

14% (Svendsen et al., 2014) and 8% (Diez-Gutierrez 

and Babri, 2020) of the road-traffic in peak season. In 

addition to higher traffic in general, the activity by heavy 

vehicles like buses that are more emissions intensive is 

higher in the peak of the season. One concern expressed 

by some stakeholders in Geiranger is that they worry 

that impending strict regulations for emissions to ships 

operating on the Geiranger Fjord would redirect vessels 

Western route: 

Vehicles (ferry): 110.285 

Cruise ships      : 346.327 

Hurtigruten      :    40.489 

Northern route:  

Vehicles: 243.055 

Southern route:  

Vehicles: 245.497 
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to other ports nearby and that the tourists would be 

transported in to Geiranger with buses instead. 

AIR POLLUTION IN GEIRANGER 

Prior studies show that emissions to air in Geiranger 

mainly come from combustion of fossil fuels in ships 

and vehicles as well as abrasion and wear of roads due 

to traffic. Emissions from combustion of solid biofuels 

for heating of residential buildings is outside the scope 

of this study. It is also not relevant for the tourist season 

as it is in the middle of summer where heating demand 

for housing is at a minimum. 

Focus is put on (sulfur dioxide) SO2 , nitrous oxide NOx  

and particulate matter (PM). An important constituency 

of the PM2.5 emissions fraction is black carbon. Black 

carbon originates from incomplete combustion of 

hydrocarbons. Black carbon serves as a carrier for heavy 

metals, inorganic salts and organics such as PAHs that 

are known for adverse health effects. Due to this, the 

exhaust from diesel engines is classified as carcinogenic 

to humans.  Exposure to NOx may cause impaired lung 

function, increased susceptibility to respiratory 

infections and development or worsening of asthma and 

bronchitis (WHO, 2016). According to the study “Air 

Quality in Europe – 2016 report” approximately 1600 

Norwegians died prematurely in 2013 due to exposure 

to PM2.5 emissions. The corresponding number for NO2 

was 170 (EEA, 2016; NILU, 2016). 

MEASURED VALUES OF AIR POLLUTION 

Haugsbakk and Tønnesen (2010) did a measurement of 

PM10 and NO2 concentration in Geiranger Centre by the 

ferry dock. Measurements were made consciously from 

July to September 2010. Results from the study show 

two occasions of PM10 exceeding the threshold level of 

50 µg/m3.  There were no exceedances of NO2. Löffler 

(2017) did measurements of SO2, PM10 and PM2.5, 

concentrations in the air in Geiranger from June 2015 to 

September 2016. SO2 concentrations were measured 

with hourly maxima below 10 µg/m3 for the entire 

duration of measurement. Löffler and his team found 

relatively high concentration of PM1 and deemed this as 

the major pollutants in the Geiranger area. Six 

exceedances of PM2.5 over the threshold level of 25 

µg/m3 were observed. There was also a correlation of 

high PM1 concentrations and relatively high SO2 

concentration, making it plausible that the PM1 emission 

originate from combustion of petroleum products, 

although no definitive conclusions were made. It was 

also observed that the PM fraction is suspended in the 

air over many weeks and is transported by circulating air 

along the entire valley, apparently being trapped by a 

combination of the local topography and special weather 

conditions.  

 

ESTIMATED VALUES OF AIR POLLUTION 

Weggeberg et al., (2017) chose a theoretic approach to 

estimate the concentration of NOx, PM2,5, PM10 and SO2 

in the Geiranger area. Based on vessel information from 

AIS system on movement and IHS Fairplay data for 

machinery the emissions from shipping were calculated. 

Together with statistical data from road traffic the 

emissions from sea and land transport were fed in to a 

CALPUFF model. The CALPUFF model is a modeling 

system for the simulation of atmospheric pollution 

dispersion. Results from the analysis show only one 

occasion of NO2 emissions exceeding the one hour 

threshold level of 200 µg/m3. The report suggest that one 

hour threshold levels should be the benchmark for 

Geiranger due to the fact that the activity and emissions 

are condensed within a few months in the summer 

making annual mean values less relevant. Some 

occurrences of emissions of PM2,5 in the area around 20 

µg/m3 were also observed in Geiranger Centre (ibid.). 

Emission of NO2, PM10 and PM2,5 from road traffic in 

Geiranger was calculated on the basis traffic statistics 

and emission factors for road vehicles. Combustion of 

diesel and gasoline together with abrasion of the road 

from the tires and brakepads contribute to the emissions. 

The results of the calculations of two studies made in 

recent years are given in table 1: 

Table 1: Emission of NOx, PM10 and PM2,5 from road 

traffic in Geiranger 

Study Area of focus Emissions from road 

traffic [tonnes] 

 NOx PM10 PM2.5 

Weggeberg 

et al., 2017 

Estimated NOx 

PM2.5, and PM10 

emissions from 

road transport in 

Geiranger from 

June to August 

2016. 

1.75 0.066 0.052 

Shlopak et 

al., 2014 

Estimated NOx 

and CO2 

emissions from 

road transport in 

Geiranger for the 

year 2013. 

2.93   

 

Cruise ships provide accommodation and leisure 

services throughout their journeys in addition to provide 

transport for up to 6000 guests and 2000 crewmembers. 

The ships have many engines on board that allow for 

flexible operation and electricity generation at varying 

power requirements. A survey to cruise operators in the 

Geiranger fjord in 2016 show that 36% of cruise ships 

operating in Geiranger have direct mechanical 

propulsion and 64% have diesel electric propulsion 

(Stenersen, 2017). Nominal engine speeds of the engines 

are in the area 400-600 rpm and total installed power 
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range from a few MW on the smallest ships to 120 MW 

on the biggest ship. There is a linear correlation between 

ship size in gross tonnage (GT), total installed power and 

passenger capacity (PAX). Ships maneuvering or at 

berth/anchor in Geiranger report a normal distribution 

around a mean of around 50% engine load. The mean 

time at berth in Geiranger is 6-8 hours (ibid). 

Marine diesel engines are able to use a variety of fuel oil 

qualities. The quality of the fuel affect emissions 

ranging from high sulphur containing heavy fuel oil 

(HFO) to low sulphur fuels like marine gas oil (MGO). 

The cost of fuel is higher in low-sulphur oils than 

residual high sulphur oils. High sulphur content in fuel 

give high emissions of sulphur oxides and particulate 

matter. 70% of cruise ships operating in Geiranger in 

2016 used MGO (<0.1% Sulphur content) for main- and 

auxiliary engines (Stenersen, 2017). After the exhaust 

gases are emitted into the air from the ship stacks they 

are diluted in the ambient air. During the dilution 

process they are partly chemically transformed or 

removed (Eyring et al., 2005). Nitrogen oxides (NOx) 

are formed when combusting fossil fuels at high 

temperatures. Emissions of NOx and PM have local 

effects like air pollution and smog formation, having an 

effect on human health. It is estimated that, globally, 

30% of smog comes from ships (Miola et al., 2010). 

In addition to replacing high-sulphur fuels with low-

sulphur fuels there are mainly three main emissions 

abatement technologies available for marine diesel 

engines; exhaust gas scrubbers for SO2 and PM 

reduction and Selective Catalyst Reduction (SCR) and 

Exhaust Gas Recirculation (EGR) for NOx reduction. 

Although 20-25% of respondents to the survey by 

(Stenersen, 2017) state they have NOx abating 

technology installed, only two of the ships responding 

declared they were compliant to IMO Tier III levels. 

Sulfur emission requirements can be met either by using 

low sulfur fuel or by cleaning exhaust for sulphur. About 

25% of ships operating in Geiranger state that they have 

installed scrubber systems to reduce SOx emissions 

(Stenersen, 2017).   

Due to regulations being implemented in recent years an 

increasing share of cruise ships are built with emission 

abatement technologies where 49% of new global 

passenger capacity is based on LNG for primary 

propulsion (CLIA, 2020). The challenge for Geiranger 

is that the mean age of ships operating in the area not 

renewing at a rate which is fast enough to meet many of 

the coming regulations (see figure 3). Any regulations 

capping emissions from ships will have accompanying 

costs to the ship-owners if re-builds of the marine power 

generating systems are needed in order to comply. 

 

Figure 3: Share of cruise ships calling to Geiranger built 

according to MARPOL Appendix VI Tier levels. (Based 

on itinerary data from Stranda Port Authority) 

In recent years two substantial assessments on the 

environmental impacts from seaborne transport in 

Geiranger has been conducted; Svendsen et al., (2015) 

and Weggeberg et al., (2017). Both follow a bottom-up 

approach where data on movement and number of ships 

were collected. Operation characterization for the ships 

were set up based on collected technical information like 

ship size, main engine type, auxiliary engine type, type 

of fuel etc. Emissions were then calculated combining 

activity data and technical data for the ships. The 

discrepancy between estimated values of NOx between 

the two studies is due to different systems boundaries 

both in time and geography. The large relative 

contribution from cruise ships make it reasonable to 

consider subjecting further regulations to cruise ships as 

an effective action to reduce emissions in Geiranger 

(NMA, 2017).  

Table 2: Estimated NOx, PM2.5, and PM10 emissions 

from sea transport in Geiranger 

Study and area of focus Emissions from sea 

traffic [tonnes] 

 NOx PM10 PM2.5 

Weggeberg et al., 2017; 

Estimated NOx PM2.5, and PM10 

emissions from sea transport in 

Geiranger from June to August 

2016. 

 

67.9 2.15 1.97 

Share of total emissions from 

mobility in Geiranger attributed 

to cruise ships  

81%   

Svendsen et al., 2015; Estimated 

NOx PM2.5, and PM10 emissions 

from sea transport in Geiranger 

from June to August 2016. 

 

203 2,85  

Share of total emissions from 

transport in Geiranger attributed 

to cruise ships 

94% 94%  
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REGULATIONS 

Air emissions from ships is regulated by MARPOL 

Annex VI. The convention contains provisions 

controlling emissions of NOx, SO2, PM, VOC and ozone 

depleting substances as well as waste incineration on 

board, repairs and the quality of fuel. MARPOL also 

defines specific emission control areas (ECA). The 

International Maritime Organization (IMO) has put a 

cap on sulphur content in fuels used on board ships to 

3.5% m/m. In emission control areas (ECA) the sulphur 

content is capped at 0.1% m/m (imo.org). Reducing 

sulphur considerably reduce emissions of SO2 and PM, 

but also NOx by around 5% (Cooper and Gustavsson, 

2004). Air emissions are of particular interest to EU 

countries and therefore the EU Directive 2005/33/EC 

requires that all ships in European ports use fuel with 

low Sulphur content of 0.1%, this is much more 

stringent than the MARPOL standard of 3.5%. The 

implementation of directive 2005/33/EC has had a 

noticeable effect in reducing SO2 in some European 

ports (Schembari et al., 2012). The NOx-emission limits 

introduced by IMO apply to marine diesel engines and 

depend on an engine’s operating speed. Requirements in 

Tier I apply to ships built after 2000, while the stricter 

Tier II limits apply to ships built after 2011. In emission 

control zones, Tier III requirements apply to ships built 

after 2016. A Tier III compliant ship will have about 

74% less NOx emissions than a Tier II ship (Martinsen 

and Torvanger, 2013). Tier I and Tier II are global 

requirements, whereas Tier III standards only apply to 

current existing ECAs in North America and the North 

Sea and Baltic sea in 2021 (imo.org). 

Table 3: Proposed regulatory actions for the Norwegian 

World Heritage Fjords (NMA, 2017) 

 Proposed reguatory action 

R1 Requirement for ships to have NOx emissions not 

exceeding values given in MARPOL Appendix VI,  

13.4 (Tier II) within 2018 and 13.5 (Tier III) by 

2020 

R2 Only allow use of low-sulphur fuel oil within the 

World-Heritage fjords 

R3 Introduce requirement for ship smoke opacity. 50% 

at start-up and 10% for steaming 

R4 Mandatory environmental reporting for all ships 

operating in the World-Heritage Fjords 

R5 Limit number of port-calls and consider long-term 

operation licenses for Cruise lines with strong 

environmental limits 

R6 Introduce speed limits for given parts of the fjords.  

 

Maybe the most ambitious measure suggested by NMA 

is to demand ships operating on the World Heritage 

Fjords to comply to MARPOL Anenx VI, part 13.4 (Tier 

II) by 2018 and part 13.5 (Tier III) by 2020 (R1)(NMA, 

2017). The study made by Stenersen (2017) found that 

18% of ships operating in Geiranger in 2016 achieve at 

least Tier II level while only 6% are Tier III. Emissions 

of NOx and PM could be reduced by using low Sulphur 

fuel oil, but mitigating NOx requires costly alterations 

in the engine room either by re-building engines, 

installing new engines or installing SCR systems (NMA, 

2017). In addition to R1 entering in to force, the 

Norwegian parliament also set requirements for 

government to introduce regulations requiring zero-

emission shipping in the World Heritage Fjords by 2026 

(stortinget.no).   

IMPLICATIONS OF NEW REGULATIONS 

There is a large body of literature discussing 

stakeholders. An often-cited definition of stakeholder is 

given by Freeman (1984). Stakeholders to tourism 

mobility system in Geiranger and their perceptions are 

in the process of being mapped in the research project 

SUSTRANS (www.sustrans.no). Stakeholders’ 

valuations of different criteria diverge and therefore the 

task of making the right decisions, suiting the needs and 

expectations of stakeholders becomes challenging. 

Measure of effectiveness (MoE) is a term describing the 

realization of a system (NASA, 2007). The obvious 

logistic aspects of the tourism mobility system in 

Geiranger needs to be realized, but there is an available 

solution space when “designing” the transport system 

that would give different solutions suiting different 

demands. Decision makers need to  design the transport 

system, within the scope of the upcoming environmental 

regulations for ships operating on the World Heritage 

Fjords. The following measure of effectiveness (MoE) 

is suggested based on the “Big picture”-project by the 

local municipality (stranda.kommune.no), focusing on 

the future of tourism within the scope low- and zero 

emission seaborne tourist mobility: “Economic, social 

and environmentally sustainable tourism industry in the 

Geiranger fjord and adjacent area beyond 2026. ” The 

assessment of several competing aspects in context of 

decision making is often referred to as Multi Criteria 

Decision Analysis (MCDA) (Belton and Steward, 

2002). One of the simpler methods within MCDA is by 

using decision matrixes. In order to get the full view of 

the possibilities decision makers have, an extensive 

survey should be made exploring infrastructure epochs 

in combination with new regulatory regimes where  

quantifying the effects and perceived stakeholder 

valuation of initiatives for reducing emissions is one of 

them. The evaluation of regulatory actions with 

assessment of emissions abatement and perceived 

stakeholder valuations discussed in the earlier sections  

could be summarized in an objectives hierarchy. The 

objectives hierarchy which aims to rank the different 

decisions in a risk management setting (NASA, 2007). 

A proposed simplified objectives hierarchy structure for 

the case of reducing emissions to air and improving air 

quality in the Geiranger Fjord is given in figure 4.
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Figure 4: Example of Objectives Hierarchy, Technical Performance Measures and Regulatory Measures for Future Zero 

Emissions Sea Based Tourism Mobility in the Geiranger Fjord Area 

The elements in the system are: a) sensitive to changes 

in regulation, b) to a varying extent dependent on each 

other, c) with different perception of utility among 

stakeholders, d) with varying preference among 

stakeholders. Regulatory measures will require 

technical performance measures in order to achieve 

compliance. With regards to cruise ships the technical 

performance measures could either be made through 

investment in cleaning technology as SCR/EGR or 

scrubbers or through change in operations as slow speed, 

limitations of port calls and choice of fuel. These 

measures are the least cumbersome to make reliable 

estimates of with regards to the measures’ direct effect 

on the emissions. The trouble is to find the indirect 

effects that imposing these measure will have on the rest 

of the transport system and the different stakeholders’ 

appraisal for the outcome for the environmental, social 

and economic criteria. One example which is discussed 

in relation to the Geiranger Fjord area is that if 

regulations on ships are too strict, then this will reduce 

the number of cruise calls and more tourists will arrive 

by bus instead and increase traffic congestion. Another 

example is if access limitation is introduced, this might 

reduce emissions and traffic, but would potentially 

reduce economic output.  

DISCUSSION AND CONCLUSION 

Both MCDM and systems thinking methodology require 

decision making to put into the proper context. “Who is 

the decision maker?” is according to MCDM 

methodology one of the first questions to ask when 

analyzing  a decision process while in systems thinking 

one might ask who are the ones influencing and being 

affected by the system where decision are made? Both 

views are important to follow and in a systems thinking 

manner it is important to firstly understand the dynamics 

behind the elements of the systems being managed or 

considered for some act of change making. How will 

management or change influence the different 

stakeholders of the systems? Will the decision have the 

desired effects on the impacts of sustainability? Will the 

decision provide a balanced solution within all three 

dimensions of sustainability? These are important 

questions to guide the decision process. One formal 

decision maker in relation to cruise tourism destinations 

that both has a formal mandate and responsibility for its 

surroundings and stakeholders is the local municipality 

and subordinate port operation organization. The 

alternatives in future assessments should be analyzed 

and expressed with sustainability criteria and 

performances and the decision makers should provide 

with a weighting of the different criteria. 
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ABSTRACT 

In our paper we model firms’ liquidity using the Hua He 
methodology. We investigate how cooperation of firms 
improve the possibilities of liquidity management. 
During a crisis, various effects identified in the literature 
hurt firms’ liquidity position and lead to increased 
bankruptcy risk. We may counterbalance these adverse 
effects by providing immediate cash transfers and 
granting periodic cash flow transfers or additional credit 
lines. Cooperating with peers pays off. The importance 
of liquidity transfer between agents is higher during a 
crisis than in normal economic environment. It 
contributes to a lower default rate the losses are more 
moderate as well. The promotion of holdings of 
conglomerate-type or cross-ownership across local firms 
but with a wide variety of sectors may relieve some of the 
state burdens during a crisis. Several consequences can 
be drawn  for policy makers how ameliorate resilience of 
agents. 

INTRODUCTION 

In our paper, we model how partnership and cooperation 
along the supply chain can contribute to better corporate 
liquidity and decrease the default frequency of 
participant firms. In ISCRM (Integrated supply chain risk 
management) literature, operational performance is the 
most frequently covered (Bredell, R. and Walters, J. 
2017). Supply chain disruptions – a special topic within 
ISCRM - are partially as an unforeseen triggering event, 
like supplier bankrutcy (Bugert and Lasch, 2018). In our 
paper we model a less sever event than bankruptcy, we 
focus on liquidity shocks of interrelated agents. 
Specially, our scope of research within the large topic of 
financial flow of supply chain is solely whether common 
liquidity management like a cash pool agreement can 
improve the surviving ability of agents during a crisis. 
Since we are interested in the changes of default 
frequency depending on the different liquidity 

management practices, we treat liquidity as an exogen 
variable, and we disregard the specific reasons that 
change a liquidity position because they may be varied 
and complex. We describe liquidity developments as a 
random process for certain types of analysis, and we 
focus on the possible strategies of agents. The correlation 
of liquidity changes is the only representant of 
connection between the agents: A positive correlation 
can describe the case of agents in the same supply chain, 
a negative correlation can characterise competing agents. 
The scope of our paper is how the liquidity of correlated 
agents emerges with and without their cooperative 
liquidity management.  
At that point, it is important to precise the terminology of 
agents’ liquidity. In this paper, we assume that agents 
target a level of liquidity reserves or a level of cash 
reserves that has to be reached to maintain business 
continuity. We are not modelling the entire cash flow of 
the agents: we focus on that part of it, which is kept 
within the agent as operative cash to assure liquidity. 
Excess liquidity, the remaining part of created cash flow 
can be used for investments or paid out to creditors or 
shareholders. Therefore we assume that liquidity shocks 
have an expected value equaling zero. The growth of the 
cash flow of a prospering agent is not modelled here; it is 
part of the excess liquidity withdrawn from the scope of 
liquidity management. Rather than a sole figure, the 
targeted liquidity is an interval acceptable for the agent.  

THE FRAMEWORK OF OUR MODEL 

Literature suggests that a crisis may affect firms in at 
least four different ways. We may see (1) our sales and 
profit rate falling, and thus, expected cash flow might 
descend. During the Covid-19 crisis, restaurants, 
cinemas, and pubs had to stay closed, radically cutting 
expected returns. Simultaneously, (2) the uncertainty 
increases in the economy, so the cash flows’ standard 
deviation may climb. The pandemic caused customers to 
stock up some food and detergents at the beginning that 
they consumed, later on, creating waves in otherwise 
steady demand. 
Moreover, (3) activities following separate trends earlier 
may show the same development pattern. In other words, 
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the correlation between business units and firms may 
increase. Companies like travel agencies, shopping 
malls, and car-sharing services had seen little 
connections in their performance earlier, but because of 
the lockdown, their performance became more 
correlated, removing most of the diversification 
opportunities offered earlier. Finally, (4) banks may cut 
back on credit lines available and reduce outstanding loan 
amounts to limit their exposure to increased bankruptcy 
risk in the economy. Besides these effects, even the cost 
of financing (interest rates) may arise, but we will keep 
those stable in our runs. 
Our simulation focuses on identifying the effects of these 
changes on a simple system consisting of three agents. 
These agents may be viewed as three business units of 
the same firm, three companies owned by the same 
investor, and three sectors of the same economy.  
To model cooperation among the agents, we may allow 
them to offer their additional liquidity to each other 
during hard times. This option could represent a co-
owned bank account, a cash pool system, or even 
rearranging state spending and tax incomes. Since there 
is an empirical evidence that trade credit positions tend 
to increase in a crisis situation throughout the supply 
chain. (e.g. as per central bank of Hungary’s data trade 
credit volume increase by 4% between end of 2019 and 
end of Q3 2020 (MNB, 2020) We can interpret the 
increased level of trade credit among firms as a form of 
cooperation in managing liquidity even for not 
commonly owned firms as well.  
Our research aims at identifying crisis consequences and 
the effectiveness of possible countermeasures targeting 
to lower the chance of bankruptcy. Our model offers 
three ways to improve the situation of the agents. We may 
(A) increase the expected cash flow by reducing fees, 
dues, and taxes to be paid or offering state subsidies over 
a while. Also, (B) an additional on-time monetary aid 
could be provided to raise the available amount of cash 
initially. Besides, (C) we may also offer additional 
outside financing sources like low-cost bank loans or 
credit lines. 
 
MODELLING OF LIQUIDITY SHOCKS 

Liquidity shocks are described by the Hua He 
methodology. (Hua He  1990). 
It can be easily seen, that the X1, X2, X3 variables have  

a) zero expected value,  
b) unit standard deviation, and  
c) they are independent,  

if their possible values are the ones in the table below, 
provided that each row is selected randomly with a q = 
1/4 probability. Once a row is selected, all the 3 variables 
take their value from the selected row simultaneously. 

a) zero expected value: the sum in each column is 
zero,  

b) unit standard deviation: the sumproduct of each 
column with itself is 4 (this should be multiplied 
by q = ¼ to get the unit variance) 

c) Independence: the sumproducts of any two 
different columns are zero. 

 
Table 1. : X1, X2, X3 variables 

X1 X2 X3 

0 0 3  

0 
3
8

 
3
1

 

2  

3
2

 
3
1

 

2  

3
2

 
3
1

 

Having 3 independent standardised random variables is 
its basic statistical procedure to create 3 variables with 
given covariance and expected value. 
This way we have a non recombining tree with 4 
branches in each step, and the 3 liquity values of the firms 
in each node. L(i, j, k) is the current size of the liquidity 
of company k in step i, on node j. We depart from the 
original Hua He type of tree, cutting it on both side at 0 
and 200, not allowing a negative or unnecessary high 
level of liquidity. 

Illustration: Two agents, with given correlation of the 
change of their liquidity 
In this scenario, we need only 2 variables and 3 possible 
outcomes: 

X1 X2 

0 2  

2
3

 
2
1

 

2
3

 
2
1

 

 
Since X1 and X2 are independent, the Y1 and Y2 variables 
will have a correlation , if 
   és 
   
The next step is to adjust to the given variances of the 
changes in liquidity. We assume that the drifts of the 
liquidity changes are zero.  
 
MODELLING OF AGENTS’ LIQUIDITY 
MANAGEMENT 

After having modelled the liquidity shocks, the liquidity 
policy has to be defined according to which the three 
agents are acting. The starting L0 level of liquidity 
reserves will be equally 100 for each of the agents. As 
liquidity shocks occur, agents have to respect some 
simple rules of liquidity management.  
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Assuming individually managed liquidity, the following 
rules are applied to each of the three agents:  

1. The desired level of liquidity is 100.
2. If an agent's liquidity is less than 100, the agent has

to apply for a bank loan.
3. Once the liquidity of the agents has reached 0,

default occurs.
The commercial bank offers the following construction 
to the agents: 

1. Agents under the liquidity of 100 can be financed by
a loan.

2. The bank limits its exposure toward the individual
agents: the maximum level of total outstandings for
the same agent is limited to 50.

3. The bank collects an interest rate of ib=0.50% on the
outstanding amount of the loan.

4. Repayment takes place in each of the periods where
the agent’s liquidity is above 100.

Allowing cooperation in liquidity management like a 
cash pool, the following rules are applied to each of the 
three agents:  

1. The desired level of liquidity is 100.
2. If an agent’s liquidity is less than 100, the agent has

to apply for the cash reserves of related partner
agents.

3. Above the desired level of liquidity, agents can
provide their cash reserves to distressed partners.

The commercial bank offers the same construction to the 
agents as in the case of individually managed liquidity. 
The characteristics of partner loans: 

1. Partner loans are provided for one period (month),
2. at a rate of ip=0.25%.
3. Partner loans can be renewed if the issuer still has

liquidity reserves above the level of 100.
As Diamond and Rajan suggest (Diamond - Rajan, 2001) 
the lender can face a liquidity shock as well. In our model 
we desregard from the illiquidity of commercial banks, 
we focus solely on the liquidity of the three firms/agents. 
Order of financing and repayment: 

1. If there are two distressed agents in the given period,
the third will offer its liquidity surplus to the one
facing a higher liquidity shortage.

2. In the case of two potential financing partners, the
agent with the higher liquidity surplus will first
provide partner loan to the distressed agent.

3. Agents first repay the partner loan of a higher
volume.

4. Banks can lend to all the three agents at the same
time.

5. Agents have to redeem first their bank loan.
After the occurrence of liquidity shock, agents assess 
their modified liquidity position and apply the above-
listed elements of the model.   

SIMULATION OF NORMAL AND STRESSED 
ECONOMIC ENVIRONMENT 

Base case 

First, we define the state of the world without any crises. 
Let us suppose all three agents have the same parameters. 
We keep the initial cash balance for all our runs for all 
agents at 100, which is equal to the cash need of the 
operation that the agents aim to maintain. (If falling 
below that level, companies try to attract additional cash.) 
The cost of borrowing from the peers (cash pool) remains 
at 0.25% per period (month) while that of the bank loan 
stagnates at 0.50%, implying a 12-period (yearly) rate of 
3.04% and 6.16%, respectively. 
All simulations last for 120 periods (10 years), and each 
Monte Carlo simulation covers 10 thousand individual 
runs. Those runs could represent alternative paths for a 
chosen group of firms and the development of a different 
set of agents in the same economy. Thus, the sum of the 
outcomes may be interpreted as a country-wide 
performance. 
For the base case, the agents face an expected cash flow 
of 1 with a standard deviation of 10 for each period. The 
correlation among the cash flows of the agents is 0. The 
maximum credit line available with our bank is 100, as 
there is no cooperation among the agents (cash pool not 
available). (Table 2) 

Table 2: No-crisis outcome matrix 

Outcomes A B C 
1 1.0000 1.0000 18.3205 
2 1.0000 17.3299 -4.7735
3 15.1421 -7.1650 -4.7735
4 -13.1421 -7.1650 -4.7735

Our results show that in 2.49% of the cases, at least one 
period existed at the end of which at least one firm had a 
negative cash balance. When considering the total of firm 
periods, only 0.22% ended with a bankruptcy even in the 
worst case. (In each period, we may count 0 to 3 firm 
bankruptcy periods.) Closing cash balance ranged from -
205 to 636, with an average of 224 for the three agents. 
(Table 3) 

Table 3: No-crisis case results 

Average Min Max 
Bankruptcy 
firm-periods 0.00% 0.00% 0.22% 

Closing Cash 224.02 -204.74 635.67 
Closing Pool Debt 0.00 0.00 0.00 
Closing Bank Loan 9.07 0.00 100.00 

As the firms operate independently, any change in the 
correlation of cash flows remains without effect. When 
we allowed for cooperation (Table 4), the bankruptcy rate 
fell to 0.01%, while the maximum ratio of bankruptcy 
firm periods was 0.01%. The cash pool’s existence raised 
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the minimum closing cash level but let the agents 
accumulate a considerable debt and deposit towards their 
peers.  

Table 4: No-crisis with cooperation case results 

Average Min Max 
Bankruptcy 
firm-periods 

0.00% 0.00% 0.01% 

Closing Cash 227.74 26.90 635.71 

Closing Pool Debt 0.00 -311.62 241.44 

Closing Bank Loan 0.79 0.00 100.00 

As the pool added liquidity to the system, it is no wonder 
that bankruptcy became less frequent. At the same time, 
we may very well imagine that there is not too much 
pressure for the agents to cooperate once there are also 
transaction costs associated with teaming up as the 
expected advantages are moderate when just focusing on 
averages instead of considering the extreme values. 

Crisis cases 

As a next step, four crisis effects were simulated 
separately and in one joint case. The modified parameters 
were (1) expected cash flow cut back to 0, (2) standard 
deviation increased to 20, (3) correlation climbed to 0.4, 
and (4) maximum bank loan available decreased to 50. 
When cutting back expected cash flow to 0, the 
bankruptcy rate jumped to 29.7% (Table 5). It is worth 
noting that while the average and the maximum cash 
balance has declined by almost the total of 120 (1 unit for 
each period) compared to the base case, the minimum 
closing cash had a slighter decline.  

Table 5: Lower expected cash flow crisis 
Average Min Max 

Bankruptcy 
firm-periods 0.02% 0.00% 0.48% 

Closing Cash 127.82 -293.90 561.79 
Closing Pool Debt 0.00 0.00 0.00 
Closing Bank Loan 38.98 0.00 100.00 

With cooperation 
Bankruptcy 
firm-periods 0.00% 0.00% 0.41% 

Closing Cash 121.84 -130.76 566.06 
Closing Pool Debt 0.00 -457.14 390.76 
Closing Bank Loan 31.03 0.00 100.00 

With cooperation allowed, the results were less extreme, 
and the bankruptcy ratio fell to 4.34%. We may see how 
cross-agent transfers enhance the surviving ability of the 
system. Thanks to the cheaper help received from peers, 
minimum closing cash also climbed radically. Here we 
see the advantages that we might seriously underestimate 
if considering non-crisis average performance only. 
When the crisis increases the standard deviation of the 
cash flows, the extreme values may change radically. 
(Table 6) While the bankruptcy ratio boomed to 53.88, 
minimum decreased and maximum increase radically 

boosted inequality across firms without any fundamental 
differences.  

Table 6: Higher standard deviation crisis  
Average Min Max 

Bankruptcy 
firm-periods 0,07% 0,00% 0,76% 

Closing Cash 240,53 -562,40 1 097,40 
Closing Pool Debt 0,00 0,00 0,00 

Closing Bank Loan 26,51 0,00 100,00 
With cooperation 

Bankruptcy 
firm-periods 0,01% 0,00% 0,75% 

Closing Cash 234,30 -323,69 1 098,75 
Closing Pool Debt 0,00 -642,54 836,55 
Closing Bank Loan 12,89 0,00 100,00 

The cash pool cut back the bankruptcy rate to 7.89%, 
increased the minimum closing cash, but could not 
reduce the maximum of bankruptcy firm-periods and 
bank loan usage. 
As explained earlier, without allowing for cooperation, 
the change in correlation has no mathematical effect in 
the model, as, e.g., the bank loan available for the agents 
does not depend on the amount taken by their peers, like 
it would in real life. So, an increased correlation level 
only limits the positive effects of cooperation.  

Table 7: Higher correlation crisis  

Average Min Max 
Bankruptcy 
firm-periods 0.00% 0.00% 0.48% 

Closing Cash 206.89 -179.35 671.27 
Closing Pool Debt 0.00 0.00 0.00 

Closing Bank Loan 13.58 0.00 100.00 
With cooperation 

Bankruptcy 
firm-periods 0.00% 0.00% 0.44% 

Closing Cash 216.36 -120.78 607.16 
Closing Pool Debt 0.00 -220.66 199.22 
Closing Bank Loan 5.23 0.00 100.00 

Table 8: Lower bank loan limit crisis 

Average Min Max 
Bankruptcy 
firm-periods 0,01% 0,00% 0,33% 

Closing Cash 218,88 -168,97 660,87 

Closing Pool Debt 0,00 0,00 0,00 
Closing Bank Loan 5,76 0,00 50,00 

With cooperation 
Bankruptcy 
firm-periods 0,00% 0,00% 0,20% 

Closing Cash 221,71 -69,50 681,97 
Closing Pool Debt 0,00 -286,24 366,43 
Closing Bank Loan 1,13 0,00 50,00 
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While the bankruptcy rate was 5.65% in our MC, no 
major differences could be identified then the initial 
results in Table 3. (Table 7) When cooperation was 
allowed, the bankruptcy rate declined to 0.85%, far 
higher than the 0.22% we received in the no-crises 
scenario. The lowest closing cash is well below the level 
estimated (Table 4) with the initial parameters. These 
results call for the policymakers to aim at a well-
diversified economy and promote holdings interested in 
less interlinked business fields. Cooperation of suppliers-
and buyers or competitors could be less fruitful. Thus, 
creating interconnected supply chains in the same 
country may not be optimal from the liquidity risk point. 
Finally, limiting bank loans particularly hit the firms 
when no cash pool system was available. The bankruptcy 
rate climbed to 9.25% (base case: 2.49%) while closing 
cash and bank loan data were not affected. 
With the cash pool system, the bankruptcy ratio was 
reduced to 0.29% that was still considerably higher than 
the 0.01% in the base case. Also, bankruptcy firm-
periods increased in proportion. 

Table 9: Complex crisis 
Average Min Max 

Bankruptcy 
firm-periods 0,20% 0,00% 1,12% 

Closing Cash 110,96 -727,10 976,81 

Closing Pool Debt 0,00 0,00 0,00 
Closing Bank Loan 24,06 0,00 50,00 

With cooperation 
Bankruptcy 
firm-periods 0,12% 0,00% 1,12% 

Closing Cash 129,74 -594,35 997,99 
Closing Pool Debt 0,00 -542,18 565,05 
Closing Bank Loan 21,77 0,00 50,00 

When all crisis effects appeared at once in our model, 
consequences became radical. The bankruptcy rate 
reached 76.87%, average closing cash fall, while the 
distribution range doubled.  
Adding the possibility of cooperation to the model 
reduced the proportion of the bankruptcy cases to “only” 
44.75%. The difference between the extreme values got 
smaller but was still dramatically boosted. (Table 9)  

CRISIS MANAGEMENT OPPORTUNITIES 

Seeing the majority of the agents failing is usually 
unacceptable for policymakers. Our model allows for 
three types of anti-crisis actions. Offering a one-time 
monetary help would boost initial cash reserve, reducing 
taxes, and providing transfers would push up expected 
cash flow, while offering additional loans will extend our 
bank credit lines.  
Next, we review what measures would be necessary to 
counterbalance the complex crisis. The aim is to reduce 
the bankruptcy ratio to a similar level we experienced in 
the base scenario. 

Table 10: Crisis management with initial cash aid 

Startup 
 cash 

Bankruptcy rate 
Without 

cash pool 
With 

cash pool 
100 76.87% 44.75% 
200 49.24% 18.99% 

300 21.16% 7.75% 
400 9.54% 1.94% 
500 4.26% 0.34% 
600 2.67% 0.05% 

700 0.01% 0.00% 
w/o crisis 2.49% 0.01% 

Results show that offering a startup remedy of 100 cash 
units (doubling the liquidity) would push down the non-
cooperative case’s bankruptcy rate to the cooperative 
scenario level. An additional 100 units would be still only 
enough to reach a 21.16% level. Altogether, we need to 
add almost 500 extra cash units (total available: 600) to 
keep the agents as safe as before the crisis. (Table 10)  
When focusing on periodic transfers, cooperation lowers 
the needed support. As increased correlation has hit only 
the cooperative case, lowering the bankruptcy rate to the 
standard (before-crisis) level requires far more state 
support when allowing for the cash pool. (Table 11) 

Table 11: Crisis management with periodic cash aid 
Expected 

period 
cash flow 

Bankruptcy rate 
Without 

cash pool 
With 

cash pool 
0 76.87% 44.75% 
1 57.64% 30.16% 

2 35.15% 11.48% 
3 19.02% 7.87% 
4 11.09% 1.86% 
5 4.03% 1.58% 

6 1.56% 0.20% 
7 0.45% 0.16% 
8 0.17% 0.15% 
9 0.12% 0.01% 

w/o crisis 2.49% 0.01% 

Last, we also estimated the needed increase in bank loans 
available. Here again, the state has to offer more aid in 
the cooperative case to return to the before-crisis level to 
counterbalance the effect of higher correlation that does 
not affect the non-cooperative case. (Table 12)  
Our results show that completely rebalancing the crisis 
effect would cost us (600-100)=500 units of cash, or (6-
0)=6 units of periodic transfers, or (600-50)=550 units of 
credit line for each of the agents in the non-cooperative 
case. For the cooperative alternative, shadow costs equal 
(700-100)=600 cash, (9-0)=9 periodic transfer, or (800-
50)=750 units of surplus in the credit line. In other words, 
in a cooperative system, the relative cost of using initial 
cash transfer is lower than in a non-cooperative economy. 
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Also, additional credit lines are relatively better than 
periodic transfers. 
Our results allow us to express the value of cooperation 
among agents in startup cash (100), periodic subvention 
(1.5), and additional credit line (150) by contrasting the 
cooperative and non-cooperative cases for bankruptcy 
rates. As the agents’ cross-financing always adds value, 
it is advisable for policymakers to introduce or enhance 
cross-sector and cross-company transfers, e.g., using 
additional income due to increased corporate tax rates to 
support companies in serious need.  

Table 12: Crisis management 
with an extended credit line 

Credit 
line 

available 

Bankruptcy rate 
Without 

cash pool 
With 

cash pool 
50 76.87% 44.75% 

100 61.63% 31.96% 

200 43.63% 20.16% 
300 27.00% 8.43% 
400 17.31% 3.59% 
500 7.02% 1.14% 

600 2.93% 0.28% 
700 1.06% 0.20% 
800 0.13% 0.05% 

w/o crisis 2.49% 0.01% 

Nevertheless, would a combination of the possible 
intervention measures offer a better solution than single-
measure solutions? We identified some complex crisis 
management packages leading to a bankruptcy rate 
similar to the before-crisis status. First, we set back two 
of the three parameters to their initial level and checked 
how the remaining effect of increased standard deviation 
and correlation could be compensated with the single 
leftover parameter. (Table 13) 

Table 13 Crisis management with an increase 
in the credit lines available 
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w/o crisis 100.00 1.00 100.00 2.49% 
A 100.00 1.00 500.00 1.95% 
B 400.00 1.00 100.00 2.51% 

C 100.00 5.00 100.00 1.51% 
With cash pool 

w/o crisis 100.00 1.00 100.00 0.01% 
A 100.00 1.00 700.00 0.01% 

B 600.00 1.00 100.00 0.00% 
C 100.00 7.00 100.00 0.02% 

When contrasting results in Table 13 with the no-crisis 
case, we may estimate the cost of added standard 

deviation and correlation. Accepting that bankruptcy 
rates are almost the same, the increased standard 
deviation has a shadow price of (400-100)=300 initial 
cash, (5-1)=4 additional cash flow over all the simulated 
periods, or (500-100)=400 units of additional credit line. 
Based on this, assuming additivity, the increased 
correlation that hits only the cooperative case would cost 
(600-400)=200 initial cash units, (7-5)=2 units of 
additional periodic cash flow, or (700-500)=200 units of 
surplus credit line. 
When contrasting the total price of the crisis calculated 
earlier, we may see that 60-70% of the crisis-
management costs is linked in our example to the higher 
standard deviation. This result may be interpreted as 
stabilising the markets is more important than regaining 
profitability or improving liquidity immediately. 
As we may have various alternatives to reset economic 
stability, we should also compare costs and other 
consequences of using those alternatives. Our simulation 
covered 120 periods, so when assuming a positive cost of 
capital for the financing, 1 unit of periodic transfers has 
a maximum present value of 120. Our results showed that 
500 units of initial cash subvention have similar effects 
as 6 units of additional periodic transfers in the non-
cooperative case. When rates are low, immediate cash aid 
might be preferred, while higher rates may make periodic 
transfers cheaper. During a crisis, we usually see inflation 
and risk premium climbing. Thus, periodic transfers 
could offer a cheaper solution. Another argument for 
choosing periodic transfers would be that we can quickly 
stop those if the crisis ends earlier than initially assumed. 
When focusing on providing additional credit lines, those 
seem to be even more attractive. The main reasons for 
that include (1) we do not have to provide the total of the 
credit line in the form of loans to all firms immediately 
and for all the periods, and (2) loans are repaid sooner or 
later and earn us interest during their lifetime. As credit 
lines needed to manage the crisis are only slightly larger 
than initial cash transfers, we may consider them the 
cheapest alternative. Simultaneously, this method may 
call for very different conditions than applied outside of 
crisis periods as we should provide the estimated amount 
of loans even without adequate collaterals, probably for 
the total length of the crisis without any forced 
repayment. 

SUMMARY AND CONCLUSIONS 

Our paper analysed the crises effects on our three agents’ 
model. As the literature suggests, during a crisis, not only 
expected cashflow might decrease, and the standard 
deviation of those may climb, but the correlation among 
various actors’ performance could increase if used the 
Hua He model to simulate the random payoffs of the 
agents. Our results build on Monte Carlo simulations 
with 120 periods and 10 thousand runs. Our most 
important results are as follows. 
1. Various effects of crisis identified in the literature hurt
firms’ liquidity position and lead to increased bankruptcy
risk.
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2. We may counterbalance these adverse effects by
providing immediate cash transfers and granting periodic
cash flow transfers or additional credit lines.
3. Cooperating with peers pays off. Our results illustrate
why it is dangerous to consider the advantages of
cooperation based only on records from non-crisis
periods. It is during crisis periods that we may see how
vital help from fellow firms may be. Thus, to mitigate
risks, the state should promote such cooperation, and it
might be justified to use cross-sector transfers to stabilise
the economy.
4. Voluntary cooperation or forced reallocation across
firms helps the economy to perform better during crises.
That is why policymakers should promote the
establishment of holdings or cross-ownership across
local firms. Crises more jeopardise standalone firms and
put more jobs at risk there.
5. Cooperation among firms with less correlated business
performance is more advantageous than for other
companies. However, it is an already widespread
consequence that cooperation or integration within the
supply chain (among collated firms) can reduce
transaction costs through the reduction of uncertainties in
normal market circumstances as well (see for example:
Zhao, Huo, Sun, and Zhao, 2013), we find that
cooperation like holdings created by conglomerate-type
mergers and economies with a wide variety of sectors can
survive crises with less loss. An economic policy giving
a unique preference to investments or FDI in a few
interlinked sectors (car manufacturing, tourism) aiming
to boost the GDP may cut back on its crisis-resistance.
6. Should the before-crisis status involve cooperation, the
state must provide more aid to make the economy return
to the initial level during the crisis as the increased
correlation needs counterbalancing. In non-cooperative
economies, creating holdings and introducing cross-
sector or cross-firm transfers during a crisis may relieve
some of the state burdens.
7. A crisis enhancing standard deviation would increase
inequality across firms with no fundamental differences.
These random effects may annul any competitive
advantages leading to a higher-than-normal survival rate
for the less efficient and lower-than-normal survival rate
for the more efficient companies. Thus, we may see an
efficiency loss across the whole economy. To evade
those losses, the resilience of lending and transfer rules
has to be boosted when facing hard times. Often, we see
the contrary in commercial banks so that regulatory
interventions could be justified.
8. During the crisis-management, a particular focus
should be given to reduce fluctuations in the economy by
upkeeping laws and evading panic. A less hectic
environment may dramatically cut back on the loss that
the crisis may cause.
9. Providing an increased credit line with very lax
conditions (no collaterals, extreme duration) may offer 
the cheapest risk-management alternative. 
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ABSTRACT 

The year 2020 was very challenging for everyone due to 

the COVID-19 pandemic. Many people turn their lives 

upside down from day to day. Politicians had to impose 

completely unprecedented measures, and doctors 

immediately had to adapt to the huge influx of patients 

and the massive demand for testing. Of course, not all 

processes could be planned completely efficiently, given 

that the situation literally changes from minute to 

minute, but sometimes better planning could improve 

the real processes. This contribution deals with the 

application of simulation software SIMUL8 to the 

analysis of the COVID-19 sample collection process in a 

drive-in point in a hospital. The main aim is to create a 

model based on the real data and then to find out the 

suitable number of other staff (medics) helping a doctor 

during the process to decrease the number of unattended 

patients and their waiting times. 

 
INTRODUCTION 

Although simulation modeling is a relatively widespread 

tool and the use of ICT in developed countries is a 

common part of everyday life, in reality we still face 

problems in which simulation modeling could help 

avoid unpleasant effects - and yet no similar analysis has 

been made. Even at a time when we face many 

restrictions related to the COVID-19 pandemic and 

when the implementation of various measures and 

changes is often very rapid, we should not forget the 

benefits of simulation modeling and discrete event 

simulation before launching new projects or processes. 

Due to its probabilistic and dynamic aspects, a 

realization of experiments with the simulation model 

helps the decision-maker set the processes in a better 

way than without the model, especially when no 

previous similar situation was not tested.   

 

In the Czech Republic, unlike other countries, 

simulation modeling in the healthcare environment is 

not a common part of introducing new processes and 

changes. According to the review of approximately 250 

high-quality journal papers published between 1970 and 

2007 on healthcare related simulation made by 

Katsaliaki and Mustafee (2011), no paper was connected 

with the Czech Republic healthcare system. Most of the 

papers used Monte Carlo simulation models, but 

discrete event simulation was also mentioned in 20 % of 

the papers analysed. Brailsford, Carter and Jacobson 

(2017) commented the situation of 50 years of 

simulation modelling in healthcare context – they agreed 

that healthcare was a prolific application area for 

simulation modeling ever since the very early days of 

computer simulation and during the 5 decades a lot of 

models using Monte Carlo simulation and discrete event 

simulation was done, mainly in USA and UK. Walsh et 

al. (2018) showed that among the 100 most cited articles 

on simulation in healthcare, 88% of articles are from the 

USA, UK and Canada. So there is still much space for 

improvement in other countries, including the Czech 

Republic. 

 

Most of the papers used Monte Carlo simulation models, 

but discrete event simulation was also mentioned in 20% 

of the papers analysed by Katsaliaki and Mustafee 

(2011). Van Buuren et al. (2015) presented a detailed 

discrete event simulation model for emergency medical 

services call centers. As Hamrock et al. (2013) stated, 

discrete event simulation in healthcare commonly 

focuses on improving patient flow, managing bed 

capacity, scheduling staff, managing patient admission 

and scheduling procedures, and using ancillary 

resources (e.g., labs, pharmacies). 

 

This paper focuses on improving patient flow and better 

staff scheduling in the drive-in COVID-19 sample 

collection point. Our goal is to analyze the situation and 

verify whether certain aspects of the process could not 

be better addressed or whether it was not possible to 

propose an alternative approach. The main aim is to 

create a simulation model and analyze the impact of the 

number of resources’ changes on queuing time. For the 

model, SIMUL8 software is used. 

 

SIMUL8 

SIMUL8 is a software package designed for Discrete 

Event Simulation or Process Simulation and developed 

by the American firm SIMUL8 Corporation 

(www.simul8.com). The software started to be used in 

1994, and every year a new release has come into being.  

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
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A visual 2D model of an analyzed system can be created 

by placing objects directly on the screen. This software 

is suitable for discrete event simulation (Shalliker and 

Ricketts 2002). SIMUL8 uses 2D animation only to 

visualize the processes, but for the given problem, this 

view is sufficient, especially because queue analysis is 

important.  

SIMUL8 belongs to the simulation software systems 

widely used, especially in industry (Greasley 2003), but 

several case studies were aimed at analysing the queues 

in the healthcare processes. Pisaniello et al. (2018) used 

SIMUL8 to develop the simulation model of the call 

center in the children’s hospital, they demonstrated the 

meaning of the application of validation and verification 

techniques as the most critical aspects of the simulation 

modelling process. Viana et al. (2014) showed the usage 

of SIMUL8 for discrete event simulation in combination 

with system dynamics in VENSIM software to analyze 

how the prevalence of Chlamydia at a community level 

affects (and is affected by) operational level decisions 

made in the hospital outpatient department. 

SIMUL8 main components 

SIMUL8 operates with 6 main parts out of which the 

model can be developed: Work Item, Work Entry Point, 

Storage Bin, Work Center, Work Exit Point, Resource 

(Concannon et al. 2007). 

Work Item: dynamic object(s) (customers, products, 

documents or other entities) that move through the 

processes and use various resources. Their main 

properties that can be defined are labels (attributes), an 

image of the item (showed during the animation of the 

simulation on the screen) and advanced properties 

(multiple Work Item Types).  

Work Entry Point: an object that generates Work Items 

into the simulation model according to the settings 

(distribution of the inter-arrival times). Other properties 

that can be used in this object are batching of the Work 

Items, changing the Work Items Label or setting the 

following discipline (Routing Out). 

Storage Bin: queues or buffers where the Work Items 

wait before the next processes. It is possible to define 

the capacity of the queue or the shelf life as time units 

for the expiration. 

Work Center: main object serving for the activity 

description with the definition of the time length 

(various probabilistic distributions), resources used 

during the activity, changing the attributes of entities 

(Label actions) or setting the rules for the previous or 

following movement of entities (Routing In / Out). 

Work Exit Point: an object that describes the end of the 

modeled system in which all the Work Items finish their 

movement through the model. 

Resource: objects that serve to model limited capacities 

of the workers, material or means of production used 

during the activities.  

All objects (except resources) are linked together by 

connectors that define the sequence of the activities and 

also the direction of movement of Work Items.  

After the system is modelled, the simulation run follows. 

The animation shows the flow of items through the 

system and for that reason the suitability of the model 

can be easily assessed. When the structure of the model 

is verified, several trials can be run and then the 

performance of the system can be analyzed statistically. 

Values of interest may be the average waiting times or 

utilization of Work Centers and Resources (Shalliker 

and Rickets 2002). SIMUL8 can be used for various 

kinds of simulation models (Concannon et al. 2007). 

The case studies can also be seen on the website 

www.simul8.com.  

Our experience shows that SIMUL8 is easy to learn 

when only the main components are used (without the 

necessity to use Visual Logic with different 

programming functions). It can serve not only for the 

modelling of different services but also for the 

simulation of various production processes (Fousek et 

al. 2017). 

PROBLEM DESCRIPTION 

The impetus for the creation of the model presented in 

this paper was the experience of one of the authors in 

the test for COVID-19 as there were long queues at a 

selected drive-in center in one of Prague's hospitals. 

Therefore, we decided to analyze the problem and use a 

simulation model to assess the number of service 

personnel changes to reduce customer waiting time. 

HOSPITAL DATA 

The model is focused on the analysis of the drive-in 

COVID-19 sampling point in one of the Prague’s 

hospitals. The drive-in collection point is used for 

patients arriving for the test by car. The hospital allows 

people to order a test using the online form (e-request) 

only. Examination for coronavirus infection is 

performed either on the basis of an indication by a 

general practitioner or the Regional Hygiene Station or 

without any indication as a self-payer. A patient who 

orders a drive-in test at their own expense must pay for 

the test online, and a patient who has a test request from 

a general practitioner does not have to pay. Therefore, 

payment is not included in the model at all, because it 

takes place when ordering (online), or it does not take 

place at all. 

Each patient must be booked, the collection point does 

not accept unordered patients. Unfortunately, there are 

still cases where an unordered patient appears in the 
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queue. The hospital also offers a walk-in collection 

point, and occasionally a patient who goes for a walk-in 

test also appears at the drive-in collection point. All 

these situations must be included in the model. 

 

According to the hospital’s information, tests are 

performed from 8:00 to 11:55 and from 13:00 to 16:55 

at intervals of five minutes, or from 18:00 to 21:56 at 

four minute intervals (FNKV.cz 2021). Based on the 

experience of the hospital’s doctor (obtained from the 

authors' interview with the doctor), patients arrive at the 

collection point approximately at the time of order, but 

the order of the cars may not match the order of 

ordering, as some patients arrive in advance, some on 

time and some even with a delay. However, it is not 

possible to change the order in the car queue, so patients 

are admitted in the order in which they arrived. Upon 

arrival at the collection site itself, the doctor first finds 

out whether the patient has been ordered, whether all 

necessary data is in the patient form and whether a 

request has been sent from a general practitioner or a 

patient is a self-payer. If everything is in order, the 

doctor will take a sample and store it. Then the patient 

leaves the drive-in. Occasionally, there may be 

complications when the patient is ordered for a walk-in 

and not for a drive-in, or he/she is not ordered at all, a 

request is not sent from a general practitioner. The 

differences are also when the patient is a child and not 

an adult. It takes longer to take samples with a child, as 

it is more difficult to take samples. 

 

Based of our knowledge of the process and according to 

the discussion with a doctor and patients’ interviews 

(interviews with several patients were conducted by the 

authors at the sampling site) we collected these kind of 

data: 

• No request for a doctor or a payment from the 

self-payer can be found in 5% of the patients 

ordered. If a practitioner has to be called, the 

problem will be solved in 80% of patients, so 

the request will be sent immediately. In 20% of 

cases, the patient must go either to the end of 

the queue or home again and order for another 

day. 

• 4% of patients are in the wrong queue, half of 

them should be in the walk-in and half is not 

ordered. 

• 85% of patients are adults and 15% of patients 

are children. 

• Doctors and medics also work during the lunch 

and evening breaks plus overtime (50 minutes 

of service) if patients are still waiting in line. 

• Although patients are booked on a specific 

time, they do not always arrive on time, so an 

exponential distribution can be used for the 

intervals between arrivals. 

The model should include only activities related to the 

process at the drive-in collection point. The list of 

activities, including probability distributions for 

durations, is given in Table 1. Symbol EXP is used for 

exponential distribution with the mean value for 

interarrival times. T is used for the triangular 

distribution with lower, mode and upper time limits. U is 

for uniform distribution with minimum and maximum 

duration, N for normal distribution with mean value and 

standard deviation of the duration.  

 

Table 1: List fo Activities and Probability Distributions 

 

Activity No. Probability distribution 

and times in minutes 

1.arrivals during the day EXP (5) 

2.arrivals during night EXP (4) 

3. wrong queue activities T (1;2;6) 

4. database search T (0,5;1;3) 

5. well entered form T (1;3;5) 

6. badly entered form T (3;5;7) 

7. calling a practitioner U (1.5;3) 

8. adult sampling T (0.5;1;2) 

9. child sampling T (2;2.5;4) 

10. sample storage N (1;0.25) 

 

The scheme of the process with all 10 activities is on the 

Figure 1.  

 
Figures 1: Scheme of the Process 

 

The patient comes to the drive-in center and stands in 

Queue 1. Afterward, the doctor or medic controls the 

ordering form in the database. If there is some problem 

(activity 3; 4% of patients) - a patient is in the wrong 

queue (he/she should be in the Walk-in instead) or if 

he/she is not ordered – the doctor or medic sends the 

patient to the Walk-in center (50%; end1) or home to 

order electronically (50%; end2). For those correctly 

ordered for the drive-in (96%), the request/order form is 
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checked (activity 4). Patients, who have everything 

correctly filled in, are prepared for sampling. (activity 5) 

For those who do not have the correct request from a 

general practitioner, it is necessary to try to supplement 

the information by calling a general practitioner 

(activities 6 and 7). When successful, the patient is 

ready and continues testing (activities 8 or 9). If the 

information cannot be completed, the patient is sent re-

ordered for another day (end3). Finally, after testing, the 

sample is stored (activity 10) and the patient can go 

home (end4). 

 

MODEL IN SIMUL8 

The simulation model was developed in SIMUL8 

software. The aim of the simulation is to find a suitable 

number of doctors and medics to serve patients so that 

the queue length does not exceed 30 cars and the waiting 

time is acceptable. We have tested 3 models: 

• Model 1 – 1 doctor, no medic – this model 

corresponds to the real situation in the selected 

hospital 

• Model 2 – 1 doctor, 1 medic 

• Model 3 – 1 doctor, 2 medics 

 

Entities in all 3 models are patients generated via the 

exponential distribution with 5 minutes or 4 minutes 

interarrival times during the working hours. According 

to Table 1, activities are modeled as work centers (as an 

example of activity 5 see Figure 2). In Model 1 only 1 

resource (doctor) is used (see Figure 3), in Model 2 one 

medic is added. The so-called pooled resource is created 

– it means doctor and medic together when part of the 

activities can be done by any of them (see Figure 4). 

Only the sample collection and storage activities are 

made by a doctor. Model 3 is similar to Model 2, only 2 

medics instead of 1 are used.  

 

 
Figure 2: Activity Settings 

 

 
Figure 3: Model 1 

 

 
Figure 4: Model 2 

 

RESULTS  

After 1000 experiments with Model 1 the average of 

30.7 unattended patients at the end of the day (see 

Figure 5) was identified, with a 95% confidence interval 

(29.96; 31.40). This is an alarming result, as this system 

would not be sustainable - if about 30 patients were not 

served every day, they would have to book another day 

and the demand for consumption would increase very 

quickly. 

 

 
Figure 5: Model 1 - Curent Content of the Queue 1 

(1000 runs) 
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The average queue length is 15.7 cars. Although this 

means a relatively long line, it would not cause serious 

problems in traffic. However, when we focus on the 

maximum queue length, we find that the 95% 

confidence interval is (37.04; 38.46). This means that 

there is a high chance that a queue could be longer than 

30 cars, which will significantly complicate traffic. 

 

The average time spent in the queue is about 83 minutes 

(see Figure 6) which is not acceptable.  

 
Figure 6: Time in the Queue 1 

 

A doctor occupancy is on average up to 98%. This 

unfavorable result means that a doctor should work up 

to 14: 45h a day without any breaks, and yet patients 

remain unattended after the closing time. Definitely, this 

result is not satisfactory even if the doctors take turns. 

We recommend including the medic in the model to help 

with the administration.  

 

In Model 2 a medic was added. He/she, however, cannot 

take samples and then label and store samples, these 

activities will remain with the doctor. Other activities 

can be performed by both a medic and a doctor. This 

allows two patients to be served at the same time (eg, 

the doctor takes a sample from the first patient while the 

medic checks the second patient's request). 

 

The average number of unattended patients dropped 

rapidly to just 0.12 per day. Also, the estimate of the 

average queue length (see Figure 7) was reduced to only 

1.05.  

 
Figure 7: Model 2 - Curent Content of the Queue 1 

(1000 runs) 

 

The average workload of the doctor decreased to 

68.44%, the confidence interval is (68.11; 68.76). We 

consider this workload reasonable, as the doctor is not 

busy all day and has time for lunch/dinner or a short 

rest. The workload of the medic can also be considered 

reasonable (see Figure 8). The model estimates the 

average workload of the medic to be 58.87%. 

 

 
Figure 8: Model 2 – Medic Usage (1000 Runs) 

 

The average time in the system was significantly 

reduced to 17.76 minutes. At the same time, the average 

time in the queue was shortened to 5.78 minutes. The 

estimate of the 95% confidence interval of the average 

time in the queue is then (5.57; 6.00). The average 

waiting time in the queue can thus be considered 

acceptable.  

 

Model 3 included two medics. In this case, the doctor 

only take samples and then mark and store the sample. 

Other activities are in charge of two medics. This allows 

up to three patients to be served at the same time, which 

of course shortens the queue and speeds up the system. 

Other settings remain the same as in Model 1. 

 

With this solution, in no simulation experiment did an 

unattended patient remain in the queue for 50 minutes 

after the end of working hours. The average queue 

length was about 0.194 cars. Of course, the average time 

in the queue was also reduced to 1.08 minutes. The 

average time in the system of the patient who was 

sampled is 11.02 minutes. The workload of the doctor is 

the lowest in this model, about 34.16% on average. The 

workload of medics has also decreased compared to the 

previous model, as there are now two administrative 

activities, so the workload was 43.16% on average.  

 

Finally, we compare the results of the individual models. 

Estimates of all significant average characteristics are 

worst for Model 1, while best for Model 3 (see Table 2). 

The basic model (Model 1) is very bad in all respects – 

but unfortunately it corresponds to the reality that one of 

the authors experience. The differences between the 

average time spent in the system and in the queue, the 

average queue length, or the number of unattended 

patients are not significant between the remaining 

models. Both Model 2 and Model 3 are acceptable with 

regard to queue length and waiting time. If the hospital 

wants to speed up the process with patients not spending 
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more than a quarter of an hour on the tests, Model 3 is 

more appropriate, provided that the hospital has 2 

medics available to involve in the process. When 1 

medic is involved, his/her workload and the doctor's 

workload will be higher but still acceptable. Patients 

would spend a little longer in the process, but still, that 

time would be much shorter than in real practice shown 

in Model 1. 

 

Table 2: Comparison of the Average Results of All 

Models 

 

Average results Model 1 Model 2 Model 3 

No. of doctors 1 1 1 

No. of medics 0 1 2 

Unattended 

patients  

30.78 0.12 0.00 

Queue length  15.70 1.05 0.19 

Busy doctor 97.91 68.44 34.16 

Busy medics x 58.87 43.16 

Patient time in 

system 

(minutes) 

91.57 17.76 11.02 

Queuing time 83.53 5.78 1.08 

 

 

 

CONCLUSION 

The aim of the contribution was to demonstrate the 

applicability of SIMUL8 on the drive-in COVID-19 

sample collection point process in a hospital. The model 

was based on available information given by patients 

and doctors of the hospital and one author’s experience. 

The simulation model shows the real situation with very 

long queues, a lot of unattended patients and a long time 

spent in the hospital. Only a small change – adding 1 

medic to help the doctor – could rapidly improve both 

hospital time and queue length. Unfortunately, the 

deployment of doctors and medics is done on an ad hoc 

basis.  

 

Our results show that only a small change in the system 

can significantly benefit the situation. In this case, it is a 

more efficient division of labor into the administrative 

part and the sample collection itself. We demonstrate 

that the use of simulations has a real use even in crisis 

situations where there is not enough time to analyze the 

impacts of the selected system. Thanks to the simulation, 

it is possible to see whether the proposed change would 

have a large or negligible impact on the overall societal 

benefit, whether in terms of doctor’s workload, time 

spent in the queue, or a negative impact on traffic in 

adjacent streets. 

 

As Brailsford, Carter and Jacobson (2017) mentioned: 

active stakeholder engagement in the modeling process 

is a critical success factor for a healthcare simulation 

model to be useful in practice and despite major 

advances in both software and hardware, there is still a 

general lack of implementation of simulation in 

healthcare, compared with other sectors such as 

manufacturing industry or defense.  As this paper 

describes, a relatively simple simulation model can very 

quickly show the effects of changes and its use would be 

beneficial to both doctors and patients, and thus for the 

hospital as a whole. 

 

It would certainly be interesting to analyze the situation 

in other hospitals, but this would require access to data, 

which is not always easy or possible. However, the 

presented analysis can also help raise awareness of the 

possibilities of using simulation models in healthcare. 
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ABSTRACT

Pedestrian simulation is often forgotten or imple-
mented poorly in most high-profile traffic simulators.
This is the case of SUMO, where pedestrian models are
very simple and not based in real human behaviour,
making it impossible to study pedestrian safety with
it. With this in mind, the ability to externally control
pedestrians in SUMO was explored. Using Unity3D
to create an external 3D representation of a running
SUMO simulation, we were able to create and control
pedestrians through the TraCI API. This also opened
the possibility to use virtual reality immersed subjects
to participate in the simulation, opening the door to
study real pedestrian behaviour to create more elabo-
rate models. It also allowed us to completely offload the
pedestrian simulation from SUMO to Unity3D, which
was tested with the external implementation of the so-
cial forces model, without losing SUMO’s interactions
between pedestrians and motorized vehicles.

INTRODUCTION

Pedestrians are the smallest, lightest, slowest and
least protected road users. Also being the ones with
the most movement freedom makes them the most vul-
nerable (Yannis et al. 2011). Despite pedestrian mor-
tality being on decline, 5320 fatalities were registered
in 2016 in the European Union alone, making up 21%
of all road fatalities (European Commission 2018).

Traffic simulators have been used to study the flow
of traffic at least since 1955 (Pursula 1999). Through
the years they have evolved to use better simulation
paradigms, better models and eventually cover whole
traffic networks instead of specific locations. A direct
application of these simulators is to study road safety
conditions (Young et al. 2014).

Although pedestrians are the most vulnerable road
users, their inclusion in traffic simulators is not always

This work was financially supported by Base Funding -
UIDB/00027/2020 of the Artificial Intelligence and Computer
Science Laboratory – LIACC - funded by national funds through
the FCT/MCTES (PIDDAC).

guaranteed. Even in cases where they are represented,
they are not always modelled with the care and fi-
nesse of the motorized cohabitants. This is the case
of the traffic simulator SUMO, an open-source micro-
scopic traffic simulation package first released in 2002
(Behrisch et al. 2011). It is one of the most popular
traffic simulator for research, second only to VISSIM
in terms of number of published papers that make use
of it (Mubasher and Jaffry 2015). Despite its popular-
ity, it was only in 2014 that SUMO included pedestrian
modelling in its package, 12 years after its initial re-
lease (Krajzewicz et al. 2014; Erdmann and Krajzewicz
2015). This model, called stripping model, was devel-
oped to fit SUMO developers requirements, which fo-
cused on enabling vehicle-pedestrian interactions and
how the flow of pedestrians affects traffic flow (Erd-
mann and Krajzewicz 2015).

In the current model, the sidewalks and crosswalks
are split in several lanes, akin to lanes on a multi-lane
road. Pedestrians can move to adjacent lanes to prevent
being stuck behind a slower pedestrian or to avoid a col-
lision with another pedestrian head on (Krajzewicz et
al. 2014; Erdmann and Krajzewicz 2015). This model,
while efficient, is not the best at representing pedes-
trian behavior. In the real world, pedestrians don’t
move in lanes like cars do, don’t always walk in their
designated areas and might attempt to cross the road in
places other than the crosswalk, or when the crosswalk
signal indicates not to cross. These oversights limit the
impact of pedestrian safety research made in SUMO.

Currently, the simulation information generated by
SUMO can be used by an external application through
the use of TraCI (Traffic Control Interface). This API
(Application Programming Interface) also allows real-
time manipulation of simulation states and variables,
enabling the control of vehicles through the interface.
Currently, TraCI supports the free movement of vehi-
cles, while for pedestrians it is not specified in SUMO’s
documentation whether this is possible or not. This
means that it currently might not be possible to imple-
ment new pedestrian models, without direct manipula-
tion of the source code.

The main goal of this work is to improve SUMO’s
ability to integrate improved pedestrian models, with-
out the need of tampering with its source code. To
achieve this, a communication interface between SUMO
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and Unity3D was developed to create a 1:1 represen-
tation of the simulated world and its inhabitant in
Unity3D, where models can be developed and applied
to pedestrians. Another goal is to allow people to con-
trol a pedestrian in the simulation with the objective
of studying their behaviour to further improve the used
models. The contributions of this work are:

• Facilitate creating pedestrian models in SUMO.
• Simplify the integration of these external pedestrian

models in SUMO.
• Allow real people to control a pedestrian in SUMO to

study pedestrian safety in a danger-free environment.

The remainder of this document is structured as fol-
lows. In Section Traffic Simulators, a review of popular
traffic and pedestrian simulators is made, with special
attention to SUMO. This is followed by Section Related
Work which presents similar research. Section Method-
ology documents the approach of the solution, including
its architecture along with the tools and models used.
The details for the implementation following the pro-
posed solution can be found in Section Implementation
- Platform and Systems and Implementation - Pedes-
trian Model . Section Results and Analysis presents the
results of the experiments and their discussion. Finally,
Section Conclusion and Future Work ends the article
with a conclusion of the developed work and ideas for
future improvements.

TRAFFIC SIMULATORS

Currently, several traffic simulators with different
features are readily available, some being available com-
mercially, and others being free to use and open source.
Some surveys about the state of the art of traffic sim-
ulators were published in the past decade, providing
useful information on the capabilities of different sim-
ulators and in some cases, performance comparisons.

In 2009, a review of traffic simulation software com-
pared six of the top platforms of the time (Kotusevski
and Hawick 2009). The authors created a list of criteria
that would be used as the comparison basis, contain-
ing: Licensing model; Platform portability; Documen-
tation/UI; Creation of traffic networks; Outputs; Large
network simulation; and computational performance.

More recently, an update version of the previous
study was published in 2017(Ejercito et al. 2017). It
followed the same comparison criteria, but with a re-
duced number of platforms, of which two were present
in the 2009 review, and the other two were new.

A systematic literature review on traffic flow sim-
ulators was also conducted and published in 2015
(Mubasher and Jaffry 2015). A list of 15 traffic simula-
tors used in all types of research is presented, of which
5 were isolated for being the ones more frequently used
in the studied literature.

Table I summarizes the investigated traffic simulators
in the mentioned surveys. It becomes evident that there
is a lot of overlap and that some of the platforms used
10 years ago are still relevant today, one of which is
SUMO, the platform that is the target of this project.

TABLE I: Summary of traffic simulators discussed in
each literature review: Kotusevski and Hawick 2009
(1); Mubasher and Jaffry 2015 (2); and Ejercito et al.
2017 (3). Column ”Peds?” indicates the presence of
pedestrian simulation, and ”OSS” whether or not it is
open-source software.

Simulator Peds? OSS? (1) (2) (3)

SUMO 3 3 3 3 3
PARAMICS 3 7 3 3 7
Treiber’s Microsimulator 7 3 3 7 7
AIMSUN 3 7 3 3 3
Trafficware SimTraff 3 7 3 7 7
CORSIM 3 7 3 3 7
VISSIM 3 7 7 3 3
MatSim 3 3 7 7 3

SUMO

SUMO is an open-source, free to use, microscopic
traffic simulation package with several articles pub-
lished documenting its development and progress. In
(Behrisch et al. 2011), a general overview of the pack-
age is found. Despite being an old publication, it still
reflects the current architecture and basic functionality
of current SUMO versions.

More recently, pedestrian modeling has been imple-
mented in SUMO, a feature that it had been lacking
when compared to some of its alternatives like VISSIM
and AIMSUN. Two papers report the development of
this feature, an earlier one from 2014 overviewing the
implementation of pedestrians and bicycle traffic (Kra-
jzewicz et al. 2014), and a more detailed one published
in 2015 about the process of modelling pedestrians in
SUMO (Erdmann and Krajzewicz 2015).

Currently SUMO offers two simulation options for
pedestrians, the ”nonInteracting” and the ”striping”
models. As the name suggests, in the ”nonInteracting”
model the pedestrians walk at constant speed, don’t
interact with each other or with vehicles, and teleport
across intersections. It is recommended to use this
model when pedestrian dynamics are not essential.

The striping model is a big step up from the pre-
vious model, as it enables pedestrian-pedestrian and
pedestrian-vehicle interactions. For this model to work
properly, the layout of road infrastructure used by
pedestrians must be modelled. In this implementation,
3 distinct zones exclusive to pedestrians exist, visible
in the color-coded Fig. 1: sidewalk (grey), crossings
(zebra) and walking areas (blue). When pedestrians
move in the sidewalk or crossing, they follow a striping
formation, akin to the way vehicles follow lanes on the
road. These areas are split in different lanes in which
the pedestrians can move along. If they find an obsta-
cle or a slower pedestrian in their lane they can move
to another adjacent one and proceed. In walking areas,
which serve as a connection patch between sidewalks
and crossings, pedestrians follow a predetermined tra-
jectory calculated at the beginning of the simulation.
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Fig. 1: Pedestrian network model in SUMO (Kra-
jzewicz et al. 2014)

RELATED WORK

As mentioned before, the main objective of this work
is to enable external pedestrian models to be connected
to SUMO via the TraCi API and incorporate this sys-
tem in Unity3D to be able to create a 3D version of the
network used in SUMO. With this in mind, a litera-
ture search was made using the terms ’SUMO’, ’TraCi’,
’Pedestrian’ and ’Unity’ in different combinations.

The earliest publication found mentioning a connec-
tion between SUMO and Unity3D dates back to 2014,
to create a platform for faster, safer and cheaper test-
ing of ADAS (Advanced Driving Assistance Systems)
using simulated environments (J. S. V. Gonçalves et al.
2014). This implementation used SUMO as a central
server that provides information to remaining modules,
including the IC-DEEP simulator (J. Gonçalves et al.
2012). This simulator is based in Unity3D and was
developed to test safety aspects of IVIS (In-Vehicle In-
formation Systems).

The work mentioned above then served as the ba-
sis to a project funded by the Austrian Ministry for
Transport, Innovation and Technology (BMVIT) that
focuses on researching vehicle to vehicle and vehicle to
pedestrian communications to study systems related to
pedestrian safety. To create a platform for this type of
communications, SUMO was used in conjunction with
Unity3D to create a user interactable microscopic driv-
ing simulation. This was first used to create a Traffic
Light Assistant system for drivers (Olaverri-Monreal et
al. 2018). This work was later expanded to receive data
from the pedestrian locations to warn the driver of their
position when a danger situation was detected (Artal-
Villa and Olaverri-Monreal 2019). This research was
later validated by studying the behaviour of 20 subjects
driving in the simulated environment with and without
the help from the system (Artal-Villa, Hussein, et al.
2019). While some of the components of this research
are similar to the work of this paper, it is still lack-
ing in the main goal to introduce external models to

pedestrians in SUMO.
For the project mentioned above, the developers

linked Unity3D to SUMO through TraCI directly. It
was mentioned that usually TraaS (TraCI as a Service)
is used to allow multiple types of clients to connect to
SUMO, but using it as a web service introduces un-
acceptable delay for a driver-centric simulation. Ulti-
mately, they implemented the TraaS library locally to
avoid that side effect (Biurrun-Quel et al. 2017).

More recently, a new 3D traffic simulator is being
developed in Unity3D which, like in this project, re-
ceives the vehicle data from an external source. The
3D simulation was then used to collect data through
cameras, mimicking the way real autonomous vehicles
collect data from its environments, significantly reduc-
ing the time and cost of its acquisition (Jin et al. 2018).

In another project, SUMO was used as the micro-
scopic traffic to an autonomous vehicle simulator. The
architecture was set to make SUMO handle general net-
work vehicles, while USARSim was used to simulate the
autonomous vehicles, using Unreal Engine to create a
3D scene of the simulation (Pereira and Rossetti 2012).

When it comes to the use of Virtual Reality (VR)
to aid the creation of pedestrian models some concerns
over the realism of the data collect in the virtual world
are often raised. This is mainly due to the chance that
test subjects may not act the same way while immersed
as they do in the real world. A study into this concern
have clarified that only minor differences can be found
between the two scenarios (Bhagavathula et al. 2018).

This VR approach to pedestrian modelling has been
used to better understand the mechanisms of micro-
scopic pedestrian behaviour to develop a disutility min-
imisation model (Iryo et al. 2013). VR environments
have also been used to collect data to create a model
for pedestrian behaviour prediction (Costa et al. 2019).

METHODOLOGY

This section introduces the general details of the de-
velopment of this project, starting with a detailed so-
lution proposal, followed by a description of the overall
system model and architecture.

Proposed Solution

As mentioned before, implementing new pedestrian
models or adding new features to the existing ones in
SUMO can be a cumbersome and difficult process, as
it entails adding or modifying the original code base,
written in C++. With this in mind, to achieve the
first goal of simplifying this process, the modelling and
application of the new models would need to be done
externally. This would also allow different pedestrian
models to coexist in SUMO, something not currently
possible and necessary to fulfill the second goal of hav-
ing a subject control one pedestrian.

Fortunately, SUMO can easily communicate with ex-
ternal application in several programming languages
like C++, Python, C#, JAVA and Matlab (DLR 2020).
Exploring the different interfaces for different program-
ming languages reveals that the ones for Python and
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C++ are the most developed and frequently updated.
Currently, these are also the ones that include the Per-
son.moveToXY method, which allows the interface to
control the position of pedestrians in the network.

To facilitate the integration of new models and real
people in the simulation, an interactive 3D represen-
tation of the simulation is needed. SUMO works in a
2D network, but it is necessary to transfer it to a 3D
network for test subjects to feel immersed and visual-
ize the world as they do in real life. Game engines are
a popular choice to create dynamic 3D environments
and, as mentioned before, Unity3D has been used in
conjunction with SUMO in the past. When also con-
sidering its good integration with virtual reality and
simple scripting language it became the choice for this
project. Being a game engine, Unity3D also includes
classes and features for path finding, which can sim-
plify the pedestrian model creation.

In the end, the proposed solution is to connect SUMO
and Unity3D to create a traffic and pedestrian simula-
tion using the best of both software packages: the depth
of traffic simulation in SUMO and the ease of use and
integration of new models from Unity3D. With both
working in sync, SUMO’s traffic simulation influences
the pedestrian simulation in Unity3D and vice-versa,
creating a more complete and modular simulation.

System Architecture

The created system for the proposed solution is
composed of 3 main modules: SUMO for the micro-
scopic traffic simulation; Unity3D for the immersive vi-
sual representation and new pedestrian models; and a
Python script responsible for connecting the other 2
modules. Figure 2 shows how these modules interact
with each other.

The SUMO simulation module is a regular SUMO
simulation with vehicles and pedestrians that follow
the internal models for these categories: the default
traffic model and the striping model respectively. The
distinguishing factor is that it receives through TraCI
the position of the pedestrians modeled from the out-
side in the Unity3D module. Despite being modeled

externally, they still interact with SUMO’s internal in-
habitants, influencing their choices in movement.

On the other end, the Unity3D module functions in
reverse. It receives the position from the SUMO mod-
eled inhabitants, and uses that information to deter-
mine the best action for the modelled pedestrians, or to
influence the decision of a test subject immersed in the
simulation. This module is also responsible for recreat-
ing the simulation from its 2D nature from SUMO, to
a more immersive 3D environment.

Connecting these two modules is a Python script, re-
sponsible for several tasks. First, launching the SUMO
simulation and establishing the TCP (Transmission
Control Protocol) connection to it through TraCI. Then
it opens the connection to the Unity3D visualization
through a ZeroMQ TCP connection, and finally, it con-
nects both these communication protocols.

The transmitted data varies with the intended us-
age of the platform. For the case demonstrated in
Fig. 2, where a single pedestrian is being externally
modelled or controlled by a human, all other pedestri-
ans’ and vehicles’ data has to be sent from SUMO to
Unity3D, with the latter only having to send this ex-
ternally modelled pedestrian to SUMO. On the other
hand, if all pedestrians are being simulated in Unity3D,
this sends the positional data of all of them to SUMO,
while SUMO only needs to transmit the positions of
the vehicles. This last module, sitting between the two
main modules is called the middleware.

IMPLEMENTATION - PLATFORM AND
SYSTEMS

This section describes the implementation process of
the discussed proposed solution. It focuses on how the
road network was created and modelled, the commu-
nication protocol connecting SUMO and Unity3D, fol-
lowed by how the pedestrians are controlled remotely,
and finishing with the VR component of the simulation.

Network Modelling

The implementation process started with the cre-
ation of a simple SUMO scenario to test the system dur-

Fig. 2: System architecture for the platform, composed of three main modules: SUMO, the middleware and Unity3D.
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Fig. 3: SUMO simulation (a) and Unity3D reconstruc-
tion (b).

ing development. Since the main focus of the system
is pedestrian modelling, priority was given to spaces
where they usually can be found. As such, a single lane
roadway was created with walking areas on both sides
and a crosswalk in the middle using SUMO’s NETE-
DIT1. To populate the simulation, routes for the cars
and pedestrians were created, which at runtime create
new inhabitants that move to their destination follow-
ing said routes.

The created network needed to be replicated in the
Unity3D environment, where a scene was created by
hand that matched the original scene following the data
found in the net.xml file created by NETEDIT, which
details the nodes and the edges of the network. This
process could be automated, but that falls outside the
scope of this work. The scale from the original SUMO
network was preserved on the Unity3D side to sim-
plify the process of transmitting coordinate and dis-
tance data between them.

Communication Protocol

To establish the communication between the two
main modules, SUMO’s communication protocol TraCI
was paired with ZeroMQ to enable fast and reliable
message transmission between the two. This imple-
mentation of Python-Unity3D C# was based on the
work by Chanchana Sornsoontorn2. As mentioned be-
fore, this is being done in the middleware, since TraCI
for Python has more functionalities implemented than
its C# counterpart. The communication loop follows
a client server model, with the middleware acting as
the server and Unity3D as the client. When it starts,
it waits for a message from the client. Upon receiving
a message, if it includes the position of the modeled
pedestrians, it uses TraCI to update their positions in
SUMO. Then, it sends the position of all pedestrians
and vehicles in the simulation gathered through TraCI
and transmits it back to the client.

Upon receiving this message, the client updates the
position and angle of the agents in the 3D world and
then sends the server the position of the agents it is
controlling, completing the cycle. The SUMO simula-
tion step time is kept by the middleware, and can be

1More details at: https://sumo.dlr.de/docs/NETEDIT.html
2Original code and information at:https://github.com/off99555/
Unity3D-Python-Communication

chosen between as fast as possible for simulation sce-
narios without humans in the loop or to keep real-time
when a human subject is immersed in the simulation.
This protocol is depicted in Fig. 4.

To prevent blocking of the main thread in the
Unity3D simulation, which would negatively impact
VR performance, the data from the server is received
in a parallel thread. Due to the limitations of Unity3D,
data from the simulation can only be accessed from the
main thread. To bypass this, after receiving a message,
it is placed in a queue of functions that are executed
by the main thread when it can. This implementation
was based on the work of Damian Mehers 3.

At this point, it is already possible to recreate the
SUMO simulation in Unity3D, as pictured in Fig. 3.

Controlling Pedestrians Through TraCI

With the communication protocol established, it is
necessary to make the externally modeled pedestrians
move in SUMO as well.

The Person.moveToXY function available in TraCI
would suggest a simple solution to this, but at the time
of implementation, while it can in fact move a pedes-
trian to any spot on the map, other pedestrians and
vehicles will not become aware of its presence. This is
due to the method not updating the pedestrian posi-
tion in terms of edge, but only in terms of coordinates,
preventing vehicles and pedestrians outside that edge
to be aware of its presence.

To bypass this limitation, the message the server re-
ceives also contains the edge the pedestrians are cur-
rently at. This is calculated in Unity3D by casting a ray
directly down from its position and listening to which
object it intersects with. With this information, the
server can detect if the pedestrian has changed edge, in
which case it removes the pedestrian from the simula-
tion and creates a copy on the current edge. While this

3Original code and information at:https://github.com/
PimDeWitte/UnityMainThreadDispatcher

Fig. 4: Sequence diagram of communication loop be-
tween Unity3D and the middleware.
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solution can sometimes be prone to crashes, it was the
only way found to circumvent SUMO’s limitations.

Another adjustment necessary for free pedestrian
movement in SUMO is to make roadways available
to pedestrians. Otherwise, when external pedestrians
walk on the road surface outside the crosswalk the ve-
hicles would not be aware of them and run them over.

Controlling Pedestrian in VR

The developments reported above enable achieving
the goal of allowing externally controlled pedestrians in
SUMO in a simple manner. In this section, we tackle
the second goal of allowing real people to control one of
these pedestrians, in order to study potential dangerous
behaviour in a safe way.

One of the reasons that led to choosing Unity3D was
due to the easy integration of virtual reality. Several
Unity3D software packages exist to simplify the inte-
gration of virtual reality, with VRTK4 being one of the
most popular. It was used to integrate SteamVR to
the simulation, making it compatible with most main-
stream VR systems in the market.

VRTK also includes several VR-specific locomotion
methods. The typical teleport technique was not im-
plemented as it creates unnatural motion. To maintain
realism and immersion, joystick activated smooth loco-
motion was used, with it also being possible to rotate
the camera with buttons as a fallback for when a 360º
VR setup is not available. When VR is not available, it
is also possible to use VRTK’s VRSimulator to control
the pedestrian with keyboard and mouse.

IMPLEMENTATION - PEDESTRIAN
MODEL

After implementing the general structure and func-
tionality of this distributed simulation platform, it is
still necessary to demonstrate it could indeed be used to
offload pedestrian simulation from SUMO to Unity3D,
to ease the implementation of new models and allow
more complex models to be used. This section details
the implementation of the simple and established Social
Force Model for pedestrian simulation and the required
adjustments to the platform to make it possible.

Multi-Agent Pedestrian Models

Many pedestrians models have been developed over
the years. In the case of microscopic pedestrian simu-
lation, it is usually achieved through the use of multi-
agent systems. Two main approaches can be found in
the literature, those being force-based methods in the
beginning, and the more recent velocity-based methods,
following different techniques such as time-to-collision
or computer vision (Karamouzas et al. 2017).

While velocity-based methods more accurately simu-
late life-like pedestrian behaviour, they are more com-
plex to implement and require more computational re-
sources to run in real-time. Hence, the simpler force-
based models were chosen to be implemented.

4More details at: https://vrtoolkit.readme.io/

Originally, the social force model was developed by
Craig Reynolds in 1987 to simulate the behaviour of
flocks of birds. Each bird in the flock was simulated
as a point in space where several forces (separation,
alignment, and cohesion) are applied, creating a veloc-
ity vector which is then applied to the bird to update
the position (Reynolds 1987).

Years later, in 1995, Helbing and Molnár took this
approach to the simulation of crowds of pedestrians.
For this, they based their model in 3 distinct social
forces. The first, desire, emulates the want of the pedes-
trian to reach his destination as fast as possible, being
translated as a force with the orientation and direction
of the goal position. The second, repulsion, models the
want of the pedestrian to keep a certain distance from
other pedestrians, being calculated as the sum of the re-
pulsion vectors in relation to other pedestrians nearby.
The third one, attraction, is used to simulate the cases
in which the pedestrian might want to get closer to
other things, such as friendly pedestrians, a shop win-
dow or a street performer for example (Helbing and
Molnár 1995).

Social Force Model Implementation in Unity3D

Before implementing the social forces model, the base
for its integration in the platform was prepared.

First, the pedestrian spawner was transferred from
SUMO to Unity3D. This spawner takes as input the
initial number of pedestrians to spawn and the number
of pedestrians to spawn per minute passed, to keep the
simulation filled with pedestrians, as they are destroyed
once they reach their destination.

When pedestrian agents are created, they are given
a random initial location and destination on top of a

Fig. 5: Social Forces Model in action to avoid pedes-
trian collision. In image (a) the pedestrians are only in-
fluenced by the desire force (red). In image (b), when
the pedestrians get close, the repulsive forces (blue)
alter the pedestrian behaviour, resulting in the move-
ment direction vector (green) to deviate from the desire
force vector. In image (c), after avoiding collision, they
return to only being commanded by the desire vector.
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sidewalk. At the same time, the pedestrian calculates
the best course to reach its destination, in the form
of several waypoints. To make SUMO accept the ex-
ternally simulated pedestrians, the same workarounds
detailed in the previous section were used. With more
simulated pedestrians, the SUMO server has increased
propensity to crash when a pedestrian changes edge.
This is a bug that would have to be fixed in SUMO
itself, in order for this platform to work reliably.

While the original implementation of the Social
Forces Model was not released to the public, there
is a NetLogo implementation openly available through
GitHub, credited to Antoine Tordeux 5. This imple-
mentation only takes into account the desire and re-
pulsion forces, as the attraction force can be optional,
depending on the simulation scenario. This implemen-
tation was adapted to C# and Unity3D’s game engine.
Figure 5 demonstrates how the modelled forces influ-
ence the pedestrian movement behaviour.

The first test showed that pedestrians tended to exit
the sidewalks to avoid collisions with other pedestri-
ans, ending up either outside the network (in the green
area) or on the road, where cars circulate. To combat
this issue, metaphorical walls were added to the edges
of the surfaces where pedestrians can walk (sidewalks,
walking areas, and crosswalks). Every simulation step,
the pedestrian agent calculates the closest point on a
”wall” to him and the distance to that point. When it
gets close, a repulsive force with the opposite direction
of the wall is added to the rest. In extreme cases where
even with the repulsive force the pedestrian walked into
unexpected terrain, it is forced to stay inside the lines.

SIMULATION TESTING

The developed code for this project, along with the
necessary instructions, is accessible on Github6. All
the tests were performed on Windows 10, in a machine
with an Intel i7-8750h processor, an RTX 2060 graphics
card and 16GB of RAM. For immersion, an Oculus Rift
was used with Oculus Touch Controllers through the

5More details at: https://github.com/chraibi/SocialForceModel
6Codebase at: https://github.com/dalugoga/sumo-unity-
distributed-pedestrian-simulator

Fig. 6: SUMO vehicle waiting for immersed user to
cross.

SteamVR SDK (Software Development Kit).
The first step to start the simulation is to execute the

middleware Python Script. The SUMO simulation will
remain frozen until the Unity3D scene is played, either
from the Unity3D editor or the standalone executable,
making the two simulation sides synchronize and run.

Two test scenarios were created and executed, one for
each implemented use scenario. The first one focuses on
the VR control of a single pedestrian, while the second
creates a test scenario for the social forces model.

Virtual Reality Test Scenario

A simple simulation of SUMO controlled pedestri-
ans was created, with each pedestrian having a ran-
dom start and end point. At the same time, vehicles
are spawned randomly. In some cases, the pedestrians
have to cross the road through a crosswalk, making the
road traffic stop.

A test subject was then immersed in Unity3D with
the objective of moving around and behave like a real
pedestrian, trying to cross the road. To make the sub-
ject movement be represented in SUMO, his camera
movement and rotation were tied to a SUMO pedes-
trian, now being controlled by TraCI with the inputs
from Unity3D being fed through ZeroMQ.

The inputs from this pedestrians were correctly
transmitted to SUMO, making the other pedestrians
and vehicles respond to its presence in the simulation.
This environment was very immersive for the test user
with no noticeable delays or simulation inconsistencies.
Figure 6 shows the subject waiting for the red car to
see him and stop, before initiating the crossing safely.

Simulating all Pedestrians Externally

To test the feasibility of completely offloading the
simulation of pedestrians to Unity3D, a new scenario
was created, where Unity3D itself spawns, removes and
controls the actions of dozens of pedestrians simultane-
ously. In this test, 100 pedestrians are initially created,
with 5 more added each minute, to keep the pedestrian
population high. In this scenario, SUMO is only han-
dling the simulation of cars, also randomly spawned.

This simulation scenario ran without major prob-
lems, with pedestrians moving at a regular pace the
majority of the time. In simple collision scenarios be-
tween 2 or 3 pedestrians, the social forces model does
a good job at keeping the flow in a human-like man-
ner. However, when the pedestrian density increases,
mostly around the crosswalk area, the age of the model
becomes apparent, as some pedestrians are forced to
wait for a chance to move forward, or even backtrack
to find a better position to move forward.

Despite these problems, the most important require-
ments were still met. A large pedestrian crowd was
successfully externally simulated in Unity3D to be used
by SUMO, while the vehicles being modelled by SUMO
were still aware of their presence and would stop to let
the pedestrians cross the road. Figure 7 shows the two
simulation representations synchronized while running
the Social Forces Model.
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Fig. 7: Unity3D’s (a) externally simulated pedestrian
agents being replicated in SUMO (b).

CONCLUSIONS AND FUTURE WORK

An extension to the SUMO microscopic traffic sim-
ulator was developed that simplifies the process of in-
tegrating externally controlled pedestrians, with both
objectives being achieved. Using TraCI, SUMO was
connected to the Unity3D game engine to create a 3D
representation of the simulation and provide informa-
tion to new pedestrian models. It also allows for real
people to be incorporated in the simulation through im-
mersive virtual reality headsets. The end result allows
researchers to develop more complex pedestrian mod-
els for SUMO and to safely study the behaviour of real
people in the role of pedestrians.

For future work, it would be important to implement
a modern pedestrian model that simulates pedestrians
in a even more realistic way, with it being possible for
them to jaywalk, use the crosswalk while it indicates
not to cross, etc. By introducing this potential risk
behaviours, studies could be performed to help under-
stand them and ways to prevent accidents from happen-
ing. This model could be created from data collected
from immersed users and verified with other user tests
in the platform. It would also be fundamental to fix the
problems related with how the external pedestrians are
controlled in SUMO to prevent the seemingly random
crashes and increase the platform’s stability.

REFERENCES

Artal-Villa, L., A. Hussein, and C. Olaverri-Monreal. 2019. “Ex-
tension of the 3DCoAutoSim to Simulate Vehicle and Pedes-
trian Interaction based on SUMO and Unity 3D”. In: 2019
IEEE Intelligent Vehicles Symposium (IV), pp. 885–890.

Artal-Villa, L. and C. Olaverri-Monreal. 2019. “Vehicle-
Pedestrian Interaction in SUMO and Unity3D”. In: New
Knowledge in Information Systems and Technologies. Ed.
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ABSTRACT
This article describes ModelConductor-eXtended

(MCX), which is an open-source software architecture
for digital twins. The MCX framework facilitates co-
execution of, and asynchronous data communication be-
tween, physical systems and their digital simulation mod-
els. MCX supports running FMUs (simulation models
packaged according to the FMI specification) as well
as machine learning models and customized models. We
propose extensions to the previously published Model-
Conductor framework for higher performance and better
scalability. The extensions include decoupling of the
queue and the model computation module, utilization of
a standard data transmission protocol and implementation
of the facility to run time-consuming simulation models
in a time synchronous manner. Additionally, three new
validation case studies are presented. A performance
evaluation shows that the extensions improve the average
response time almost 4 times in three specific experi-
ments.

I INTRODUCTION

I-A Background
The cyber-physical systems of the celebrated fourth

industrial revolution — so-called digital twins (DT), i.e.
accurate numerical simulation models operated alongside
their physical counterparts — are projected to consti-
tute the backbone of modern industrial automation (see
Colombo, Karnouskos, Kaynak, Shi, and Yin (2017); He,
Chen, Dong, Sun, and Shen (2019)). While the promise
of numerical simulation and system modeling has tradi-
tionally been in saving time and money during product
development, today, digital twins can extend far into
product operations through proliferation of ubiquitous
wireless communication. There are, however, a number
of practical challenges in co-execution of physical and
digital assets, which is the concern of the present article.

Many examples of digital twin simulation models
interacting in real-time with a physical device have been
reported in the literature. For example, in predictive
maintenance, real-time measurement data from a physical
system is processed in a simulation model for predicting
potential damage in the physical system, should the
prevailing situation or the trend continue (see e.g. de
Azevedo, Araújo, and Bouchonneau (2016) for discus-
sion on wind turbine applications). On the other hand,

with the advent of 5G technology and cloud, edge, fog
and mist computing, digital twins also facilitate remote
control, whereby only minimal data acquisition and safety
circuitry reside onboard the physical device, and model-
based control is calculated on the digital twin (see e.g.
Lee, Suh, Kwak, and Han (2020) for discussion on remote
drone control). In spite of this progress, it seems that
practical applications of digital twins are still designed,
implemented and operated on a case-by-case basis.

The big promise of digital twins for the future is,
ultimately, in them providing full system autonomy: That
any design and/or adaptation of control mechanism for
the physical system would be first optimized and im-
plemented on the digital simulation model and then be
transferred verbatim to the physical device. To realize
this, a flexible software framework for running a physical
system and its digital twin simulation model (or a collec-
tion thereof) seamlessly alongside each other is required.
Perhaps somewhat surprisingly, this is not trivial, and,
to the authors’ knowledge, there are no off-the-shelf
solutions for this purpose. In fact, while there is an
abundance of simulation software that facilitate creation
of digital twins, and there are many Internet-of-Things
(IoT) solutions for data transfer between devices, such
solutions that address both aspects at once appear to be
few and far between. This is reflected in the case-by-case
nature of practical applications mentioned above.

Recently, Aho and Immonen (2020) introduced an
open-source software framework, called ModelConductor
that defines a digital twin design pattern to facilitate on-
line asynchronous data interexchange between a physical
device and a digital twin simulation model. ModelCon-
ductor, basically a connector of the physical devices to
their digital twins as described in Subsection II-B, is
capable of handling multiple asynchronous data streams
via a variable-length queue containing objects measured
from the physical environment, waiting to be processed
by the simulation model. It also supports running different
simulation model types through the Functional Mock-up
Interface (FMI) (Blochwitz et al., 2011), which standard-
izes model exchange and co-simulation between different
computation environments and is now supported by more
than 150 simulation platforms.

While ModelConductor provides a proof-of-concept
solution addressing the above basic concerns for co-
execution of physical systems and digital twin simu-
lation models, it is not fully compatible with many-
to-many relationship between data sources and running
simulation instances because of direct function calls be-
tween the queue structure and the simulation model.
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Additionally, two way communication facility with the
purpose of controlling the physical device by its digital
twin is not implemented there. Moreover, the structure
of the ModelConductor framework restricts distribution
of computation on several machines and balancing the
requests load between multiple instances running the
computational models. This could prevent the framework
to scale properly with execution of several computational
simulation models being fed by big data streams. In this
paper, we propose an extension to the ModelConductor
framework, namely ModelConductor-eXtend, or MCX for
short, that addresses the above concerns. Several use cases
are included for validation and illustration.

I-B Contributions and key limitations

In this article, we describe these extensions to the
ModelConductor framework:

• Increase scalability and performance of the
framework under the condition of high load by
decoupling the queue which stores the measure-
ments from the actual execution of computational
model.

• Follow a more general message passing and data
transmission protocol.

• Introduce a solution for executing time-
consuming simulation models (with relatively
high data income rate).

• Provide new use cases for system validation by
real-world applications.

We emphasize that the MCX framework is, at present,
only tested for transferring data from physical devices to
their simulation model replications. Model-based actua-
tion and feedback control are important implementation
steps left for future work.

I-C Relation to previous work

The contributions described in Subsection I-B, all are
implemented on the ModelConductor framework intro-
duced by Aho and Immonen (2020). The present work is
its continuation to improve its functionality and perfor-
mance, and introduce new use cases for validation.

Toward realizing the digital twin, there exist software
platforms that are capable of creating virtual representa-
tion of a physical object or system to act as their digital
replica. Using these simulation modeling tools, such as
Matlab/Simulink, ANSYS twin builder, Dymola, STAR
CCM+, Unity3D engine, etc., several studies have been
carried out to propose implementation of digital twins for
a variety of applications. List of different studies can be
found in (Lim, Zheng, & Chen, 2019) and (Cimino, Negri,
& Fumagalli, 2019). Previously conducted studies, mostly
for pre-specific device, process or system, are limited to
simulation and modeling, are not connected to physical
devices and do not incorporate real time data. On the
other hand, open-source and commercial frameworks are
developed to provide the necessary interfaces for handling
and authorizing real time data streams in order to securely
collect and monitor the data from multiple physical de-
vices (such as Eclipse Ditto (Eclipse, 2020) and Microsoft

Azure Digital Twins (Microsoft, 2020)), but they do not
address co-execution of simulation models.

This work attempts to bridge the gaps between these
distinct domains. More specifically, the MCX framework,
as an open-source software infrastructure enabling seam-
less data communication and execution of the twin’s
simulation model, regardless of application and modeling
tool is developed to address the above two capabilities
both together.

I-D Organization of the article

Next sections of this paper is structured as follow:
In section II, we will introduce the MCX framework
briefly, explain its capabilities and discuss particularly the
new development and alterations proposed in this work.
Afterward, three implemented digital twin case examples
are discussed in section III as validation applications.
Finally, we conclude the paper in section IV and discuss
the way to continue the work in the future.

II MCX FRAMEWORK

II-A Framework overview

MCX is an open-source software program designed
as a ready-to-use structure for the basic connections for
implementing and running a digital twin packaged in a
standardized general form. The framework itself does not
include any simulation, measurement or sensory data, but,
on the other hand, it includes the placeholder for running
the simulation model and asynchronous message handling
structure.

The simplest conceptual use case of the framework is
illustrated in Figure 1, with one physical device and its
corresponding simulation/prediction model (digital twin).
The measured data from a physical sensor, typically (but
not necessarily) in a constant frequency, is transmitted in
a standard format to the queue by the client. Then, the
queue stores the measurements until they are fetched by
the subscribed simulation/prediction model. Whenever the
model is ready to process new data, it will receive the first
element in the queue, then the step method of the model
will be executed to produce the output. The output (model
response) is logged and could be used for monitoring
purpose and also sent back to the physical device’s
actuator. Although the actuator is not implemented in the
framework yet, it is used to demonstrate the concept.

Fig. 1: Basic components of MCX
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II-B The starting point for MCX development
The basis for MCX is the ModelConductor framework

introduced by Aho and Immonen (2020). There, the
Experiment class was used to hold the model, queue
and results all together. The sequence diagram of its
main data processing loop is reproduced for reference in
Figure 2. It shows that, on each iteration of the loop, the
code checks whether there is at least one element in the
buffer. If so, and also the model is in a Ready state (i.e.
not preoccupied processing a previous data element), a
measurement data point is removed from the buffer and
used to make an inference from the associated model by
calling step method of the ModelHandler object. The
result — a ModelResponse object — is then appended
to another list, an attribute of the Experiment object.

Fig. 2: Sequence diagram in ModelConductor (based on
Aho and Immonen (2020)).

Fig. 3: Sequence diagram in MCX

II-C New developments in MCX
The sequence diagram of the proposed MCX frame-

work is shown in Figure 3. In the remainder of this sec-
tion, we will compare the two frameworks to each other
and point to the shortcomings of the initial version one
by one. We will also discuss the proposed modifications
and new functionalities in detail.

1) Decoupling the queue from the model

The queue data structure in Figure 1 is a FIFO (First
In, First Out) data buffer storing measurements which
have arrived from the physical device and are waiting
to get processed by simulation model. Utilizing this
structure is a necessity to accommodate asynchronous
data streams. As explained in the (Aho & Immonen,

2020), the queue operations (push & pop) for handling
measurement data observations are both executed in one
process but in separated threads. As illustrated in Figure
2, the Experiment object explicitly waits until a new
message is appended to the queue buffer. It means that an
instance of the ModelHandler class (that is exactly the
place where one step of the simulation model is executed)
must wait until the arrival of a new measurement data
once it has processed current data. The condition for the
availability of new data is checking the queue being non-
empty (length of stream be greater than zero). Hence, it
can be observed that the class which holds the simulation
model is tightly coupled with the queue structure. In such
coupling situation, a change in one module may enforce
changes in other modules, affecting code reusability and
scalability. Tightly coupled systems are often seen as
disadvantage (Beck & Diehl, 2011).

In MCX, see Figure 3, the queue structure is decoupled
from the ModelHandler and each of them are executed
in different processes. Then the connectivity between the
two modules (Queue and Model) is established via an
MQTT (Message Queuing Telemetry Transport) connec-
tion (see Section II-C2). This allows for distribution of
computational load, as the queue can be processed on a
remote computer. This not only increases the scalability
and loosens the coupling of the system, but also facili-
tates many-to-many relationships between multiple data
producers and multiple data consumers.

2) Replacing raw TCP with MQTT

In ModelConductor, measurement data was transmit-
ted using a TCP socket with a pre-defined message format
(stringified JSON with fixed header size describing the
length of the message). In the MCX, we use MQTT in-
stead of TCP. MQTT is a Client Server publish/subscribe
messaging transport protocol which has been widely used
in data-intensive IoT applications. The motivation for
using MQTT include:

• MQTT offers a standard messaging protocol
which is supported by IoT community. It also
provides integration to the open-source and com-
mercial cloud services (such as Google Cloud,
Microsoft Azure and Amazon web services).

• MQTT enables two-way communication between
physical device and its digital twin in an effective
and scalable way. The structure of MQTT also
facilitates many-to-many relationships in data
streams.

• MQTT messaging transport is agnostic to the
content of the payload. This make the messag-
ing protocol indifferent to the application of the
digital twin.

• There are three different qualities of service
(QoS) for message delivery status in MQTT pro-
tocol. These qualities (including “at most once”,
“at least once” and “exactly once”) are practical
in digital twin.

• MQTT is considered as an application layer
protocol in the well-known Open Systems Inter-
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connection model (OSI model)1 utilizing TCP as
the infrastructure for message transportation.

A schematic of the general connectivity facilitated by
the proposed MQTT-based communication is shown in
Figure 4. The built-in queue in the MQTT broker enables
asynchronous data connection and the structure follows
the publisher-subscriber paradigm. Each publisher can be
seen as an individual sensor, sending the measured data
into the system with specific topic which one or more
subscribers are listening to its messages. In the context
of this paper, subscribers could be seen as computational
simulation models. With this generic structure, the frame-
work can fit to the variety of applications while maintain-
ing scalablilty and performance. Additionally, reverse data
stream i.e. from model to the physical device, is feasible
which facilitates model-based control (not experimented
in this work though).

Fig. 4: General overview of the MCX framework with
multiple publisher assets streaming the sensory data each
with specific topic and multiple computational models

3) Memory

ModelConductor was first designed to process one
measurement data at a time and produce its response by
executing one step of simulation/prediction model. This
can be referred to as sample-synchronized memoryless
model execution: Each iteration of the model execution
is only dependent on the current input data, and each input
measurement data has precisely one model response.
However, in some practical applications, the model can be
computationally expensive, with execution time exceed-
ing the arrival time of new measurements. Thus, following
a sample-synchronized memoryless procedure may cause
an accumulative delay in responses and also lengthening
of the queue over time.

MCX addresses this issue by proposing a time-
synchronized memoryful historical modeling procedure
by adding a local buffer which stores incoming data while
the model is being executed on previous data points.
Historical modeling can be further categorized into two
types based on the length variability of their local buffer
memory: fixed-length and variable-length buffer (see the
example in Subsection III-B).

II-D MCX interfaces to simulation models

To use the MCX framework, the simulation model of
the specific application is embedded into the framework

1https://osi-model.com/

acting as the running digital twin. There are three different
ways in MCX for this purpose:

1) Functional Mock-up Unit (FMU) models: If the
simulation model is developed in one of the
150+ tools that support FMU export2 (such as
ANSYS, CATIA, GT-SUITE, MapleSim, MAT-
LAB® Simulink®, SimulationX and etc.), then
the exported model could be easily embedded
in the framework. The facilities for importing
the model, setting input/output variables and
running one step of the model are implemented
in the FMUModelHandler class (using FMPy
library3).

2) Scikit-learn model: If the digital twin is based
on the predictive machine learning model de-
veloped in Scikit-learn library (Pedregosa et al.,
2011), it could be integrated into MCX using
SklearnModelHandler class.

3) Custom class: If neither of the above options
apply, then the user can implement customized
behavior in a Python class and embed it as a
running simulation model. The class is inherited
from ModelHandler with specific methods to
load, step and shutdown the model.

III CASE STUDIES

III-A Drone simulation and control

In this validation example, an open-source MAT-
LAB/Simulink based dynamic modeling and simulation
of a drone (quadcopter) (see Hartman, Landis, Mehrer,
Moreno, and Kim (2014)) has been exported into FMU
container and then the FMU package has been embedded
into the MCX to act as the flying drone’s digital replica.
The simulation is an attitude-command-only model which
means the controller only tries to track attitude commands
(orientation in terms of angles: φ for roll, θ for pitch
and ψ for yaw) and altitude command (z) using a PID
controller. The idea of drone’s digital twin, here, is that a
copy of the control command (φ, θ, ψ, z), initiated from
the drone remote controller, is sent to the drone’s digital
simulation running on MCX. The idea is illustrated in
Figure 5, however, dashed arrows were not considered in
this example and a client has been placed in the × sign to
mimic the behaviour of the remote controller. With this
set up, we can follow the internal dynamic variables of
the drone using its simulation while the actual physical
device is running.

In this 50 second simulation, the drone is initially
stationary at z = 3.048m. Then at t = 25s, a simple roll
command is performed (with φ changing as a step signal
while keeping the other command variables θ, ψ and z
constant). The input command and observed positional
values y and z of the drone are illustrated in Figure 6 (x
position remains close to zero and is omitted). As shown,
the controller tries to keep the altitude (z) constant and
due to the roll command drone starts to move forward
along the y direction.

2https://fmi-standard.org/tools/
3https://github.com/CATIA-Systems/FMPy
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Fig. 5: Overview of the components in the drone experi-
ment.

Fig. 6: Input command and positional values of the drone
simulation over 50 seconds of the experiment

III-B Historical time series prediction
As a proof-of-concept example of the memoryful

historical procedure (explained in II-C3), we built an
artificially slow (computationally expensive) model by
explicitly “sleeping” during the model response computa-
tion. In this demonstrative experiment, we tried to predict
the next value of a time series by fitting a linear regression
model to the trailing window of the series (last N data
points).

We send a numerical value as a synthesized mea-
surement data (with noisy 3rd degree polynomial pattern)
every 10 milliseconds while the model computation takes
R milliseconds long where R is sampled from a uniform
distribution in [0, 1000) interval for every measurement.
This setup leads us to the variable-length window time-
synchronous historical modeling. Hence, the window
(buffer) holds N ∈ [0, 100) data points each time and
those are used to fit a regression model and predict the
next value (Figure 7).

III-C NOx emission prediction
In this example, Scikit-learn machine learning models

were used as digital twin simulation models for predicting
NOx exhaust emission from a real 4-stroke offroad diesel
engine during run time. The experiment is the same as
described Aho and Immonen (2020) (Section III) except
that 1) input feature vectors are normalized to have zero
mean and unit variance, and 2) NOx emission output

Fig. 7: Demonstrative example of memoryful historical
modeling: fit a linear regression model (orange curve) at
times to predict next value of time series (blue curve).

value is normalized as relative to initial NOx output.
Three regression models were fitted to the data: Random
forest with 100 trees and maximum depth 25, Linear and
2nd order polynomial regression models. The obtained
results are shown in Table I as Mean Absolute Error and
coefficient of determination (also known as r-squared or
R2) for both training and test data. The normalized data is
now publicly available in the project repository on Github.

TABLE I: Training and test results for NOx emission
prediction on different regression models

Model Type train R2 test R2 train MAE test MAE

Linear regression 0.75 0.73 0.64 0.65
Polynomial regression 0.96 0.96 0.24 0.24

Random forest 0.99 0.99 0.03 0.08

III-D Performance evaluation

A key motivation for the proposed MCX development
is performance optimization. Table II describes the re-
sults of a performance evaluation comparison between
ModelConductor and MCX in different computational
experiments. Here, performance is measured in terms of
response time, defined as time difference from timestamp
client sends the data until the timestamp model response
is ready, averaged across a number of samples. The
experiments were carried out with the client and model
on the same computer to mitigate the effect of random
network packet transmission delays. The results show that
MCX is almost 4 times faster than ModelConductor.

TABLE II: Average response time for different experi-
ments: A comparison between ModelConductor and MCX
(in milliseconds)

Experiment # of samples ModelConductor MCX

FMU couple-clutches 4000 52.7 9.9
FMU drone simulation 2500 67.31 18.98

Historical time-series prediction 3000 - 11.54
Sklearn NOx emission 1422 92.5 22.6

First experiment in the Table II, is a simple open-
source simulation for drive train with 3 dynamically
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coupled clutches implemented in MapleSim. The other
three experiments are explained in Subsections III-A,
III-B and III-C respectively. Since ModelConductor does
not support historical modeling, the average response time
regarding historical time-series prediction example in the
Table II could not be calculated.

IV CONCLUSIONS

In this work, MCX framework was presented as an
open-source software platform enabling digital twin im-
plementation by providing asynchronous scalable data
transmission facilities as well as online co-execution
of different simulation models. Three extensions to the
previous version of the framework (namely ModelCon-
ductor) were described which are: 1) decoupling the
queue from the model computation module, 2) usage
of MQTT instead of raw TCP, and 3) implementing
a solution for time-synchronization in computationally
expensive models (memoryful historical models). With
these extensions applied, MCX performed faster and more
scalable compared to ModelConductor. In addition, the
experimental setup and results of three validation exam-
ples of the framework were described.

In spite of the functionality implemented in the MCX
framework, it has some limitations. First, an explicit
waiting routine for the data to be ready is used in mea-
surement handling procedure which consumes processing
resources inefficiently. This can be refined with event
driven implementation and callback functions to improve
the performance. Another limitation is that the framework
does not include a standard implementation for a two-
way communication, although it is supported by the
architecture.

Future research work on the topic should focus on im-
plementing model-based control over MCX with the two
way communication infrastructure between physical and
digital devices. Another interesting direction for future
research is identification and adaptation of the simulation
model during run time. Here, one begins with a rough
model and attempts to refine it as new measurement data
becomes available (this feature may not be supported by
the current FMU specification). Finally, more real-world
validation applications for MCX should be considered in
the future, also including digital twins for manufacturing
processes besides the physical devices considered thus far.

SOURCE CODE AND EXAMPLES

The source code of the framework is available on:
https://github.com/COMEA-TUAS/mcx-public
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ABSTRACT 

The research is dedicated to artificial intelligence 

technology usage in digital marketing personalization. 

The doctoral theses will aim to create a machine 

learning algorithm that will increase sales by 

personalized marketing in electronic commerce website. 

Machine learning algorithms can be used to find the 

unobservable probability density function in density 

estimation problems. Learning algorithms learn on their 

own based on previous experience and generate their 

sequences of learning experiences, to acquire new skills 

through self-guided exploration and social interaction 

with humans. An entirely personalized advertising 

experience can be a reality in the nearby future using 

learning algorithms with training data and new 

behaviour patterns appearance using unsupervised 

learning algorithms. Artificial intelligence technology 

will create website specific adverts in all sales funnels 

individually. 

INTRODUCTION 

Personalization is the process of adjusting the website to 

individual users characteristics or preferences. Use to 

strengthen customer service and e-commerce sales. The 

website is customized to target each consumer. 

Personalization means meeting the customers needs 

more effectively and efficiently, making interactions 

faster and easier and, consequently, increasing customer 

satisfaction and the probability of repeat visits (Rouse 

2007). There are several personalization software 

products available, including  “Broadvision”, 

“OptinMonster”, “Monetate” and others. 

Retargeting campaigns are advertising that can change 

in real-time based on user behaviour on the insights 

gathered from the data. Personalization improves clicks 

to the top position by 3.5% and reduces the average 

error in the rank of a click by 9.43% over the baseline 

(Yoganarasimhan 2019). A survey of 200 marketing 

leaders by “Forbes Insights” and “Arm Treasure Data” 

reveals that personalization is giving positive results. 

Two in five executives 40% report that their customer 

personalization efforts have had a direct impact on 

maximizing sales, basket size, and profits indirect 

channels. Another 37% pointed to increased sales and 

customer lifetime value through product or content 

recommendations. More than one-third of respondents 

have seen an increase in their transaction frequency as 

result of personalization strategy (Forbes Insights and 

Arm Treasure Data 2020). 

Digital marketing is a form of marketing that focuses on 

marketing activities in the digital environment, meaning 

several key activity platforms - email marketing, web 

browser marketing, social network marketing, 

smartphone marketing. Each of these platforms uses 

different channels and technologies to reach its target 

market. At the heart of digital marketing is the classic 

marketing need to segment and reach potential or 

existing customers with a marketing message to drive 

sales of products or services (Yannopoulos 2011). 

Machine learning is the scientific study of algorithms 

and statistical models that computer systems use to 

perform a specific task without using explicit 

instructions, relying on patterns and inference. It is a 

subset of artificial intelligence. Machine learning 

algorithms build a mathematical model based on sample 

data, known as "training data", to make predictions or 

decisions without being explicitly programmed to 

perform the task (Bishop 2006). 

Machine learning tasks classified into several broad 

categories. In supervised learning, the algorithm builds 

a mathematical model from a set of data that contains 

both the inputs and the desired outputs. Classification 

algorithms and regression algorithms are types of 

supervised learning (Cheeseman et al. 1996). 

Classification algorithms use when the outputs are 

restricted to a limited set of values. For a classification 

algorithm that filters emails, the input would be an 

incoming email, and the output would be the name of 

the folder in which to file the email. For an algorithm 

that identifies spam emails, the output would be the 

prediction of either "spam" or "not spam", represented 

by the Boolean values true and false. Regression 

algorithms are named for their continuous outputs, 

meaning they may have any value within a range. 

Examples of a continuous value are the temperature, 

length, or price of an object (Ryan et al.  2015). Semi-

supervised learning algorithms develop mathematical 

models from incomplete training data, where a portion 

of the sample input doesn't have labels (Zander et al. 
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ISBN: 978-3-937436-72-2 / 78-3-937436-73-9(CD) ISSN 2522-2414 

125



 

 

2005). In unsupervised learning, the algorithm builds a 

mathematical model from a set of data that contains 

only inputs and no desired output labels. Unsupervised 

learning algorithms are used to find structure in the data, 

like grouping or clustering of data points. Unsupervised 

learning can discover patterns in the data, and can group 

the inputs into categories, as in feature learning. 

Dimensionality reduction is the process of reducing the 

number of "features", or inputs, in a set of data 

(Sugiyama 2016). 

 

 
 

Figures 1: Machine learning classification 

 

Active learning algorithms access the desired outputs 

for a limited set of inputs based on a budget and 

optimize the choice of inputs for which it will acquire 

training labels. When used interactively, these can be 

presented to a human user for labelling. Reinforcement 

learning algorithms are given feedback in the form of 

positive or negative reinforcement in a dynamic 

environment and are used in autonomous vehicles or in 

learning to play a game against a human opponent 

(Cohnet al. 1996). Other specialized algorithms in 

machine learning include topic modelling, where the 

computer program is given a set of natural language 

documents and finds other documents that cover similar 

topics. Machine learning algorithms can be used to find 

the unobservable probability density function in density 

estimation problems. Meta-learning algorithms learn 

their own inductive bias based on previous experience. 

In developmental robotics, robot learning algorithms 

generate their sequences of learning experiences, also 

known as a curriculum, to cumulatively acquire new 

skills through self-guided exploration and social 

interaction with humans (Hochreiter and Schmidhuber 

1997). 

Research tasks: 

        1. Explore machine learning technologies 

        2. What machine learning technologies can be used 

to personalize adverts 

        Research object: machine learning technologies. 

        The subject of research: machine learning 

technologies 

        Research methods: synthesis method, analysis 

method.  

Theoretical background: Theoretical literature of 

foreign authors, materials published in 

Internet resources, scientific articles of foreign authors, 

statistical data, and author personal experience were 

used in the work. 

        The empirical basis of the research: Worldwide 

        Study period: June 2019 – November 2020. 

        Machine learning in economics is still a new 

subject. Although machine learning is slowly gaining 

interest among economists, still we see a lack of 

information. What exactly machine learning entails, 

what makes it different from classical econometrics and, 

finally, how economists and businesses along with them 

can make the best use of it (Athey 2019). There are 

studies, where is possible to see that data-driven and 

machine learning prediction in economics is happening. 

The study was training on 14 years of data, neural 

networks produce accurate 50-year forecasts. Gaps in 

these forecasts may reveal macroeconomic regime 

changes. Failures in otherwise accurate neural network 

forecasts may thus inform theoretical economic 

hypotheses through unsupervised machine learning 

(Chen 2020). 

 
SUPERVISED LEARNING 

Supervised learning algorithms include classification 

and regression. The classification problem is when the 

output variable is a category, such as “red” or “blue” or 

“disease” and “no disease”. A classification model tries 

to draw some conclusions from observed values. Given 

one or more inputs a classification model will try to 

predict the value of one or more outcomes. 

Classification models include logistic regression, 

decision tree, random forest, gradient-boosted tree, 

multilayer perceptron. Used in fraud detection, email 

spam detection, diagnostics, image classification. For 

example, “Yelp” uses machine learning to organize 

images in the right categories. “American Express” 

processes $1 trillion in a transaction and has 110 million 

cards in operation. They rely heavily on data analytics 

and machine learning algorithms to help detect fraud in 

near real-time, therefore saving millions in losses. 

Additionally, “American Express” is leveraging its data 

flows to develop apps that can connect a cardholder 

with products or services and special offers (Marr 

2018). 

 

 
 

Figures 2: Machine learning clasification: Supervised 

learning 

 

A regression difficulty is when the output variable is a 

real or constant value, such as “salary” or “weight”. 

Many different models can be used, the simplest is the 
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linear regression. It tries to fit data with the best 

possible points which go through the points. Used in 

risk assessment, score prediction.  The difference 

between tasks is the fact that the conditional attribute is 

numerical for regression and categorical for 

classification (Weiss and Provost 2001). John Deere is 

getting data-driven analytical tools and automation into 

the hands of farmers. Advanced machine learning 

algorithms allow robots to make decisions based on 

visual data about whether or not a plan is a pest to treat 

it with a pesticide. The company already offers 

automated farm vehicles with pinpoint-accurate GPS 

systems and its Farmsight system is designed to help 

agricultural decision-making. Cars are increasingly 

connected and generate data that can be used in a 

number of ways. Volvo uses data to help predict when 

parts would fail or when vehicles need servicing, uphold 

its impressive safety record by monitoring vehicle 

performance during hazardous situations and to improve 

driver and passenger convenience (Marr 2018). 

 

UNSUPERVISED LEARNING 

Unsupervised learning algorithms combine clustering 

the task of grouping a set of objects in such a way that 

objects in the same group are more similar to each other 

than to those in other groups. It is the main task of 

exploratory data mining, and a common technique for 

statistical data analysis, used in many fields, including 

pattern recognition, image analysis, information 

retrieval, bioinformatics, data compression, and targeted 

marketing (Jain and Dubes 1988). The reduction is 

mainly used for text mining, face recognition, big data 

visualizations, image recognition. The North Face uses 

machine learning to help shoppers find the best outdoor 

recreation product. Starbucks uses machine learning to 

recommend drinks thru its app (Bhattacharya 2019). 

 

 
 

Figures 3: Machine learning clasification: Unsupervised 

learning 

 

Coca-Cola’s global market makes it a large beverage 

company in the world prospect. The company creates a 

lot of data, but it has also embraced new technology and 

puts that data into practice to support new product 

development, capitalize on artificial intelligence bots 

and even trialing augmented reality in bottling plants 

(Marr 2018). 

 
REINFORSMENT LEARNING 

Reinforcement learning is an area of machine learning 

concerned with how program ought to take actions in an 

environment to maximize some notion of cumulative 

reward. Due to its generality, the field is studied in 

many other disciplines, such as game theory, control 

theory, operations research, information theory, 

simulation-based optimization, multi-agent systems, 

swarm intelligence, statistics, and genetic algorithms. 

Many reinforcement learning algorithms use dynamic 

programming techniques. Reinforcement learning 

algorithms are used in autonomous vehicles, gaming, 

finance sector, manufacturing, inventory management, 

robot navigation (Qi and Davidson 2009).   

 

 
 

Figures 4: Machine learning clasification: 

Reinforcement learning 

 

Bonsai, recently acquired by Microsoft, offers a 

reinforcement learning solution to automate and build 

intelligence into complex and dynamic systems in 

heating, ventilation, and air conditioning technology of 

indoor and vehicular environmental comfort, energy 

manufacturing, automotive and supply chains. The first 

application in which reinforcement learning gained 

fame was when AlphaGo, a machine learning algorithm, 

won against one of the world’s best human players in 

the game Go. Now reinforcement learning is used to 

compete in all kinds of games (Marr 2018). 

Reinforcement learning is good for navigating complex 

environments. It can handle the need to balance certain 

requirements. Great example is Google’s data centers. 

They used reinforcement learning to balance the need to 

satisfy our power requirements, but do it as efficiently 

as possible, cutting major costs (Marr 2018). 

Semi-supervised learning falls between unsupervised 

learning and supervised learning. Many machine-

learning researchers have found that unlabeled data, 

when used in combination with a small amount of 

labeled data, can produce a considerable improvement 

in learning accuracy (Kushmerick and Lau 2005). 

 

ADVERTISING WITH MACHINE LEARNING 

Self-learning as a machine learning was introduced 

along with a neural network capable of self-learning. It 

is learning with no external rewards and no external 

guides. The self-learning algorithm computes, in a 

crossbar fashion, both decisions about actions and 

emotions about consequence situations. It is a system 

with only one input, situations, and only one output, 

action. There is neither a separate reinforcement input 

or an information input from the environment.  Exists in 

two environments, one is a behavioral environment 

where it behaves, and the other is a genetic 
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environment, wherefrom it initially and only once 

receives initial emotions about situations to be 

encountered in the behavioral environment (Braberman, 

D'Ippolito, Kramer, Sykes, Uchitel, 2015). 

 Association rule learning is a rule-based machine 

learning method for discovering relationships between 

variables in large databases. It is intended to identify 

strong rules discovered in databases. Rule-based 

machine learning is a general term for any machine 

learning method that identifies, learns, or evolves 

"rules" to store, manipulate or apply knowledge. The 

defining characteristic of a rule-based machine learning 

algorithm is the identification and utilization of a set of 

relational rules that collectively represent the knowledge 

captured by the system (Bernadó-Mansilla, Josep, 

Garrell-Guiu, 2003). 

 Personalized marketing is a method that utilizes 

consumer data to modify the user experience to address 

customers by name, present shoppers with tailored 

recommendations, and more. Mainly, this is targeted 

marketing at its most raw. Personalized marketing 

leverages consumer behavior to present buyers with 

customized offers (Chittaranjan, Blom, Gatica-Perez, 

2013). Spotify has built within their platform daily 

personalized playlists, daily artist suggestions, and 

weekly recommendations based on your listening 

preferences. Customers can even rate the tracks on these 

playlists based on whether they enjoyed them or not. 

While this might not directly convert a lead into a sale, 

it does build brand loyalty and it provides a strong user 

experience (Perez, 2019). Burberry has been busy 

reinventing itself and use big data and machine learning 

to resist counterfeit products and improve sales and 

customer relationships. The company’s strategy for 

increasing sales is to sustain deep, personal connections 

with its customers. They have reward and loyalty 

programs that create data to help them personalize the 

shopping experience for each customer. They are 

making the shopping experience at their brick-and-

mortar stores just as innovative as an online experience 

(Marr & Co, 2019). 

 Marketing automation automatically manages 

multiple marketing campaigns across several channels. 

Marketing automation helps with lead generation, 

segmentation, lead nurturing, lead scoring, customer 

retention, and more. If it is done correctly, it will 

increase performance, segment database so users will 

become clients. For example, chatbots are a unique 

resource. Through a chatbot, it is quickly discoverable 

in what stage of the sales tunnel is a user navigating, 

tracking and analyzing the questions users ask. This 

allows sales teams to receive the most qualified leads 

possible. These attributes also can be related to new or 

returning visitor, temporal variations (time and day of 

week), channels (mobile and desktop), referral source 

(social media ad) (Kosinski, Stillwell, Graepel, 2013). 

 To completely personalize advertisements, it is 

very important to connect several sales tunnels. The 

author believes that the unsupervised machine learning 

algorithm should be used, with relatively large training 

data. Training data will be collected using statistics, 

psychological properties, website-specific analytic data, 

and social media public data. The data amount and 

specifics will be different depending on websites. The 

data set will be very large, but it will be helpful, also not 

only for personalization but also for new pastern 

appearance. It is unquestionably, that after some amount 

of time machine learning algorithms will create its 

patters. The new patterns will be used for a more 

personalized experience in e-commerce, where 

consumers will be able to get what they want in 

relatively fast and entrepreneurs will be able to get most 

of the profit without any harm to their customers. 

 Performance optimization is one of the most 

valuable use cases for machine learning in advertising. 

Machine learning algorithms are used in commercial 

solutions to analyze ad performance across specific 

platforms and recommendations on how to improve 

performance. In the most exceptional cases, machine 

learning algorithms can automatically manage ad 

performance and spend optimization, obtaining 

decisions entirely on their own regarding whence best to 

reach advertising KPIs and recommending a fully 

optimized budget. An example is Google Ads it is 

possible to use advanced machine learning algorithms in 

PPC (pay-per-click) campaigns. In bidding, machine 

learning algorithms train on data at a vast scale to help 

make more accurate predictions across your account 

about how different bid amounts might impact 

conversions or conversion value. These algorithms use a 

wider range of parameters that impact performance than 

a single person or team could compute. Bid adjustments 

allow showing ads more or less frequently based on 

where, when, and how people search. For example, 

sometimes a click is worth more than usual if it comes 

from a smartphone, at a certain time, or from a specific 

location. 

 Click fraud is a challenging issue in advertising 

because it can negatively impact ad budget and harm the 

integrity of the online advertising market. To detect 

click fraud, an ensemble learning-based approach is 

proposed. Click fraud can damage an advertiser’s return 

on investment significantly. It was found that 30% of ad 

revenue is wasted on click frauds (Choi, Lim, 2020). 

 Behavioral targeting is used to select the most 

relevant advertisements for consumers and is based on 

historical user behavior, such as identifying clicked 

links, pages visited, searches, earlier purchases from the 

users browsing history (Choi, Lim, 2020). With the 

popularity of search engines, such as Google, online 

searches and web browsing have become two of the 

most common online behaviours. Web browsing 

behaviour helps advertisers make assumptions regarding 

user interests and to define potential audience segments. 

User online behaviour strengthens the relevance and 

personalization of advertising messages to wanted 

consumers. User search queries also help conclude 

which ads should appear to the user by matching them 

to the advertiser’s keywords. 
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CONCLUSIONS AND RECOMMENDATIONS 

Based on the analysis carried out in the research, the 

author's personal experience, the analyzes carried out 

and working on his doctoral thesis, the author came to 

the following conclusions and recomendations: 

1. Machine learning algorithms build a 

mathematical model based on sample data, known 

as "training data", in order to make predictions or 

decisions without being explicitly programmed to 

perform the task. 

2. Supervised learning algorithms include 

classification and regression. Classification models 

include logistic regression, decision tree, random 

forest, gradient-boosted tree, multilayer perceptron. 

Used in fraud detection, email spam detection, 

diagnostics, image classification. Regresion is used 

in risk assement, score prediction. 

3. Unsupervised learning algorithms combine 

clustering the task of grouping a set of objects in 

such a way that objects in the same group are more 

similar to each other than to those in other groups. 

4. Reinforcement learning is an area of machine 

learning concerned with how program ought to take 

actions in an environment to maximize some notion 

of cumulative reward. 

5. Semi-supervised learning falls between 

unsupervised learning and supervised learning. 

Many machine-learning researchers have found that 

unlabeled data, when used in combination with a 

small amount of labeled data, can produce a 

considerable improvement in learning accuracy 

(Kushmerick, Lau, 2005). 

6. Self-learning as a machine learning was 

introduced along with a neural network capable of 

self-learning. It is learning with no external rewards 

and no external guides.  

7. Many machine-learning researchers have found 

that unlabeled data, when used in combination with 

a small amount of labeled data, can produce a 

considerable improvement in learning accuracy. 

8. Association rule learning is a rule-based machine 

learning method for discovering relationships 

between variables in large databases. 

9. More detailed research should be perpetrated on 

artificial intelligence tool usage in digital marketing 

personalization. 

10. The author recommends to research data types 

what can be possibly used in machine learning 

algorithm training. 

Machine learning tasks are classified into several broad 

categories. In supervised learning, the algorithm builds 

a mathematical model from a set of data that contains 

both the inputs and the desired outputs. Unsupervised 

learning algorithms combine clustering the task of 

grouping a set of objects in such a way that objects in 

the same group are more similar to each other than to 

those in other groups. Reinforcement learning - how to 

program ought to take actions in an environment to 

maximize some notion of cumulative reward. Marketing 

automation automatically manages multiple marketing 

campaigns across numerous channels. Marketing 

automation helps with lead generation, segmentation, 

lead training, lead scoring, customer retention, and 

more. If done correctly it will increase performance -  

user converts to clients. Personalization is the most 

essential thing in e-commerce, as people evaluate their 

time most. Money has value, but time nowadays is the 

most valuable thing as people learned to score their time 

and be productive in all things possible. People were 

always aimed to get what they want and as fast as 

possible. Using machine learning algorithms it is 

possible to create a personal shopping experience. It can 

be used not only for shopping but also for information. 

It is important to get relevant news or relevant 

sponsored adverts. Digitalization is happening now and 

that means that it is essential to establish new 

consumer's demands. 
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ABSTRACT 

Additive manufacturing provides unprecedented design 

freedom from the product’s external appearance to the 

internal structure. Additively manufactured parts, 

objects can be designed with cellular lattice structures as 

infills. The application of lattice structures can reduce 

the required amount of material and desired properties 

can be assigned to certain objects. There are several 

different lattice structures each with its own unique, 

exclusive property or properties. In this study a wide 

spectrum of so called ‘auxetic’ and standard lattice 

structures will be compared using finite element method 

and compression laboratory tests. The considered 

auxetic and non-auxetic cellular structures are based on 

the result of other researches. Along with the 

aforementioned existing lattices several new structures 

were proposed. Nine distinct additively manufactured 

specimens were compared.    

INTRODUCTION 

Nature inspired cellular structures such as wood and 

bone are widely used in countless areas of life. Metal 

foams, carbon fibre reinforced foams and honeycomb 

based structures are derived from natural cellular 

materials. (Hang et al. 2019). Owing to their promising 

mechanical properties, energy absorbing capabilities, 

impact resistance, high strength and favorable strength 

to weight ratio lattice structure filled parts and products 

are used in the automotive industry, aerospace 

exploration, packaging technology and biomechanics 

(Hang et al. 2019; Oyindamola and Behrad 2020). 

Cellular structures are made up from repeating cells, 

Cellular structures with open cell arrangement are 

referred to as lattice structures.  

Recent advances in additive manufacturing enables the 

design and production of intricate 3D lattice structures. 

Knowing the behavior, mechanical, deformational and 

thermal properties of certain lattice structures we can 

design parts with prominent desired attributes.  

In recent years several studies focused on the 

outstanding characteristics of lattice structures and their 

realization with additive manufacturing techniques. In 

particular, the creation of metamaterials gained 

outstanding attention. Metamaterial are materials which 

derives their properties form their structure and not form 

the actual material they are made from. The Greek word 

“meta” means “beyond”, metamaterials can exhibit 

properties beyond the product’s forming material.  

Negative Possion’s ratio (NPR) materials, structures and 

foams are of great interest in recent studies. Foams with 

negative Poisson’s ratio were first created by Lakers in 

1987 (Yongguang et al. 2019), Lakers named these 

materials ‘auxetics’. Deformational response of auxetic 

materials to compression and stretching is ultimately 

different from traditional materials. Based on the 

definition of Poisson’s ratio: the negative ratio of the 

transverse strain to the longitudal strain.  

Figure 1: Deformational Response of Auxetic and Non-

auxetic material (Chanfang et al 2020) 
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Based on the definition, when the Possion’s ration is 

positive the material’s deformation is stretching-

shrinkage and compression-expansion. On contrary, 

when the Poisson’s ration is negative the deformation is 

stretching-expansion and compression-shrinkage 

(Changfang et al. 2020). Figure 1 illustrates the 

deformational response of standard and auxetic 

materials. 

Energy absorption, load bearing and deformational 

capacity can be obtained from compression tests, hence 

in this study compression tests and simulations were 

adopted.  

The realization of additively manufactured specimens 

and subsequent laboratory testing is time-consuming and 

costly. Employing finite element simulations, the effect 

of certain lattice parameters can be obtained more 

efficiently. Finite element simulation results must be 

verified by a series of measurements conducted on real 

specimens. In this study the result of FEM simulations 

and laboratory compression tests are compared.   

 

MATERIALS AND METHODS 

 

In this section the reasoning and the process of creating 

comparable specimens is presented.   

 

Structure of the proposed specimens 

 

In total nine different specimens were created, each built 

with different elements. Being a comparative study, the 

specimens were designed from many aspects so that the 

result of the laboratory tests and FEM result can be 

compared among specimens. 

 

 
Figure 2: Overall Dimensions of the specimens and one 

example Specimen with Lattice structure  

 

The overall dimensions are equal among test pieces; the 

overall height of a specimen is 35 mm, the top and 

bottom plates are 70 mm by 70 mm and 1 mm in 

thickness.  

As illustrated in figure 2 the space in-between the two 

planes is filled with different lattice structures. Each 

specimen is built up using only one structure, there were 

no combinational experiments considered in this study. 

Figure 2 illustrates the hollow specimens with general 

dimensions and an example specimen made up from 

concave arrow cells. 

Specimens were designed to have the same weight thus 

results are more clearly comparable. More precisely the 

weight of the test pieces consisting of 2.5 and 3 

dimensional elements are the same.  

 

Examined lattice structures 

 

As mentioned in the introduction alongside the existing 

lattice structures three unique, newly created structures 

will be compared in this study. Figure 3 represent three 

existing 2.5 dimensional and broadly examined unit cell 

geometries. The Regular Honeycomb structure unlike 

the other two structure on Figure 3 does not 

demonstrates auxetic behavior.  

 
 a)   b)   c) 

Figure 3. a) Regular Honeycomb unit cell; b) Vertical 

Auxetic honeycomb unit cell; and c) Arrowhead unit cell  

 

Based on the research result of the unit cell types shown 

on Figure 3 two new 2.5 dimensional structures were 

proposed. The created lattice structures are 

combinations of existing cell structures; a combined 

honeycomb unit cell and a combined auxetic unit cell 

was created. Figure 4 illustrates the aforementioned unit 

cell structures.  

 
a) b)  

Figure 4. a) Combined Honeycomb unit cell; b) 

Combined Auxetic unit cell 
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Besides 2.5 dimensional unit cell types 3 dimensional 

ones were considered as well. The so called Octahedron 

unit cell and the auxetic Double-V and Double-U 

hierarchical structures (Hang et al.) were studied.  

A new unit cell geometry called “Semi Auxetic 

Octahedron”, based on the combination of the 

Octahedron unit cell and two Vertical Auxetic 

Honeycomb unit cells is introduced and investigated in 

this paper.  

 
a) b)  

 
 c) d) 

Figure 5. a) 3D Double-V unit cell; 3D Double-U unit 

cell; c) 3D Octahedron unit cell; and d) Semi-Auxetic 

Octahedron unit cell structures 

 

Specimens were created using parametric adaptive 

computer aided modelling. The previously introduced 

unit cell geometries can be specified by a series of 

dimensions, parameters as Figure 6 illustrates. Adaptive 

modelling enables rapid creation of new specimens for 

future parameter based investigations.  

 
a) b) 

Figure 6. Examples of Parametric Drawings for a) 

traditional honeycomb unit cell; and b) semi-auxetic 

octahedron unit cells 

 

The above listed nine structures form the basis of the 

present study.  

 

  

Fabrication of specimens 

 

Specimens were realized using selective laser sintering 

(SLS) technology with an HP Multi Jet Fusion 4200 

type printer.  

The material used was HP’s PA 12 (MJF), material 

properties are listed in Table 1.  

 

Table 1. Material Properties of PA12 

Material constants Value 

Density [kg/m3] 1130 

Poisson’s ratio [-] 0.35 

Tensile modulus [MPa]  1800 

Tensile strength [MPa] 49 

Elongation at break [%] 20 

 

The printed test pieces were removed from the build unit 

and also the powder from the lattice structures followed 

by sandblasting.  

 

Methodology of laboratory testing 

 

Load bearing capacities, deformational response and the 

absorbed amount of energy can be obtained by 

subjecting the specimens to compressive load.  

Each specimen is compressed by a dual-column (twin-

ball screws) tensile testing machine (KINSGEO KJ-

1066A type). The conducted measurements were load 

controlled; force is measured by the S-beam load cell of 

the testing machine. Displacement is measured via the 

rotary encoder mounted to the motor.  

The measurements are ended when rapid failure begins 

or when the measurement limit of 5000 N is reached. 

Force – displacement curves are plotted for each 

measurement. Figure 7 illustrates the measurement 

configuration.  

 
Figures 7: Measurement Configuration for Compression 

tests 
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The measured values are adjusted by the weight of the 

black steel plate placed on top of the test samples.  

Figure 8: The beginning of Rapid Failure in the 

octahedron based specimen  

 

Figure 8 illustrates a specimen in which several unit 

cells broke, resulting in rapid failure.  

Figure 9 on the other hand represents a test piece which 

withstood the measurement limit without any significant 

failure.  

Figure 9. The combined auxetic cell based specimens 

withstood the measurement limit 

 

Results of the compression test 

 

Measured force-displacement diagrams are shown on 

figure 10, 11 and 12 for the Regular Honeycomb, the 

Octahedron and the Vertical Auxetic Honeycomb lattice 

based specimen respectively.  

 
Figure 10. Measured Force – Displacement Curve of the 

Standard 2.5D Honeycomb lattice. 

 
Figure 11. Measured Force – Displacement Curve of the 

3D Octahedron lattice 

 

In this study the load-bearing capacity of specimens of 

the same size and weight were tested. The value of the 

greatest force endured by the nine examined specimen 

variations is listed in Table 2. The measurement limit 

was 5000 N, thus specimens with 5000 N (5300 N) 

load-bearing capacity have even greater load bearing 

capabilities.  

 

 
Figure 12. Measured Force – Displacement curve of the 

Vertical Auxetic Honeycomb lattice 

 

Table 2. The value of the Greatest Force Endured by 

specific lattice types 

Lattice structure 

type 

Greatest 

force endured 

Maximum 

displacement  
Standard Honeycomb 

(2.5D) 
5300 N  2.5 mm 

Vertical Auxetic 

Honeycomb (2.5D) 
4770 N 13.5 mm 

Arrowhead (2.5D) 2700 N 12.7 mm 

Combined Auxetic 

(2.5D) 
5300 N 12.5 mm 

Combined Honeycomb 

(2.5D) 
5300 N 11.5 mm 

Octahedron (3D) 2600 N 7.5 mm 

Semi-Auxetic 

Octahedron (3D) 
4000 N 6 mm 

Double-V (3D) 2400 N 14 mm 

Double-U (3D) 750 N 24 mm 
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The load bearing capacity is just one of the many 

properties a certain lattice structure can be characterized 

by. Energy absorption and the shape, characteristics of 

the force – displacement curve are also important 

features.  

In order to increase the reliability of the laboratory tests 

three specimens were additively manufactured from 

each lattice type.  

 

Finite element simulation 

 

Finite element method is used to simulate the response 

of the specimens under quasi-static compression load 

using Ansys Workbench. The material properties are 

listed in Table 1. Isotropic elasticity material model was 

used for the FEM simulations.  

The finite element boundary conditions were set 

according to the actual compression test; fixed support 

was used at the bottom plane of the test pieces.  

To compare specimens load force of 2550 N was 

applied on the top plane of the specimens. To achieve 

uniform results, the force was applied only in the middle 

50 mm by 50 mm surface area. Solid element type with 

0,3 mm element size was applied for all studies resulting 

in a fine mesh. Figure 13 and 14 illustrates the 

deformation and the Von Mises stress distribution in the 

Vertical Auxetic Honeycomb cell based specimen.  

 
Figure 13. FEM Resulting Displacement 

 

As its name suggests the Vertical Auxetic unit cell 

shows auxetic properties; the characteristic 

compression-shrinkage behavior can be obtained on 

Figure 13. Based on the FEM deformational result, 

simulations can be deemed acceptable.  

Distribution of the Equivalent (Von-Mises) stress was 

considered in each simulation. Peak mechanical stresses 

can indicate possible failure segments on the specimens. 

 
Figure 14. FEM von-Mises Stress Distribution 

 

Results of the FEM simulations are listed in Table 3.  

 

 

 

Table 3. Results of the FEM Simulation 

Lattice structure type 
Maximum 

displacement 

Maximum 

stress. 
Standard Honeycomb 

(2.5D) 
0.96 mm  43.82 MPa 

Vertical Auxetic 

honeycomb (2.5D) 
1.69 mm 39.76 MPa 

Arrowhead (2.5D) 7.72 mm 123.3 MPa 

Combined Auxetic (2.5D) 2.42 mm 50.74 MPa 

Combined Honeycomb 

(2.5D) 
1.50 mm 73.98 MPa 

Octahedron (3D) 2.59 mm 109.9 MPa 

Semi-Auxetic Octahedron 

(3D) 
2.45 mm 160.4 MPa 

Double-V (3D) 23.8 mm 490 MPa 

Double-U (3D) 33.9 mm 840 MPa 

In specimens with maximum Von-Mises stress values 

greater than the tensile strength of PA12 the high stress 

areas had a significant extent, thus the specimens are 

prone to brake during laboratory tests.  

 

COMPARING AND EVALUTAING THE 

RESULTS 

 

The study focused on determining and comparing the 

load bearing capacity of different additively 

manufactured lattice structures. Another aim of this 

research was to compare the results of the finite element 

method with the results of the compression laboratory 

tests. Existing and newly proposed lattices were 

considered. 

The behavior characteristic (compressive shrinkage) of 

auxetic materials is displayed by the laboratory tests and 

FEM simulations as well. Among the lattice samples 

examined the maximum load bearing capacity of non-

auxetic lattices is greater. On the other hand, having 

compared the force-displacement curves of auxetic and 

non auxetic lattices (Figure 12 and Figure 10) it can be 

stated that auxetic structures in general have greater 

energy absorption capabilities. 

FEM simulation results and laboratory test results are 

comparable based on Table 2. and Table 3 the following 

statements can be made. Those specimens which failed 

at lower load levels showed greater stress values at FEM 

simulations next to equal loads (for example 2.5D 

arrowhead lattice failed at 2700N and the greatest stress 

value in FEM simulations was 123.3 MPa).  

Relative (maximum) displacement shows comparable 

results on the simulations and measurements as well; 

auxetic and non-auxetic behaviors can be recognized.  

Among the newly proposed lattice structures the 

“Combined Honeycomb (2.5D)” and the “Semi-Auxetic 

Octahedron (3D)” geometries exhibited outstanding 

load-bearing capabilities, next to significant deformation 

values.  

 

 

Unit: MPa 

Unit: mm 
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The “Combined Auxetic (2.5D) lattice still presented 

expressive load-bearing capability; the relatively great 

enclosed area under the curve characterizes the 

preeminent total absorb energy (Jianjun et al. 2020). 

 
Figure 15 Measured Force-Displacement Curve of the 

Combined auxetic lattice 

 

Comparing the results of the simulation and the 

laboratory tests advocates that the behaviors and 

characteristics of lattice structures can be obtained using 

finite element computer simulation.  

CONCLUSIONS 

 

Based on the Von-Mises stress distribution obtained 

from FEM simulations we can predict with high 

confidence the possible failure points. Comparing the 

stress distribution of FEM simulation especially the high 

stress areas it can be stated that failure will occur at 

these regions in real life applications. The finite element 

simulation method can be applied to study the behavior 

of existing and newly created lattice structures.  

In this study three newly proposed lattice structures 

were examined. The “Combined Auxetic cell” in our 

simulations and laboratory tests presented auxetic 

properties. On the other hand, the two structures 

combined from auxetic and non-auxetic geometries did 

not represented auxetic properties. Based solely on our 

research it can be declared that the combination of 

auxetic stucutres will result in auxetic behavior, 

however, further comprehensive research is 

recommended. In summary the newly created lattice 

structures proved to be promising, further study and 

development is recommended.  

In further stages of the research it is advised to consider 

the effect of geometrical parameters on the behavior of 

specimens. Figure 6 illustrates the geometrical 

parameters for certain lattice structures, changing 

geometrical parameters will affect the mechanical 

properties of a lattice structures. Establishing 

relationships between geometrical parameters and 

physical properties can provide a decision preparation 

basis for choosing the most adequate structure and 

parameter for a certain application.  
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ABSTRACT 

In certain cases, rolling stocks and railway vehicle 

components, i.e. brake tubes need to operate under 

extreme conditions such as at sub-zero temperature (e.g. 

-40°C) and on a reverse curve track, when

displacements of the suspension points of the tubes

cause large deformations in tubes.

In this paper, displacements of the suspension points of

the tubes are determined by a kinematic model validated

by a draw and buffing gear test [1]. Afterwards, FE

simulation has been carried out at minimum and

maximum suspension point distance based on these

displacements for the investigation of stress, strain

states and possible failure considering the case of

internal pressure and no internal pressure.

Equivalent strain, stress and Tsai-Hill failure indices are

much below the criterial values, so failure is not

probable.

The straight section between the curves of opposite

curvatures reduces deformation in tubes in the critical

positions leading to lower strain, stress and failure index

values.

INTRODUCTION 

Cord-rubber composite tubes are widely used in 

applications where relatively high loads need to be 

withstood with low dead load, and very large 

deformations occur. These brake tubes are produced 

mainly by filament-winding due to high fiber precision 

and good automation capability with low tooling costs 

[2]. Winding angle of cords is usually ±55° making 

filament-wound tubes optimal to biaxial tension (when 

the loads are uniaxial tension and internal pressure) [3]. 

Filament-wound cord-rubber tubes also find extensive 

use in railway transportation as railway brake tubes due 

to their high strength-to-weight ratio, high flexibility 

and corrosion resistance. Cord-rubber tubes installed on 

railway carriages can be seen in Figure 1.  

Figure 1. Railway brake tubes installed on railway 

carriages 

Operation on reverse curve tracks (when both rolling 

stocks are on curves of opposite curvatures) induce 

large displacement of the suspension points of the brake 

tubes thus leading to large deformation of the tubes. 

However, deformation is impeded at sub-zero 

temperatures (e.g. -40°C) due to the elevated stiffness of 

the material therefore bringing about higher stresses 

than at room temperature. 

Figure 2. Schematic representation of a reverse curve 

track [4] 

Schematic depiction of a reverse curve can be seen in 

Figure 2. A reverse curve (also known as S-curve) 

consists of curves having opposite curvatures.These 

curves are connected to one another by a transition 

curve or a straight line. The length of the straight line 

between the two curves is usually more than 30 m in 

high-speed applications although the connecting straight 

lines can be much shorter on maintenance tracks, being 

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
Lelio Campanile, Andrzej Bargiela (Editors) 
ISBN: 978-3-937436-72-2 / 78-3-937436-73-9(CD) ISSN 2522-2414 
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a worse case regarding the operational conditions 

because displacements of the suspension points of the 

tubes are larger-even though operation on maintenance 

tracks is not considered in railway rolling stock design 

practice. [4] 

In traditional railway transportation (non-high speed 

applications), the minium curve radius is 150 m and an 

intermediate straight section of 6 m must be placed 

between the curves of opposite curvatures to ensure 

vehicle stability. In this case, track gauge is 1470 mm. 

[5].  

The aim of this article is to investigate deformation, 

stress and strain states and possible failure of cord-

rubber railway brake tubes subjected to bending and 

torsion due to operation on an S-curve at -40°C. 

Materials and methods are similar to those used in [6], 

however, the railway test track is different which has a 

significant effect on displacements of the suspension 

points of the tubes, and thus on the resulting strain and 

stress states. Furtmore, in this paper, validation of the 

kinematic simulation has been performed additionally 

based on [1]. 

DRAW AND BUFFING GEAR INTERACTION 

TEST [1] 

Railway rolling stock manufactured in the European 

Union needs to fulfil the requirements of LOC&PAS 

TSI [7], so draw and buffing gear interaction test [1] of 

a coach manufactured by MÁV-Start Zrt (Hungarian 

State Railways) had to be performed. The test was 

carried out by MÁV Central Rail And Track Inspection 

Ltd. (MÁV KFV Kft.) on the Szolnok Railway 

Maintenance Site of MÁV in Szolnok, Hungary 

between 16 June 2019 and 20 June 2019 on a purpose-

built reverse curve test track with a nominal curve 

radius of 150 m. Length of the vehicle body has been 

26100 mm, distance of the bogie pivots has been 

19 000 mm, bogie type was Siemens SF 400. Tests were 

conducted at a speed of 5km/h so that forces exerted by 

the traction vehicle did not influence the measurements. 

[1] 

 

Figure 3. Test track layout [1] 

The test track is illustrated in Figure 3. It consists of an 

initial tangent (straight) section before 1, a 20 m long 

curve with a radius of 150 m (between 1 and 2), an 

intermediate straight section of 6 m (between 2 and 3), a 

35 m long curve with a radius of 150 m (between 3 and 

4) and a curved section after 4 with an approximate 

radius of 150 m. The test (pulled run is considered 

hereinafter) commenced at point 1 and lasted until the 

rear coach has passed point 4. 

Figure 4 shows the displacement-type measured 

quantities. X1 is the buffer compression on the left side, 

x2 is the buffer compression on the right side, whereas 

y1 is the lateral deviation at the coupled end (Figure 4). 

 

Figure 4. Location of the applied sensors [1] 

Lateral displacement y1 has been used for the validation 

of the kinematic simulation. It has been measured by a 

draw-wire displacement sensor as it can be seen in 

Figure 5. Lateral displacement results can be seen in 

Figure 6 as a function of measurement time. 

 

 

Figure 5. Draw-wire displacement sensor utilized for the 

measurement of lateral displacement y1. 

 

Figure 6. Lateral displacement y1 as a function of time 
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KINEMATIC SIMULATION 

Kinematic simulation has been performed in PTC 

Creo 2.0 Mechanism environment based on the 

dimensions of the draw and buffing gear interaction test.  

The kinematic model along with the railway track is 

shown in Figure 7. The purpose of the kinematic model 

is to obtain the positions of the suspension points of the 

positioning pins of the tubes at critical cases (minimum 

and maximum suspension point distance) in order to 

determine the displacements of these suspension points 

required for the FE model. 

 
Figure 7. Representation of the railway track in the 

kinematic model 

 

The assembly can be seen with its constraints in 

Figure 8. The dimensions (Figure 9) are in accordance 

with railway standards [8,9] and the test report [1].The 

railway track is grounded, to which bogies are attached 

by slot constraints at the railway wheels. Bogies and 

carriages are connected by pin contacts at the bogie 

pivots, which permit only rotational displacement 

around their axes. Carriages are connected to one 

another by the draw gear, which is able to rotate around 

fix points on the carriages (represented as pin contacts). 

The assembly is driven by a servo motor attached to one 

of the slot constraints on the rightmost bogie (Figure 8). 

[6] 

The assembly contains the control points on both 

carriages required for the validation of the kinematic 

simulation (Figure 8). 

 
Figure 8. Schematic representation of the kinematic 

model along with constraints 

 

 
Figure 9. Schematic drawing of the kinematic model 

with dimensions 

 

Relative displacements of the control points (Figure 8) 

can be seen as a function of time in Figure 10. 

Comparing results of the kinematic simulation with 

results of the draw and buffing gear test (Figure 10 and 

Figure 6 respectively), a considerably good agreement 

can be observed. The two curves have the same 

tendencies and the periodicity is nearly identical. 

However there is a minor difference in terms of the 

extremums, (the maximum lateral displacement is 

312 mm instead of 200 mm and the minimum lateral 

displacement is -576 mm instead of approximately -

470 mm), this can be attributed to several factors that 

could not be taken into account in the simulation.  

In the test train, there are clearances in the 

subassemblies, and there is a slight lag in the movement 

of the bogie pivots. 

 

 
Figure 10. Lateral displacement (y1)-time 

 

Results of the kinematic model is necessary to estimate 

the displacements of the suspension points of the 

positioning pins of the tubes that govern the movement 

of the tubes [6]. Below, the left pair of tubes is 

considered. 

At the start of the simulation, distance of the suspension 

points is 840 mm, which firstly diminishes because of 

being on the inner side of the first curve, until a 

minimum of 770 mm. Then, the distance increases as 

the bogies of the first coach begin to negotiate the 

second curve. After reaching the maximum of 985 mm, 

the bogies of the second coach get on the second track 

and the distance between the suspension points of the 

tubes slightly decreases. The extremums are considered 

as worst cases regarding the positions of the tubes [6]. 

 

 
Figure 11. Distance of the suspension points of the 

positioning pins as a function of simulation time 

 

Minimum and maximum suspension point distances are 

illustrated in Figure 12 and Figure 13 respectively. 
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Figure 12. Railway cars at the moment of minimum 

suspension point distance 

 

 
Figure 13. Railway cars at the moment of maximum 

suspension point distance 

 

The displacements of the suspension points of the tubes 

in the FE model (see Table 1) have been calculated 

based on the positions acquired from the kinematic 

model (Figure 12, Figure 13). 

 

FE MODEL [6] 

The objective of the FE simulation is to gain strain, 

stress and Tsai-Hill failure index distributions for the 

assessment of failure at -40°C and the prescribed 

displacements derived from the kinematic simulation on 

the reverse curve track.  

The FE model consists of two tubes and positioning 

pins on the two sides of the tubes used for actuating the 

tubes and positioning pins needed to connect the tubes. 

Each tube is 620 mm long, consisting of an inner rubber 

liner, reinforcement layers and an outer rubber liner, 

shown in Figure 14. The layup is [+55°/-55°/+55°/-55°] 

and the material coordinate system of the tube is 

cylindrical.  

 
Figure 14. Cross-section of the tube [10] 

 

Material model of the reinforcement layers is 

transversely isotropic, being a special case of 

orthotropy. Material properties have been calculated by 

utilizing the formulae of rules of mixture [11] based on 

the material properties of the components and fiber 

volume fraction. Material properties are considered at -

40°C. 

Material properties of the reinforcement layers are the 

following: modulus of elasticity of fibre is 

Ef=2961 MPa, Poisson’s ratio of fibre is supposed to be 

υf=0.2, modulus of elasticity of rubber matrix is  

Em=Er= 19.1 MPa. E1=1345 MPa, E2=E3=57 MPa, 

υ12=υ13=0.3637, υ23=0.496, G12=G23=G13=19 MPa. 

Rubber liners, made of EPDM-EVA compound, 

regarded as incompressible, have been described by a 2 

parameter Mooney-Rivlin model with parameters 

C10=3.34 MPa, C01=1.077 MPa, D=0 1/MPa. These 

material properties have been validated previously by 

uniaxial tensile tests performed on test specimens and 

tube pieces [12] and deflection test carried out at -40°C. 

[6]  

 
Figure 15. Prescribed displacements in the front view 

and in top view [6] 

 

Actuation of the tubes is performed by prescribed 

displacements (Figure 15) of the suspension points of 

the positioning pins based on the kinematic simulation. 

The tubes are connected to each other in the middle by a 

fixed joint of holes of two positioning pins, whose 

distance is 10 mm in direction Z (see Figure 15).  
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Figure 16. Meshed FE model [6] 

 

The Finite Element model consists of 151548 nodes, 

110800 SOLID185 hexahedral elements and 50260 

SOLID 187 tetrahedral elements, a detail of the mesh 

can be seen in Figure 16. (The positioning pin consists 

of two bodies, bonded to one another, due to meshing 

considerations.) 

At the beginning of the FE simulation (t=0 s), the 

distance of the suspension points of the positioning pins 

is 1140 mm. Prescribed displacements for minimum and 

maximum suspension point distance load cases are 

listed in Table 1 relative to the initial configuration. 

 

Table 1. Prescribed displacements of FE model without 

internal pressure 

 translation 

X [mm] 

translation 

Z [mm] 

rotation Y 

min. s. p. d. 

left 
184.86 0 3.41 

min. s. p. d. 

right 
-184.86 0 -3.41 

max. s.p. d. 

left 
163.5 278.5 1.55 

max. s. p. 

d. right 
-163.5 -278.5 -1.55 

 

where min. s. p. d. left is the abbreviation of minimum 

suspension point distance load case-left remote point 

max. s. p. d. right is the abbreviation of maximum 

suspension point distance load case-right remote point 

 

The load case of additional internal pressure in case of 

the minimum and maximum suspension point distances 

has been further investigated (Figure 17). By utilizing 

the symmetry of the model, in these examinations, only 

a half model has been examined (the left tube and its 

pins). The pressure load is 5 bar, the displacement of the 

connecting remote point (in the middle) and the 

displacement of the suspension point of the positioning 

pin match those of the displacement results of the 

simulation without internal pressure. This simulation 

consists of two time steps. In the first one, an internal 

pressure of 5 bar is applied to the inner lateral surface of 

the tube, while in the second one, the prescribed 

displacement results are applied. 

 

 
Figure 17. Half FE model with internal pressure [6] 

 

Failure behaviour has been analysed with Tsai-Hill 

failure criterion. Tsai-Hill criterion is widely utilized for 

describing failure behaviour of cord-rubber composites 

[6, 13].  

Strength properties in material directions are as follows:  

Xt=Xc=342.5 MPa , Yt= Yc=Zt= Zc=34.2 MPa 

(assuming strength is much lower in transverse 

directions); Q=R=S=5.5 MPa, derived from the strength 

of the rubber at -40°C (half of the strength of the 

rubber) [6] 

 

RESULTS 

RESULTS WITHOUT INTERNAL PRESSURE 

 
Figure 18. Equivalent strain at minimum suspension 

point distance (deformation scale 1:1) 

 

 
 

Figure 19. Equivalent strain at maximum suspension 

point distance (deformation scale 1:1) 

 

Figure 18 shows equivalent strain results at minimum 

suspension point distance, while Figure 19 shows 

equivalent strains at maximum suspension point 

distance. In both cases, maximum equivalent strains are 
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below 0.2 and are considered as insignificant compared 

to the elongation at break of the rubber at -40°C, which 

is 90%. 

 

 
Figure 20. Tsai-Hill failure index distribution at 

minimum suspension point distance 

 

 
Figure 21. Tsai-Hill failure index distribution at 

maximum suspension point distance 

 

Maximum failure indices are far below the criteria value 

of 1 in both minimum (0.45- shown in Figure20) and 

maximum suspension point distance (0.4- shown in 

Figure 21), so material failure is not probable in 

composite layers. These values are considerably lower 

than maximum values (0.54 and 0.62 respectively) 

presented in [6]. 

 

 
Figure 22. Equivalent stress in the inner rubber liner at 

minimum suspension point distance 

 

 
Figure 23. Equivalent stress in the inner rubber liner at 

maximum suspension point distance 

 

As regards with rubber liners, maximum values arise in 

the inner rubber liner, at its contact surface with the 

positioning pin. Maximum values are nearly 4 MPa in 

both cases being much below the ultimate strength of 

the rubber at -40 °C (11 MPa).  

RESULTS WITH INTERNAL PRESSURE 

Tsai-Hill failure indices at minimum suspension point 

distance can be seen in Figure 24, while failure index 

values at maximum suspension point distance are shown 

in Figure 25. Maximum failure index at minimum 

suspension point distance is not influenced by internal 

pressure, while at maximum suspension point distance, 

maxium failure index is higher, although still much 

lower than the criterial value of 1. 

 
Figure 24. Tsai-Hill failure index distribution at 

minimum suspension point distance with internal 

pressure 

 
Figure 25. Tsai-Hill failure index distribution at 

maximum suspension point distance with internal 

pressure 
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Figure 26. Equivalent stress in the inner rubber liner at 

minimum suspension point distance 

 

Maximum equivalent stresses at minimum suspension 

point distance are shown in Figure 26, whereas 

maximum equivalent stresses at maximum suspension 

point distance are shown in Figure 27. Maximum 

stresses are slightly higher with internal pressure 

although the increase in stresses is not significant. 

 
Figure 27. Equivalent stress in the inner rubber liner at 

maximum suspension point distance 

 

CONCLUSIONS 

Extreme operational loads have been considered in the 

FE model presented in this paper, firstly, because of the 

large deformations of the tubes as a result of operation 

on reverse curves and secondly because of stiffer 

material constants attributed to cold temperatures. 

Displacments of the suspension points have been 

determined based on a kinematic simulation validated 

by a draw and buffing gear interaction test. The 

utilization of the geometry of the test track led to more 

realistic carriage positions at minimum and maximum 

suspension point distance than the positions presented 

previously in [6]. The existence of a straight section 

between the curves of opposite curvature makes 

extrmemums of suspension point distances closer to the 

initial value (maximum gets lower while minimum gets 

higher). This also reduces loads arising in the tubes 

leading to considerably lower maximum stresses  and 

Tsai-Hill failure indices than stresses and Tsai-Hill 

failure indices reported in [6].  

The material properties of the composite layers and the 

rubber liners have been calculated at -40°C. 

In rubber liners, equivalent strains are much below 

elongation at break (90%), equivalent stress values are 

also much lower than ultimate tensile strength (11 MPa) 

and high values are confined to a relatively small zone, 

so failure is not probable in liners. In composite layers, 

Tsai-Hill failure indices are also below the criterial 

value of 1, so failure is not likely in composite layers 

either. 
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ABSTRACT 

This research's main goal was to study the influence of 

involute spur gear tip relief on the contact stress at the 

engagement meshing point (the beginning point of the 

line of contact A), as Figure 1. shows. 

Figure 1. The starting point of single tooth connection 

(Erney 1983) 

Different predefined involute spur gears and 

modification parameters (amount and length of 

modification) were already available from previous 

studies (Schmidt 2019), as Figure 2. shows. 

Figure 2. Interpretation of amount of modification 

and modification length (Schmidt 2019) 

In this study, both the drive and the driven gear have tip 

relief. The modification of the gear profile was achieved 

through the modification of the gear rack cutter's profile. 

This way, the gear profiles' profile modification is 

generated during the gear generation (gear planning) 

process. The gears have been nitrided, so the heat 

treatment did not deform the modified gear profile after 

the gear manufacturing process. The gear modifications 

were generated in a CAD system, and the calculations 

were made with FEM. The results show that the tip relief 

influences the magnitude of the gear contact stress at the 

first connection point. With the use of tip relief 

modification, the contact stress of the meshing gears can 

be reduced at the beginning of the meshing line. 

INTRODUCTION 

Spur gear drives and transmissions are widely used in 

mechanical engineering. It is necessary to improve the 

design life, load capacity of the spur gears, and this way, 

the transmission's stability. Because of the elastic 

deformation of gear teeth under heavy load, the base 

pitch of the drive and driven gear differ from each other. 

This phenomenon leads to contact shock at the beginning 

of the meshing, significant fluctuation of the transmission 

ratio, generation of vibrations and noises, reducing the 

design life, and the transmission accuracy of the gear 

drive. With tooth profile modifications, the original true 

involute profile of the spur gear's teeth was modified by 

removing material from the potential deformation region 

of gear teeth. 

The tooth profile modification of the involute spur gears 

can correct the deformation of the gear teeth, thus 

decreasing the noises and vibrations in the gear drive and 

the fluctuation of the gear ratio. In this study, we limited 

our focus just to tip relief modification. Tip relief 

modification is defined as the material that was removed 

along the tooth flank with reference to the nominal 

involute profile at the tip circle. In this study, we used tip 

relief on both the gear and pinion.  

The generating, machining process of the gears was gear 

planning with MAAG rack type gear-cutter tool (DIN 

3972). Profile modification can be achieved through the 

change of the default gear cutter machine parameters or 

through the modification of the MAAG gear-cutter tool 

profile.  

METHOD 

At the start of our study, both the modification 

parameters (amount of modification and modification 

length) and the CAD models of the analysed gear pairs 

were obtained from previous studies (Schmidt 2019). 

Only spur gears were analysed with the module of 1 

[mm]. The gear pairs have zero backlash and addendum 

modifications. For the tip relief modifications, Inventor 

2018 CAD system, and for the preprocessing and FE 

studies, ANSYS Workbench 18.2  was used. 

The main parameters of the analysed gear pairs can be 

seen in the following table on the next page (Table 1.). 
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Table 1. Calculated values of 

the main geometrical parameters of gear pairs 

 

z1 

[-] 

i 

[-] 

z2 

[-] 

dw1 

[mm] 

dw2 

[mm] 

a 

[mm] 

b 

[mm] 

17 1 17 17 17 17 10.2 

17 4 68 17 68 42.5 10.2 

17 6 102 17 102 59.5 10.2 

30 1 30 30 30 30 18 

30 4 120 30 120 75 18 

30 6 180 30 180 105 18 

40 1 40 40 40 40 24 

40 4 160 40 160 100 24 

40 6 240 40 240 140 24 

 

The first goal was to modify the gear profiles with the 

given modification parameters. As previously 

mentioned, in this study, we modified the original gear 

cutter tool profile to achieve tip relief on the gears. The 

basic idea comes from the paper (Gonzalez et al. 2015) 

and from the study of the standard DIN ISO 21771. The 

tool paths of the original rack-cutter tool can be seen in 

Figure 3. 

 
Figure 3. Tool paths of the original gear-cutter tool 

 

The main goal was to make the modification of the rack 

cutter-tool profile as simple as possible. On the original 

DIN 3972 rack type gear-cutter profile, the starting point 

of the gear-cutter tool modification (𝑢) was measured 

from the tool centerline. From this starting point, the 

original profile angle (𝛼)  was increased on average with 

2-3 [°] (𝛼′). This change on the tool profile means that 

only the required amount of material will be removed at 

the tip circle. The modification of the tool profile is 

performed with Electric Discharge Machine (EDM) 

machine, and because of that, we specified a rounding 

with the value of 0.3 [mm] at the joining point of the two 

tool edges with different profile angles. The modified 

gear cutter tool profile can be seen in Figure 4. 

 

 
Figure 4. Modified rack-cutter tool profile 

Gear profile modification with CAD 

 

Having modified tool profiles, we were able to modify 

the original gear profiles with CAD. In order to generate 

a true involute profile in the modification process, we 

generated tool positions every 0.1 [°]. Where the tool 

edges crossed, a sketch point was placed in the 

intersection point. 

The intersection points of the tool edges can be seen in 

Figure 5. 

 
Figure 5. Intersection points of the tool edges 

 

Multiple interpolation splines were placed on the 

intersection points resulting from the true modified 

involute profile. The area created by the splines was 

subtracted from each of the CAD models of the gears. 

The interpolation splines of the modified involute profile 

can be seen in Figure 6. 

 
Figure 6. Interpolation splines of the modified profile 

 

As mentioned above, only nitrided gears were analysed, 

thus the heat treatment process takes place after the 

machining process of the gears, which already had a 

modified profile. 

 

Finite Element Model 

 

The goal of the FEM analyses was to determine the 

changes in the distribution of stress on the contact point 

of entry’s environment on the driving gear while changes 

were made on driven gears tooth profile, namely the tip 

relief modification. For the purpose of the analysis, static 

2D plane stress was assumed. During the preprocessing 

part of the analysis, only the midplane surfaces were kept 

with the original gear thickness. During the studies, the 

connection of one gear pair was thoroughly analysed, the 

rest of the gear teeths were kept on each gear to take the 

stiffening effect of the neighboring teeth into account. In 

the geometric preparation, each individual tooth was 

separated from each other with splitting, so multibody 

parts were created. Because of the need for mesh 

refinement, the connection region of the analysed gear 

pairs was separated from the part. 
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The preprocessing of the CAD models can be seen in 

figure 7. 

 
Figure 7. Preprocessing of the CAD models 

 

The applied material for the analysed gears was 

16MnCr5 with linear, isotropic, elastic parameters. Thus 

the linear-elastic study of the stiffness-increasing effect 

of the heat treatment process was omitted. The material 

properties can be seen in the following table (Table 2.). 

 

Table 2. Linear, elastic material properties for 16MnCr5 

 

Material property Value of   

Young's Modulus [MPa] 210 000 

Poisson's ratio [-] 0.3 

 

Since the friction coefficient is specific to any given gear-

pair, a frictionless contact was used between the 

connecting tooth surfaces in order to generalize the 

problem definition. The contact between the analysed 

gear pair was calculated using the Augmented Lagrange 

method. As previously mentioned, the contact region of 

the surfaces of the analysed gears was separated, the 

connection between the teeth body and the meshed region 

was defined as bonded contact with MPC calculation. 

The mesh was constructed using primarily second-order 

quadrilateral elements, with less than 2 [%] of the mesh 

consisting of second-order triangular elements. Based on 

previous studies (Schmidt 2019), the global element size 

for the gear geometries was selected to 0.1 [mm]. In order 

to determine the gear root stresses precisely, half of the 

global element size was set to 0.05 [mm] for the gear 

roots. In the meshing region of the analysed gear pairs, 

mesh refinement was used according to the results of 

evaluated mesh independence studies. The contact 

region's element size was selected to be 0.006 [mm], two 

orders of magnitude smaller than the global mesh size to 

precisely determine the Hertzian contact pressure. 

The main parameters of the used FEM mesh are shown 

in the following table (Table 3.). 

 

Table 3. Main parameters of the FEM mesh 

 

Property Value 

Global element size [mm] 0.1 

Element size at the gear root [mm] 0.05 

Element size at meshing region [mm] 0.006 

Number of nodes [-] 150-300 000 

Number of elements[-] 50-100 000 

Maximum Aspect ratio [-] 4.3 

 

An example of the structure of the used FE mesh can be 

seen in Figure 8. 

 

 
Figure 8. FE mesh 

 

The body of the spur gears was fixed to the z-axis of their 

coordinate systems as remote points. Only free rotation 

in Z-axis was allowed. The load of the driving gear was 

applied to the inner surface of the spur gear. The 

magnitude of the torque was calculated from the 

allowable bending stress of the spur gear according to the 

following equation (Erney 1983): 

 

𝑇𝑚𝑎𝑥 =
𝑚 ∙ 𝑎 ∙ 𝑏1 ∙ 𝜎𝐹𝑙𝑖𝑚

2 ∙ 𝐾𝐴 ∙ 2.7 ∙ 10
6 ∙ (𝑢 + 1)

 (1) 

, where: 

Tmax [Nm] is the maximum allowable torque 

m [mm] is the module 

a [mm] is the center distance 

b1 is the width of the driving gear 

𝜎𝐹𝑙𝑖𝑚 is the allowable bending stress of the spur gear 

KA [-] is the operating factor 

u [mm] is the gear ratio 

 

The boundary conditions and the applied load of the gear 

pairs can be seen in Figure 9. 

 
Figure 9. Boundary conditions and applied load 

 
RESULTS 

The total displacements showed the expected results, 

namely, the maximum displacement was located at the 

tip of the gear tooth where the maximum value was 2 

[mm]. The resulted equivalent surface stress field of gear 

pairs was expected from photoelastic studies. Minimum 

principal stress was calculated, and the maximum value 

of the stress was the same as analytically calculated 

Hertzian pressure. 
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In Figures 10. and 11., an example for the surface stress 

field can be seen. 

 
Figure 10. Equivalent stress field of the gear pair 

 

 
Figure 11. Minimum principal stress field of the gears 

 

Validation 

 

The magnitude of the torque was calculated from the 

allowable bending stress of the spur gear according to the 

following equation (Erney 1983): 

 

𝜎𝐻_𝐵 = √
1

𝜋
∙ 𝑤𝑛 ∙ (

1

𝜌1,𝐵
+

1

𝜌2,𝐵
) ∙ 𝐸𝑒  (2) 

 

, where: 

𝜎𝐻_𝐵 [MPa] is the contact surface stress at the beginning 

of the single teeth mesh point (point B) 

wn [N/mm] is the line of pressure 

Ee [MPa] is the equivalent of Young's modulus 

𝜌1,𝐵 [mm] is the equivalent radius of the driving gear 

curvature 

𝜌2,𝐵 [mm] is the equivalent radius of the driven gear 

curvature 

 

In the validation process, the analytically calculated 

surface contact stress at the beginning of the single teeth 

meshing (point B, see eq. 2.) were compared to the 

numerically calculated minimal principal stress (FEM 

simulations) at the same meshing point. The results show 

that the difference between the analytically and 

numerically calculated surface stress at the meshing point 

B differ by a maximum of 7 [%] from each other. This 

concludes that the maximum contact stress at the 

beginning of the gear contact can be validated. 

Table 4. Analytically and numerically calculated  

surface contact stresses 

 

𝑧1 
[−] 

𝑖 
[−] 

𝑧2 
[−] 

𝜎𝐻−𝐵  
[𝑀𝑃𝑎] 

𝜎𝐻−𝐵
𝐹𝐸𝑀  

[𝑀𝑃𝑎] 
𝜎𝐻−𝐴

𝐹𝐸𝑀  
[𝑀𝑃𝑎] 

17 1 17 1350 1264 1863 

17 4 68 1157 1087 2506 

17 6 102 1129 1063 1815 

30 1 30 990 933 1892 

30 4 120 810 769 1345 

30 6 180 786 745 943 

40 1 40 855 803 1257 

40 4 160 692 654 1366 

40 6 240 670 630 1716 

 

Summary 

 

Based on the above-mentioned results, the conclusion 

was reached that the distribution of load, the noise of the 

gear system, and the life expectancy of the component 

are greatly influenced by the modification of the teeth 

profile. In order to reduce the amount of stress present on 

the teeth surface at the moment of connection, tip relief 

is recommended. Of all the different types of tip reliefs 

that are available, the tip relief modification made by the 

adjustments of the rack-cutter profile had the most 

promising results, while the linear profile modification 

only delayed the emergence of the maximum stress point. 

The teeth modification made by the linear profile 

modification does not reduce the stress present on the 

gear teeth' surface but delays its emergence. With the use 

of rack-cutter modification, the maximum surface stress 

(at the gear entry point location A) could be reduced up 

to 50[%], compared to the original shape or tip relief 

made with chamfer. Increasing the gear ratio reduces the 

stress at the instantaneous point of contact. By increasing 

the number of teeth on the driven gear, the teeth profile 

has a straighter form which causes the growth of the gear 

root that reduces the amount of stress on the teeth surface. 

 

The comparison of the original gear and chamfer and tool 

profile modification tip relief can be seen in the following 

figure (Figure 12.). 

 

 
Figure 12. Development of surface contact stress 

as a function of tip relief  
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DISCUSSION 

 

The profiles of the tip reliefs examined in our study are 

partially accurate because of the CAD program. In some 

cases, a few hundredths of a millimeter difference 

occurred between the gear profiles' exact positions. The 

tip relief's spline profile could have been better refined 

during the analyses, which caused a minimal amount of 

difference between them. Our examinations would be 

more precise with further refining of the modification of 

the tip edge in the simulation program.  The amount of 

time required to run a simulation could be reduced by 

making submodels that have fewer calculations because 

of the fewer mesh points. In this study, only connections 

without backlash were analysed, but it would be 

recommended to analyze the effect of the gear pair 

backlash on the stress formation. Thus the stiffness-

increasing effect of the heat treatment process and 

different backlash types should be taken into account. 

 

Due to the short time available for research, only the base 

problems could be studied. In the future, we would like 

to continue our research in this field to take a deeper look 

at the gear optimization possibilities. 
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ABSTRACT 

Research significance: In the clinical practice, surgeons 

sometimes must deal with extended bone defects. 

Among others, bone grafts are used for filling the large 

absence. 

After implantation, the structure of the graft can change, 

and the graft's load-bearing effect can be significant. 

This leads to the idea, that during the design of an 

implant this effect should be taken into account in the 

finite element simulations. 

In this paper, the authors show the implementation of 

the bone graft adaptation. 

Methodology: This programming task was done by 

using Python, Tcl and the HyperMesh interface. The 

bone remodeling algorithm and the related parameters 

were from the literature research. The results are shown 

with a finite element model prepared for the Optistruct 

solver, where the geometry models were based on a 

patient's CT data. 

Results: Viewing the bone graft's elemental apparent 

density, the most loaded areas could be detected. 

Conclusion: The model can predict qualitatively the 

bone graft's change, which can provide additional 

information for the implant design. Further analyses are 

required to investigate the sensitivity of the results. 

INTRODUCTION 

Clinical Overview 

Total hip replacement is an effective way in the treating 

of osteoarthritis. However, after 10-20 years, a revision 

surgery has to be made, where the damaged prosthesis 

elements have to be changed. 

In some cases the problem is not with the prosthesis, but 

the patient's bone. Due to some kind of infection or the 

stress-shielding effect, significant bone degradation can 

be observed (Figure 1). (Paprosky et al. 1994) 

Figure 1. Comparison of healthy acetabulum and large 

acetabulum defect (Dóczi et al. 2020) 

Another example is the tumorous mandible resections, 

where a large part of the mandible have to be replaced. 

(Chi Wu et al. 2020) 

When the surgeons have to deal with these kind of large 

bone defects, it is a plausible way using void fillers, 

which can turn later into living bone tissue. (Sződy et al. 

2018), (Ahmad and Schwarzkopf 2015) 

It is evident, that in these situations the fixation system 

can not be so rigid that leads to bone degradation again. 

However, when the implant is not so stiff, it is usually a 

weaker construction as well, which can not withstand 

large forces. This is a trade-off problem. 

There is another aspect, which should be considered. If 

the flexible implant can induce positive bone graft 

adaptation, it means, that the graft load-bearing effect 

can be significant later, the overall system can withstand 

the external forces more easily. 

The authors had a different publication (Dóczi et al. 

2020) where a simple cantilever beam model and an 

open-source solver were used to show this algorithm's 

qualitatively correct behavior. However, in this 

problem, more complex models required commercial 

software, which led to further improvements and 

changes in the process. These will be discussed in this 

paper. 
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Bone Graft Remodeling 

Bones and bone grafts can adapt to the loading 

environment. 

There are models, which can describe this phenomenon. 

One of these claims, that the bone adaptation is related 

to the strain energy density (SED). 

If the given volume part's SED value is divided by the 

part's density, a so-called stimulus can be obtained. (Chi 

Wu et al. 2020), (Sue 2016) 

The bone's growth response (the density increment for 

the next step) for this stimulus can be separated into 

multiple zones, as shown in Figure 2. 

 

 
 

Figure 2. The Bone Graft Remodeling Model 

 

If the mechanical stimulus is low, the bone's apparent 

density will be decreased, this is the bone degradation. 

This can happen for large overloads as well. There is a 

so-called "lazy-zone," a stimulus range, where changes 

can not be observed in the bone's apparent density. If 

the stimulus is higher than that, the bone's apparent 

density is increasing, which means the bone grafts 

become stiff. 

This response is only a model for a pseudo load, which 

represents a recurring load for a given time period 

(week, month etc.). The slope of the function has effect 

of this (pseudo) time. If the slope is too high, this can 

lead to poor results, and if the slope is too low, the 

number of the required simulations to show the trends 

are increasing. 

The elastic modulus is the relevant material property for 

the FE calculations. This can be calculated from an 

equation by the literature research using the density as 

shown in Equation (1). E is the elastic modulus, ρ is the 

density, b and c are constants from the literature. 

(Helgason et al. 2008) 

 

                       E = b∙ρc          (1) 

 

DATA AND METHOD 

Software Environments 

Altair HyperMesh is a powerful software for the 

preprocessing of FE models. Using Tcl, the user can 

write useful macros for automating tasks. Due to 

multiple user interfaces, models can be built even for 

Abaqus, ANSYS etc., solvers. 

One of the in-built solvers is the Optistruct, which can 

be used for FE analysis and optimization as well. The 

FE input file can be modified as a text file, which can 

lead to profound customization possibilities. The input 

files can be separated into different parts, which is 

helpful during the overwriting because it is not 

necessary to read and rewrite the entire file. 

FE results can be exported as text files as well. 

Python is the most popular open-source programing 

language. Due to the communal improvements, many 

modules are available. For example, NumPy can be 

used for manipulating large multidimensional arrays, 

which is ideal for rewriting FE data. 

For the post-processing of the results, pyNastran was 

utilized. 

 

Implementation of the Graft Remodeling Algorithm 

A flowchart can be seen in Figure 3 where the overall 

implementation is presented. 

 

 
 

Figure 3. The Flowchart of the Implementation 
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The workflow is the following. The FE model should be 

prepared in HyperMesh as usual. A set for the elements 

of the graft with ID 1 must be created. 

For the material assignment, the graft's potential elastic 

modulus range should be discretized to a large number 

of ranges; in other words a lot of material data and 

properties have to enter. Obviously, this should be done 

by a Tcl script. 

After the material assignment, the input file must be 

saved. 

The structure of the saved OptiStruct input file is the 

following. First, the coordinates of the nodes can be 

seen. After that, the sets and the elements are presented. 

The property ID of an element, which consist the 

element's material data as well is written after the ID of 

the element. This number have to be changed during the 

remodeling process. 

In order to make fast changes in the input file, it should 

be split into parts. The graft data can be separated in 

another text file with a python script due to the 

aforementioned set definition. 

The required FE results are the strain energy densities of 

the graft elements. These can be exported to a Nastran 

".pch" file, which is easily readable. 

The graft remodeling script can calculate the stimulus 

array from the FE result file and the growth increments 

of the density for every graft element. 

In the next step, the separated input file of the graft 

elements is rewritten so the elements have new density 

and elastic modulus value. The input file is solvable 

again to the pre-defined calculation steps. 

The end-results are the graft elements and their density-

elastic modulus distribution. For the effective 

visualization of these plots, a freely available program, 

pyNastran is used. 

 

Finite Element Model 

In this paper, the implementation of the algorithm is the 

main focus, and the authors investigate the benefits and 

the disadvantages of the discussed modeling process. 

In order to get detailed observations, a pelvis model 

with a large acetabular defect was used. The geometry 

model was from a patient's CT data. After the 

segmentation and the CAD work, a hemipelvis model 

was generated. 

The surgeon prescribed the center of the acetabular 

cage. (Sződy et al. 2018) The graft's geometry model 

was mainly in the direction of the maximum amplitude 

force vector from the gait cycle. This is the most 

common loading of the implant and the graft. 

(Bergmann et al. 2001) 

The geometry models can be seen in Figure 4. 

The FE preprocessing was done in the HyperMesh 

preprocessing software. HyperMesh. The hemipelvis 

and the graft were meshed with 10 node tetrahedral 

elements. Near the acetabular defect, a homogenous 

bone model was used. In the healthy areas of the pelvis, 

the material model was separated into a spongiosus and 

cortical parts. The cortical parts were represented as 6-

node triangular shell elements with a 1 mm thickness. 

(Plessers and Mau 2016) 

 

 
 

Figure 4. The Parts of the Geometry Model 

 

The acetabular cage has steel properties and it is 

modeled using 6-node triangular shell elements as well, 

but with 1.5 mm thickness. 

Information about the FE mesh can be seen in Table 1. 

 

Table 1: The Data of the FE Mesh 

 

Number of nodes 210 296 

Number of elements 151 139 

Number of 10 node tetra elements 140 470 

Number of 6 node trias 10669 

 

All of the materials had homogenous, linear elastic, and 

isotropic properties. 

The material properties can be seen in Table 2. The 

bone's material properties are from the literature 

research. (Anderson et al. 2005), (Ravera et al. 2016) 

 

Table 2: Elastic Material Properties 

 

 Young's 

modulus [MPa] 

Poisson's 

ratio [-] 

Steel (AISI 316L) 192000 0.3 

Cortical bone 17000 0.3 

Trabecular bone 100 0.3 

Homogenous bone 7000 0.3 

 

In order to investigate the trends, a simplified model 

was used with bonded connections everywhere. 

The modeled acetabular cage has no flange, so it can not 

connect to the pelvis. After the initial graft density 

definition, the load was a prescribed displacement by 

the authors' choice (-0.1 mm; 0.1mm; 0.5mm in the X, 

Y, Z directions, respectively), at the center of the 

acetabular cage, transferred with rigid bars. In this 

simulation, the reaction forces were calculated, the 

graft's initial density was the minimum density, 382 

kg/m3. The resultant reaction force will be used as a 

pseudo load, for the graft remodeling calculations. The 

authors think this approach can be used for eliminating 

the effect of other irrelevant contacts and the graft's 

changes can be separately viewed, because from the 

perspective of the bone graft, just the connecting parts 

are important. 
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Fix boundary conditions were used at the sacroiliac joint 

and the pubic symphysis, according to the literature 

research. (Plessers and Mau 2016) 

The resultant force vector's components and the overall 

FE model with the boundary conditions can be seen in 

Figure 5. 

 

 
 

Figure 5. The Finite Element Model 

 

Parameters of the Graft Remodeling Algorithm 

The parameters used for the graft remodeling algorithm 

can be seen in Table 3. The presented graft remodeling 

parameters only have demonstration goals. Further 

investigations required to define these numbers. 

 

Table 3: Parameters for the graft remodeling algorithm 

 

 Value Dimension 

Density coefficient (b) 1,8 m2/s2 

Density exponent (c) 3 - 

“Lazy zone” lower 0,05 m2/s2 

“Lazy zone” upper 0,1 m2/s2 

Min density 382 kg/m3 

Max density 2322 kg/m3 

Slope 10 kg∙s2/m5 

 

The bone graft resorption due to possible overload was 

not examined. 

Another value was defined, which name was apparent 

mass. It is the summarized value of graft element's 

volumes (Vi) multiplied by their densities (ρi). It 

represents the evolving new bone structure 

quantitatively, and further comparisons can be made 

with it. The equation can be seen in Equation (2), where 

'i' is the index of a graft element. 

 

                      mapp =Σρi∙Vi         (2) 

 

Different simulations were made to investigate the 

effect of the graft's initial density, which means 

different initial elastic modulus as well. The graft’s 

initial densities were 382 kg/m3; 500 kg/m3, and 618 

kg/m3, respectively. 

The number of calculation steps was set to 20. 

 

RESULTS 

The new density distribution of the graft can be seen in 

Figure 6. In this model, the graft's initial density was 

618 kg/m3. 

 

 
 

Figure 6. The Density Distribution of the Graft 

 

Using Equation (2), and the apparent mass approach, the 

different models can be compared. In Figure 7, it can be 

seen the changing of the apparent mass during 

calculation steps, with different initial graft's densities. 

 

 
 

Figure 7. Changing of the Apparent Mass During 

Calculation Steps 
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DISCUSSION 

The implementation of the graft remodeling algorithm 

into the HyperMesh-Optistruct interface was successful. 

The results in Figure 6 shows that the most loaded areas 

of the graft, where the elements have the largest density 

value. These are the areas where shear strain occurs. 

Further investigations are required to analyze this 

phenomenon; the authors want to implement the 

overload-degradation effect into the model, which 

possible eliminates these results. The other important 

aspect is the other loaded area on the back of the graft, 

in the force vector's direction, which is a qualitatively 

correct result. With the use of second-order elements, 

the checkerboard problem is not revealed. (Bendsoe 

2003), (Rahman et al. 2013) 

The results in Figure 7 shows that bigger initial density 

means a bigger apparent mass. At first glance, it is 

evident, but it can be seen that the difference between 

the apparent masses becomes a constant value as the 

number of the calculation steps is increasing. This 

information can be used for further implant 

development because it suggests that the same implant 

design can produce the same apparent mass growth after 

a given time, regardless of the graft's initial density and 

elastic modulus in the investigated range. 

Further sensitivity analyses have to be done. Including 

the effect of the slope of the algorithm, the boundary 

values of the "lazy-zone", and the effect of the overload 

and the X,Y,Z values of the prescribed displacement. 

The authors want a validation for the model, so actual 

X-ray images or CT data will be investigated. 

It is obvious, that there are many parameters that have 

effects on the results. However, implant development's 

main task is to find the trends, which have a significant 

impact on the design. 

 

ACKNOWLEDGMENT 

The research reported in this paper and carried out at 

BME has been supported by the NRDI Fund (TKP2020 

NC, Grant No. BME-NCS) based on the charter of 

bolster issued by the NRDI Office under the auspices of 

the Ministry for Innovation and Technology. 

 

REFERENCES 

Ahmad, A. and Schwarzkopf, R. 2015. "Clinical evaluation 

and surgical options in acetabular reconstruction: A 

literature review." Journal of Orthopaedics 12 (2): S238-

S243 

Anderson, A. et al. 2005. "Subject-Specific Finite Element 

Model of the Pelvis: Development, Validation and 

Sensitivity Studies." Journal of Biomechanical 

Engineering 27 (3): 364-373 

Bendsoe, M. 2003. "Aspects of topology optimization and 

bone remodeling schemes." 

http://biopt.ippt.gov.pl/Minipapers/Bendsoe.pdf 

2020.10.15. 15:56 

 

 

Bergmann, G. et al. 2001. "Hip contact forces and gait patterns 

from routine activities." Journal of Biomechanics 34 (7): 

859-891Chi Wu et al. 2020. "Time-dependent topology 

optimization of bone plates considering bone remodeling."  

Chi Wu et al. 2020. "Time-dependent topology optimization 

of bone plates considering bone remodeling." Computer 

Methods in Applied Mechanics and Engineering. 359: 

112702 

Dóczi, M., Sződy, R., Zwierczyk, P. 2020. "Finite element 

modeling of the changing of bone grafts using 

HyperMesh-Calculix interface." GÉP LXXIV: 15-18 

Helgason, B. et al. (2008): "Mathematical relationships 

between bone density and mechanical properties: A 

literature review". Clinical Biomechanics 23 (2): 135-146 

Paprosky, W.,  Perona, P. and Lawrence, J.1994. "Acetabular 

defect classification and surgical reconstruction in revision 

arthroplasty: A 6-year follow-up evaluation." The Journal 

of Arthroplasty 9 (1): 33-44 

Plessers, K. and Mau, H. 2016. "Stress Analysis of a Burch-

Schneider Cage in an Acetabular Bone Defect: A Case 

Study." Reconstructive review. 6 (1): 37-42 

Rahman, K. et al. 2013. "Structural topology optimization 

method based on bone remodeling." Applied Mechanics 

and Materials 432-426: 1813-1818 

Ravera, E. et al. 2015. "Combined finite element and 

musculoskeletal models for analysis of pelvis throughout 

the gait cycle." Conference: 1st Pan-American Congress 

on Computational Mechanics and XI Argentine Congress 

on Computational Mechanics 

Sue, A. 2016. Bone remodeling. 

http://web.aeromech.usyd.edu.au/AMME5981/Course_Do

cuments/files/Lecture%208%20-

%20Bone%20Remodelling.pdf 

2021.03.17. 12:10 

Sződy, R. et al. 2017. (in hungarian) “Csípőprotézis 

revízióikor alkalmazott „custom made” vápakosár 

tervezése és készítése, három esetben alkalmazott eljárás.” 

In 7. Hungarian Conference of Biomechanics (Szeged, 

HU, okt 6-7) Biomechanica Hungarica 10(2): 20 

 

AUTHOR BIOGRAPHIES 

MARTIN O. DÓCZI is a Ph.D. student at the Budapest 

University of Technology and Economics Department of 

Machine and Product Design, where he studied mechanical 

engineering and obtained his degree in 2019. His research area 

is numerical biomechanics and implant development. His e-

mail address is: doczi.martin@gt3.bme.hu and his web-page 

can be found at http://www.gt3.bme.hu. 

 
RÓBERT SZŐDY is a orthopeadic and traumatology 

physician. He got his degree at the Semmelweis University in 

1995. He made a traumatology professional examination in 

2000 and an orthopeadics professional examination in 2005. 

He works as a surgeon at Péterfy Hospital and Manninger 

Jenő National Institute of Traumatology. His e-mail address is: 

robert.szody@gmail.com. 

 
PÉTER T. ZWIERCZYK is an assistant professor at 

Budapest University of Technology and Economics 

Department of Machine and Product Design where he 

received his M.Sc. degree and then completed his Ph.D. in 

mechanical engineering. His main research field is the railway 

wheel-rail connection. He is a member of the finite element 

modelling (FEM) research group. His e-mail address is: 

z.peter@gt3.bme.hu and his web-page can be found at: 

http://gt3.bme.hu 

156

http://www.sciencedirect.com/science/journal/0972978X
https://www.sciencedirect.com/science/journal/00457825
https://www.sciencedirect.com/science/journal/00457825
http://www.sciencedirect.com/science/article/pii/088354039490135X#!
http://www.sciencedirect.com/science/article/pii/088354039490135X#!
http://www.sciencedirect.com/science/article/pii/088354039490135X#!
http://web.aeromech.usyd.edu.au/AMME5981/Course_Documents/files/Lecture%208%20-%20Bone%20Remodelling.pdf
http://web.aeromech.usyd.edu.au/AMME5981/Course_Documents/files/Lecture%208%20-%20Bone%20Remodelling.pdf
http://web.aeromech.usyd.edu.au/AMME5981/Course_Documents/files/Lecture%208%20-%20Bone%20Remodelling.pdf
mailto:z.peter@gt3.bme.hu


 
 
 
 
 

Simulation 
and 

Optimization 

157



 

158



Real-time digital twin of research vessel
for remote monitoring

Pierre Major, Guoyuan Li, Houxiang Zhang, Hans Petter Hildre
NTNU Ålesund
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ABSTRACT

Real-time digital twins of ships in operation find
many applications such as predictive maintenance,
climbing the ladders of ship autonomy, and offshore
operational excellence. The literature describes a fo-
cus on digital twinning of individual equipment such
as navigation, propulsion, engine and power system, or
crane. Yet, digital twinning and virtual prototyping
for offshore operations are in their infancy and the on-
board digitisation hardware and the telecommunication
infrastructure are becoming accessible and affordable.
Previous work has failed to address the need for build-
ing a holistic model and thus contextualising the equip-
ment with the state of the whole vessel. A prototype of
an online digital twin of a research vessel is proposed,
its architecture described and its suitability for virtual
prototyping demonstrated in a remote control centre.
The study shows a viable proof of concept for remote
monitoring and crew assistance in nominal and contin-
gency response for offshore crane operations.

INTRODUCTION

Offshore operations in wind blown areas such as wind
mill parks often involve a lot of downtime for offshore
service companies, which have to wait up to 8 weeks
at quay to have a proper weather window for installa-
tion. The saying is ”99 % boredom, 1 % action”. To
increase the asset utilisation, offshore crews have to op-
timize installation, maintenance, and decommissioning
procedures, test the limits of the system, and design
contingency plans. As it is too expensive to be per-
formed with the real assets, the state-of-art is to create
digital twins of the system: {ship + equipment + ma-
chinery + payload} and use them to simulate the opera-
tions in their socio-technical context with hardware-in-
the-loop (HIL) and humans-in-the-Loop (HITL), Ma-
jor et al. [2020]. Digital twins of offshore systems inte-
grate thus physical models of various domains such as
the ship’s hydrostatics and hydrodynamics, power man-
agement systems (PMS), propulsion, ballasting system,
dynamic-positioning (DP) system, and machinery such
as offshore cranes and winches. Furthermore, the oper-
ational procedures to be designed often involve chains,

wires, cables, risers and umbilicals. This increases the
complexity of the simulation. There is thus a need
for integration of multi-domain physics with interaction
between rigid bodies and wire-like entities on one side
and hydro- and aerodynamics on the other side. Fi-
nally, to be useful for hardware integration and human
training and design, the performance of the simulation
should be real-time or faster, without impairing its fi-
delity. To respond to these stringent requirements, a
modular approach is needed.

As autonomy is gradually becoming a reality for
cargo, ferries, and passenger ships, a system of re-
mote monitoring centers will be necessary to watch the
remote systems’ trajectory, health, and overall func-
tioning. Such an infrastructure is already common in
the aerospace industry, with earth crew monitoring the
health and activities of space-borne systems 24/7 from
launch to decommissioning. Much like air traffic con-
trol, vessel traffic service (VTS) centres are a network
of onshore based centres monitoring the traffic near the
coasts and in vicinity of offshore platforms. The ser-
vice relies on voice communication and mainly on auto-
matic identification service (IAS) to transmit informa-
tion mainly limited to navigation and draught and ex-
cluding the health of the waterborne systems and their
sub-systems. Many research projects are thus tackling
the task of building monitoring systems of the remote
systems: power, propulsion, ballast, etc. Such an ap-
proach allows for predictive maintenance, incident and
fault prevention, better fuel consumption through bet-
ter route planning and less port congestion, and safer
offshore operations in an industry where between 75%
and 96% of maritime incidents are related to human
error All [2019].

This study goes a step further by creating the digital
twin of a research vessel, integrating its crane system
and transmitting the whole state of the ship via a 4G
communication line to an onshore simulator and re-
mote control centre (SRCC). The whole scene is then
reconstructed, visualised with a truthful digital twin of
the {ship+crane} system, together with a simulation of
the system for navigational purposes and a simulation
of the crane system.

This paper is organized as follows. Related works are
first presented, after which the framework and infras-
tructure is introduced. The results of a live demonstra-
tion are then presented. Finally concluding remarks
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Fig. 1: Digital twin and remote control centre concept, with illustration of cases

and future work are presented.

RELATED WORK

Digital twins are mostly used during at design-time
for virutal prototyping. To mention just a few recent
publications: Nikolopoulos and Boulougouris [2020]
present ship design using an holistic digital twin, Per-
abo et al. [2020] take profit of the functional mockup
interface (FMI) for co-simulation to design and build a
testable virtual prototype of a ship with its propulsion
system. Likewise Chu et al. [2015] introduces a design
system for cranes using FMI. Digital twins find also
applications during the operative phase for repeatable
operations: Listou Ellefsen et al. [2020] presents an on-
line onboard and onshore fault-prediction and remain-
ing useful life estimation system, Green [2016] show-
cases an onboard fault prediction maintenance system,
finally Coraddu et al. [2019] illustrate the use of data-
driven methods for bio-fouling detection and fuel effi-
ciency. Furthermore, Li et al. [2016] present an Agx-
based virtual prototyping framework for offshore op-
erations. But in this study, we address unique and
non-repeatable operations based on the digital twin of
an offshore system. A first of its kind offshore oper-
ation was monitored from an onshore remote control
center in real-time operation-time via a satellite link,
as reported by Time and Torpe [2016]. Underwater
Remotely Operated Vehicles (ROVs) operations can
not only be performed from the offshore system but
also from onshore remote operation centers for ROVs
[Oceaneering]. This is case, only the ROV systems are
monitored and remotely controlled and not the entire
{ship+crane+ROV launcher+ROV} system. Finally,

to measure the surrounding state of the ship, Hal-
stensen et al. [2020] illustrates the use of radar-based
short term wave prediction for an onboard decision sup-
port system using a digital twin of a crane and ship,
but without onshore control centre and analysis of sce-
narios. In this paper we propose a remotely monitored
digital twin of the ship and crane systems and illustrate
its benefits for advanced offshore operations.

CONCEPT AND ARCHITECTURE

Fig. 2: Crane and Ship Control SRCC

The stretched dome depicted in Figure 2 is one
of the SRCCs of NTNU Ålesund research laboratory.
Equipped with one crane control chair for commanding
a crane with crane joysticks (right on the picture) and
one control chair (left on the picture) for controlling the
propellers of the ship with maritime lever, it can per-
form virtual prototyping and remote monitoring of off-
shore operations, as depicted in Figure 3, where the ex-
perimental setup is composed of a sailing ship (left) and
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the SRCC (right). The ship’s systems are monitored by
two onboard management systems, one for navigation
information (OLEX server) and for the crane system
(MQTT broker). The navigation server gathers data
from sensors via signals following the MMEA protocol,
which is a text-based low rate protocol, at the rate of
1Hz. The sensed data include global positioning system
(GPS), wind speed and direction, and motion reference
unit (MRU). The state of the OLEX Server is cloned
to an onshore mirror (OLEX Mirror), via a 4G con-
nection and the NMEA signals are interpreted by the
OSC Simulator. The simulator can thus reconstruct
the current state of the ship’s position, orientation and
their first and second derivatives (speed and accelera-
tion). A textured and detailed digital elevation model
(DEM) of the environment with bathymetry, topogra-
phy, and built infrastructure is used to contextualise
the operation near the shores. The digital twin can
thus be placed in the virtual world with the correc-
tion position (latitude and longitude) and orientation
(roll, pitch, and yaw). Furthermore more, the Nav-
igational Screen (Nav Screen) displays contextualized
information such as sea-bottom depth and AIS-based
surrounding ship traffic information, and provides even
more contextualized remote monitoring information.

Fig. 3: System Infrastructure

Fig. 4: Palfinger Crane In Simulator

The state of the offshore crane is replicated onshore
in a similar fashion via another system and following
the Modbus protocol through an MQTT infrastructure
mirrored over 4G. The OSC simulator polls the state
of the crane at regular intervals (1Hz) and reconstructs
the crane in the virtual world based on the slew angle of
the crane relative to the ship, the angles of the booms
and the extension of the boom tip (in meters), as shown
in Figure 4. Figure 1 schematizes the concept: the vir-
tual environment, ship, and crane mirror the real world
systems and allows different scenarios. To fully take
profit of the simulator centre and simulation engine, it
is possible to decouple the visualized models from their

real data streams and simulated their behaviours based
on physics engines and user control command. Case 2
of Figure 1 illustrates such a case where the position of
the virtual crane relative to the ship mirrors the real
crane, but the ship responds to harsher environmental
conditions (waves, wind, and current), as waves are de-
picted in red and the ship thrusters are controlled by
joysticks (in green). Another possibility is to mirror en-
vironment and ship, but control the crane via joystick,
as shown in case 3 of Figure 1, with the virtual crane
pedestal following the ship movement via mathematical
constraints.

The software architecture of the simulation engine
(OSC Simulator) is schematized in Figure 5, the data
from the real sources or from the mathematical models
are fed into an abstraction layer which allows various
feeds, with various frequencies and spacial resolutions
to be combined into one coherent simulation. Table I
summarizes the data source for each case. In case 1 of
Figure 1, the visualised data mirrors the offshore ship
and crane. In case 2 of Figure 1, the onshore personnel
controls the wave height and direction, and the virtual
ship behaviour is controlled by a ship engine called Fh-
Sim and the handles control the ship’s propellers. Fi-
nally, in case 3 of Figure 1 the virtual crane is com-
manded by onshore personnel via crane chair joystick,
with the behaviour computed in the physics simulator
AgX and the virtual ship truthfully follows the offshore
ship.

TABLE I: Case data or physical model source

Crane Ship Environment
Case 1 Real Data Real Data Real Data
Case 2 Real Data FhSim Instructor
Case 3 AgX Model Real Data Real Data

RESULTS

The experiment was performed November 24th 2020,
when the RV Gunnerus was stationed in Trondheim
Norway and chartered by the Ocean Space Department
of NTNU. Figure 7 shows images from case 1: 7 A, is a
snapshot of the simulation, 7 B is a live-feed from phone
camera, and 7 C is a picture taken in the dome during
the experiment, with one of the developers inspecting
the crane behaviour and the viewpoint of the simula-
tion taken from a ”free-flight” view. If the live-feed
was sometimes faster, it experiences more jitter than
the digital twin. This seems paradoxical since, as de-
scribed in the previous section, the data stream for the
digital twin goes through more nodes than the video
stream (phone to phone) incurring inevitable latency,
but the bandwidth usage on the 4G system of the dig-
itized state has a much lower footprint than the video
stream. As a matter of fact, parallel channels of a few
kbit/s (NMEA and Modbus messages) are used for the
digital twin, while the video feed require 100kbit/s to a
few Mbit/s on a single channel. Furthermore, once they
have reached the onshore simulator centre, the states
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Fig. 5: Architecture and Models for the cases

of the ship and crane are filtered in time and space (via
physical constraints in Agx) to smooth the visuals. If
the few seconds latency are inevitable, the quality of
the digital twin visualisation is comparable to the qual-
ity of the video feed: it is hard to distinguish the real
from the virtual in Figure 7. Furthermore, bandwidth
efficiency is an advantage when using satellite links.

Figure 8 shows a map with the scatter plot of the
position of the Gunnerus vessel during operations, the
color levels correspond to different outer boom exten-
sion ranges. The green color denotes the crane in
standby, the blue color indicates that outer boom is
extended until 10m (mid range) and the red dot corre-
sponds to the peak when crane boom reached its max-
imum extension 14.8m as show in Figure 6 at 8:00 and
9:00. The ship and crane were both in activity between
10 and 12 (blue line).

The system presented finds many applications. Fig-
ure 9 illustrates difference between case 1 and case 3.
In case 3, it is possible to run the crane independently
and add overlays marking the safe weigh limits. One
can see the boom crane of the green ship is higher than
the mirror ship. Virtual prototyping applications such
as just-in-time operation preparation, tool-box-talk, al-

Fig. 6: Experimental data received in real-time

Fig. 7: A) Digital twin viewed from instructor panel,
B) Visualisation the a stretched dome of the NTNU
Ocean Space Lab, C) Live-feed from the ship during
operation

ternative operational path, and contingency procedures
can thus be tested by senior onshore personnel and
communicated to the offshore crew. One senior officer
could thus stay onshore and be in charge of multiple
ships in service. This is both a productivity boost for
the service company and an improvement of work life
balance of the officer, since she does not have to work
many weeks offshore.

As depicted in Figure 10, for case 2 the sea is rougher
with higher waves than in the real and mirror case.
This allows onshore personnel to test the limits of the
equipment and operation and determine the remaining
safety margins if the weather was getting worse. This
also allows to visualise the effects of performing the
operation outside the safety zone such as reaching the
safe working load on the crane due to splash zone ef-
fect where the immersed crane load in the wave zone is
experienced to be much heavier than it own weight due
to unfavourable hydrodynamic pressure and rolling of
the ship.

CONCLUSIONS

A concept of simulation and remote control centre
(SRCC) of {ship + crane } system was demonstrated
in three different cases, the experimental setup and ar-
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Fig. 8: Geolocalised scatter plot showing crane boom
extension during operation. Map credit: Open Street
Map

Fig. 9: Mirror digital twin (left), Case 3 (right) with
overlayed SWL

chitecture were presented and the results illustrated in
form of various visualisations. The main potential ap-
plications of such a system are remote monitoring and
virtual prototyping aided by augmented reality. The
potential can also be further developed by integrating
more onboard systems such as propulsion, PMS, and
alarm systems.
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ABSTRACT 

The study of the growth kinetics of lactobacilli with 

pronounced probiotic properties in their batch cultivation 

is essential. Various models based on the logistic curve 

model, containing parameters showing the influence of 

the accumulating lactic acid on the biosynthesis of the 

product, as well as parameters showing the sensitivity of 

the cells to lactic acid were used to model the growth 

kinetics in the present work. The rate constant of 

adaptation of the studied strains to the used nutrient 

medium and the induction period were also determined. 

The kinetics of lactic acid synthesis was determined 

according to the Weibull model. 

INTRODUCTION 

The bacteria most commonly included as components of 

probiotic preparations are lactic acid bacteria 

(Lactobacillus sp., Enterococcus sp., Pediococcus sp., 

Streptococcus sp., Lactococcus sp., Leuconostoc sp.) and 

bifidobacteria. They are also used in the production of 

probiotic foods (Gibson, 2004), with the largest share 

being that of the lactobacilli. 

Not all species of lactobacilli, as well as not all strains of 

the same species can be included in the composition of 

probiotics, but only those that have certain properties 

(Saarela et al., 2002): to be part of the natural microflora 

in humans and animals; to be able to adhere and colonize 

the intestinal mucosa to compete with enteropathogenic 

bacteria for adhesion sites and nutrients; to survive and 

maintain their activity in the conditions of the 

gastrointestinal tract; to be able to reproduce in the 

gastrointestinal tract; to have high antimicrobial activity 

in order to suppress and expel pathogenic and toxigenic 

microorganisms from the biological niche; to allow 

industrial cultivation - to maintain their activity during 

production and storage; to modulate the immune 

response and to be safe for clinical and nutritional use. 

Lactobacillus plantarum is a flexible and versatile 

species of lactic acid bacteria, which is often found in 

many probiotic, functional and fermented foods and 

beverages (cheeses, fermented milk, pasta, sausages and 

various vegetable juices) or is used as a probiotic 

(Gobbetti et . al., 1994a; Gobbetti et al., 1994b; Corsetti 

and Gobbetti, 2002; Guidone et al., 2014). This is due to 

its flexible metabolism, its ability to adapt to different 

environmental conditions and the wide range of 

antimicrobial activity it possesses (Di Cagno et al., 

2009).  

Along with its antimicrobial activity, the active cells of 

L. plantarum 13M5 have the ability to destroy the

mycotoxin patulin at a concentration of 5 mg/dm3 as a

result of the synthesis of a bacteriocin called plantaricin

(Todorov et al., 1999; Wei et al., 2020). Lactobacillus

plantarum YJ7 shows antihyperglycemic potential and

reduces insulin resistance, so it can be used in the

composition of drugs targeted at people suffering from

diabetes (Zhong et al., 2020). In experimental animals,

Lactobacillus plantarum strains, and in particular

Lactobacillus plantarum LP33, have been shown to

reduce liver damage due to lead intoxication (Hu et al.,

2020).

The main metabolite of lactic acid fermentation is lactic

acid. It is known that its increasing concentration during

fermentation has an inhibitory effect on the growth of the

microbial population. The sensitivity to the accumulating

lactic acid is strain-specific (Bouguettoucha et al., 2011;

Gordeev et al., 2017). The selected mathematical models

contain parameters characterizing the influence of lactic

acid on lactobacilli. It is also important to determine both

the induction period - the time from the lag phase, during

which the cells begin to synthesize the necessary cellular

structures and enzymes and to move from unadapted to

adapted state to the composition of the medium and

culture conditions, and the rate constant of adaptation

(Warfolomeev and Gurevich, 1999). One of the

important conditions for comparing the kinetic

characteristics of the models is the initial conditions -

inoculum and acidity of the medium – to be the same.

Since this is difficult to achieve, it is necessary to

measure the data of the biomass and the titratable acidity

in the models (Tishin and Fedorov, 2016; Tishin and

Golovinskaya, 2015). As a result of the above-mentioned

features, the following mathematical models were chosen

to model the kinetics of growth and acid formation:

𝑑𝑋𝑏

𝑑𝜏
= 𝜇𝑚𝑎𝑥  1 −

𝑃𝑏

𝑃𝑏𝑚
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𝑘0
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(4) 

𝐾Т = 𝑎 − 𝑏𝑒− 𝑞𝑝 𝜏
𝛿

(5) 

where: µmax - maximum specific growth rate, h-1; Xb, Pb, 

Xbm and Pbm are the biomass, the lactic acid amount, the 

final concentration of the biomass and the lactic acid, 

respectively, in dimensionless form; M - current 
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biomass concentration, cfu/cm3; N0 - initial biomass 

concentration, cfu/cm3; τа - induction period, h; k0 - rate 

constant of cell adaptation to the medium and culturing 

conditions, h-1; c - a parameter taking into account the 

inhibitory effect of the accumulating product (lactic 

acid) on the cell growth; n and n1 - coefficients taking 

into account the influence of lactic acid on the cells, 

respectively showing the resistance (sensitivity) of the 

cells to the increasing concentration of the product; q - 

coefficient showing the inhibitory effect of the product, 

lactic acid, on its own synthesis; KT - titratable acidity in 

dimensionless form; a - maximum value of the titratable 

acidity in dimensionless form; b - coefficient equal to 

the difference between the maximum and initial 

titratable acidity in dimensionless form; qP - specific rate 

of acid formation, h-1; δ - an indicator determining the 

change in the shape of the curve or the change in the rate 

of accumulation of lactic acid over time; τ - cultivation 

time, h. 

The presented models make it possible to determine the 

parameters of the fermentation process analytically. 

Moreover, they allow the assession of the influence of 

cultivation conditions and the accumulation of lactic acid 

on the microbial population. 

The aim of the present work was to study the lactic acid 

fermentation process with selected probiotic 

Lactobacillus plantarum strains by applying modified 

dependences of the logistic curve type and assessing the 

influence of acid formation on the lactic acid 

fermentation process. 

 

MATERIALS AND METHODS 

Microorganisms and cultivation conditions 

The study was conducted with four different strains of 

Lactobacillus plantarum: Lactobacillus plantarum 4/17, 

Lactobacillus plantarum 3, Lactobacillus plantarum 10 

and Lactobacillus plantarum 1/18, isolated from 

spontaneously fermented vegetables. The 4 strains were 

identified by molecular-genetic identification method – 

16S rDNA sequencing – as representatives of the 

Lactobacillus plantarum species (unpublished data). 

Cell cultivation was performed under static conditions in 

flasks using LAPTg10-broth medium. Samples were 

periodically taken to determine the titratable acidity of 

the medium and the number of viable lactobacilli cells.  

Nutrient media  

• LAPTg10-broth; 

• MRS-agar; 

• Saline solution. 

Methods of analysis 

• Determination of titratable acidity (ISO/TS 

11869:2012); 

• Number of viable lactobacilli cells (ISO 7889:2005). 

Identification of the model parameters 

The logistic curve models from 1 to 3 are solved 

numerically using the Runge-Kuta method of the 4th row, 

and the parametric identification in them is performed by 

minimizing the sum of the squares of the difference 

between the experimental data and the data obtained from 

the corresponding model in Microsoft Excel (Choi et al., 

2014). The parametric identification of model 4 and the 

Weibull model was performed using the software Curve 

Expert Professional by nonlinear regression.  

RESULTS AND DISCUSSION  

Table 1 presents the data from the determination of the 

induction period and the rate constant of adaptation, 

determined according to equation 4.  

Table 1: Induction period and rate constant of 

adaptation 

Strain τa, h k0, h-1 

L. plantarum 4/17 0.36 0.256 

L. plantarum 3 0.73 0.253 

L. plantarum 10 0.88 0.227 

L. plantarum 1/18 1.43 0.103 

The strains L. plantarum 4/17 and L. plantarum 3 have a 

significantly shorter induction period (0.36 h and 0.73 h, 

respectively) and higher values of the rate constant of 

adaptation (0.256 h-1 and 0.253 h-1, respectively), 

compared to the other two strains studied (Table 1). The 

longest induction period of 1.43 h and the lowest rate 

constant of adaptation (0.103 h-1) was observed for L. 

plantarum 1/18, while L. plantarum 10 occupied an 

intermediate place with an induction period of 0.88 h and 

a rate constant of adaptation of 0.227 h-1.  

From the studies conducted it can be concluded that L. 

plantarum 4/17 would most quickly adapt to the 

fermentation medium and cultivation conditions, 

followed by L. plantarum 3 and L. plantarum 1/18. This 

shows that the fermentation medium used for these 

strains has an optimal composition and is suitable for 

their growth. The slower adaptation of L. plantarum 10 

compared to other strains may be due to the lack of some 

substrates in the medium, values of the redox potential 

and temperature regime different from the optimal ones 

for the specific strain studied. Another reason for the 

lower values of the rate constant of adaptation and the 

longer induction period is probably the static nature of 

the medium, which is characterized by a lack of surface 

aeration, which for some species of L. plantarum has 

certain stimulating effect, as many strains of this species 

are microaerophiles.  

Table 2A presents the kinetic parameters of the used 

logistic curve models (equation 1 to equation 3). Table 

2B presents the correlation coefficients and errors of the 

models. The comparison of the models with the 

experimental data is presented in Fig. 1 to Fig. 4. As a 

general conclusion, the three models used describe the 

experimental data from the cultivation of the four L. 

plantarum strains with very high accuracy. Similarly, the 

model used to describe the kinetics of lactic acid 

accumulation describes very well the experimental data 

(equation 5). This general conclusion can be explained by 

the fact that, unlike numerical methods for determining 

the kinetic parameters in the analytical solution of 

differential equations, the number of parameters in the 

model is minimized, and the obtained parameters have a 
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clear biological meaning. It is this biological meaning 

that we will demonstrate by interpreting the results for 

the four strains studied. Another reason for increasing the 

accuracy of the models is the dimensionless form of the 

biomass, which reduces the identification error. In this 

way, the influence of dimensionality and the influence of 

random errors in the enumeration of microorganisms 

according to the methodology for determining the 

concentration of viable cells is avoided. 

Table 2A: Kinetic parameters in the different logistic curve models in the cultivation of the Lactobacillus plantarum 

strains 

Strain 

Mathematical model 

Model 1 (eq.1) Model 2 (eq.2) Model 3 (eq.3) 

μm, h-1 c Pm μm, h-1 n Xm μm, h-1 n1 q Pm Xm 

4/17 0.0198 0.346 1.98 0.0210 3.661 2.41 0.0181 3.208 0.117 2.81 2.30 

3 0.0190 0.329 2.48 0.0476 1.703 2.83 0.0383 1.257 0.116 2.78 2.54 

10 0.0220 0.368 2.38 0.0740 1.135 2.16 0.0400 0.980 0.130 2.85 2.45 

1/18 0.0190 0.448 2.83 0.0156 0.857 1.87 0.0470 0.478 0.621 1.91 2.64 

Table 2B: Correlation coefficients and errors 

Strain 

Mathematical model 
Model 1 (eq.1) Model 2 (eq.2) Model 3 (eq.3) 

R2 Error R2 Error R2 Error 

4/17 0.9364 0.078 0.9405 0,078 0.9474 0.074 

3 0.9115 0.174 0.9378 0.160 0.9461 0.159 

10 0.9022 0.135 0.8200 0.155 0.9406 0.159 

1/18 0.8853 0.153 0.9497 0.122 0.9495 0.123 

 

  
a) biomass b) lactic acid 

Figure 1: Biomass and lactic acid accumulation kinetics for Lactobacillus plantarum 4/17 

  
a) biomass b) lactic acid 

Figure 2: Biomass and lactic acid accumulation kinetics for Lactobacillus plantarum 3 
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In all four studied strains the increasing concentration of 

lactic acid would have a less pronounced inhibitory effect 

on the maximum specific growth rate (Table 2). This is 

underlined by the relatively low values of the parameter 

c in model 1. In L. plantarum 4/17, L. plantarum 3 and L. 

plantarum 10 this parameter has comparable values - 

0.346, 0.329 and 0.368, respectively. A higher value of 

the parameter c is observed in L. plantarum 1/18 - 0.448. 

The observed higher value of the parameter can be 

explained by the higher concentration of lactic acid 

accumulated by the strain. This is evidenced by the value 

of the parameter Pm, which is 2.83 and its value is the 

highest one among the Pm values in all the four L. 

plantarum strains studied. The lowest final concentration 

of lactic acid in dimensionless form is observed for L. 

plantarum 4/17 - 1.98, while for L. plantarum 3 and L. 

plantarum 10 it has comparable values - 2.48 and 2.38, 

respectively. According to the data from model 1, L. 

plantarum 10 has the highest maximum specific growth 

rate of 0.0220 h-1. The remaining three strains are 

characterized by lower and commensurable maximum 

specific growth rates, varying in the range from 0.0190 h-

1 to 0.0198 h-1. 

It is interesting to determine the effect of lactic acid on 

the cultivation process. Model 2 in which the parameter 

n is subjected to identification is used to achieve this 

goal. This parameter shows the effect of lactic acid on the 

biomass, or, more precisely, the resistance of the cells to 

the accumulating lactic acid. The data are summarized in 

Table 2.  

  
a) biomass b) lactic acid 

Figure 3: Biomass and lactic acid accumulation kinetics for Lactobacillus plantarum 10 

  
a) biomass b) lactic acid 

Figure 4: Biomass and lactic acid accumulation kinetics for Lactobacillus plantarum 1-18 

The cells of L. plantarum 4/17 (Table 2) show the highest 

sensitivity, respectively the lowest resistance to the 

increasing concentration of lactic acid. For this strain the 

parameter n is 3.661. L. plantarum 1/18 shows the lowest 

sensitivity to the increasing concentration of lactic acid 

(n = 0.857). L. plantarum 3 and L. plantarum 10 have 

intermediate resistance to the metabolic product, with the 

values of n being 1,703 and 1,135, respectively. 

According to model 2, the highest maximum specific 

growth rate was observed for L. plantarum 10 (μm = 

0.0740 h-1), followed by L. plantarum 3 (μm = 0.0470 h-

1). L. plantarum 4/17 and L. plantarum 1/18 have lower 

values of the maximum specific growth rate - μm = 

0.0210 h-1 and μm = 0.0156 h-1, respectively. 

According to the data from model 2, the highest final 

concentration of biomass in dimensionless form is 

achieved by L. plantarum 3 - 2.83. In L. plantarum 4/17 

and L. plantarum 10 the maximum concentration of 

biomass in dimensionless form is 2.41 and 2.16, 

respectively, and in L. plantarum 1/18 it is 1.87. 
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The meaning of parameter n1 in Equation 3 is similar. 

According to this model, L. plantarum 4/17 is again 

characterized by the highest sensitivity to the 

accumulating lactic acid. In this strain n1 is 3.208. The 

next strain in terms of cell sensitivity to the increasing 

concentration of lactic acid is L. plantarum 3, which is 

also characterized by a high value of the parameter n1 

(1.257). However, in L. plantarum 10 model 3 predicted 

a value of the parameter n1 below 1, namely 0.980 (the 

value of the analogous parameter n in model 2 is 1.135). 

This shows that according to model 3, the strain is 

characterized by increased resistance (reduced 

sensitivity) to the increasing concentration of lactic acid. 

The highest resistance to lactic acid is demonstrated by 

L. plantarum 1/18, characterized by the lowest value of 

the parameter n1 (0.478) (Table 2А). 

The comparative assessment of the resistance of different 

Lactobacillus plantarum strains to lactic acid is 

important for the characterization of the strains. In 

general, it can be assumed that strains that have higher 

resistance to lactic acid would also have a higher survival 

rate at low pH in the human gastrointestinal tract. This is 

especially important for the selection of strains, to be 

included in the composition of probiotic preparations, 

because resistance to low pH is one of the most important 

requirements to potentially probiotic strains. 

An important parameter in model 3 is the parameter q. It 

reflects the inhibitory effect of lactic acid on its synthesis 

rate. In L. plantarum 4/17, L. plantarum 3 and L. 

plantarum 10 this parameter has low values - 0.117, 

0.116 and 0.130, respectively (Table 2). This in turn 

shows high intensity of acid formation and a relatively 

weak inhibitory effect of the acid on its synthesis rate.  

In contrast, in L. plantarum 1/18 the value of q is 0.621. 

This means that the increasing acid concentration would 

have stronger inhibitory effect on the lactic acid synthesis 

rate. The high value of q characterizes this strain with 

lower energy of acid formation and therefore the process 

of acid formation would be more moderate, and the least 

amount of lactic acid in dimensionless form is 

accumulated in the medium - 1.91. 

The other three strains are characterized by high values 

of the final concentration of lactic acid in dimensionless 

form – from 2.78 to 2.85. Unlike model 2, here the values 

of the biomass in dimensionless form at the end of the 

fermentation process vary in a relatively small range - 

from 2.30 to 2.64 (Table 2A).  

In order to confirm the assumptions about the acid-

forming ability of the studied strains, the specific rate of 

acid formation qp and the degree of change in the 

intensity of lactic acid accumulation over time in general 

(δ) were calculated. The results of the conducted 

modeling are presented in Table 3 and Table 4 and the 

models for the studied strains are shown in real form. 

The results in Table 3 once again confirm the conclusions 

made about the acid-forming ability of the studied 

strains. According to the Weibull model, L. plantarum 

4/17, L. plantarum 3 and L. plantarum 10 have high 

values of the parameter δ - 2.55, 1.55 and 1.88, 

respectively. This indicates that in these strains the acid-

formation process would proceed with a higher intensity 

over time in general, compared to L. plantarum 1/18. In 

L. plantarum 1/18 δ has a value less than 1, namely 0.99, 

which again confirms that in this strain the acid formation 

would be more moderate in time as a whole, although in 

this strain the Weibull model predicts a slightly higher 

rate of lactic acid synthesis (0.054 h-1) compared to the 

other strains. In the other strains, the specific rate of acid 

formation occupies close values and varies in the range 

from 0.027 h-1 to 0.054 h-1 for the different strains. 

Table 3: Kinetic parameters in the Weibull model in the cultivation of the Lactobacillus plantarum strains 

Strain a b qp, h-1 Δ R2 Error 

4/17 2.42 1.82 0.037 2.55 0.9933 0.20 

3 2.42 1.77 0.041 1.51 0.9803 0.20 

10 2.81 2.04 0.027 1.88 0.9981 0.23 

1/18 2.72 1.72 0.054 0.99 0.9900 0.22 

 

Table 4: Weibull's mathematical models in real form 

Strain Models in real form 

L. plantarum  4/17 𝐾Т = 2,42 − 1,82𝑒 −0,032𝜏 2,55  
 

L. plantarum  3 𝐾Т = 2,42− 1,77𝑒 −0,047𝜏 1,51  
 

L. plantarum  10 𝐾Т = 2,81− 2,04𝑒 −0,027𝜏 1,88   

L. plantarum  1/18 𝐾Т = 2,72− 1,72𝑒 −0,054𝜏 0,99  
 

CONCLUSION  

Some important conclusions can be drawn for the 

modeling of the fermentation processes and in particular 

lactic acid fermentation, from the obtained results. The 

data show that the use of only one kinetic model does not 

show all aspects of the lactic acid fermentation process. 

Combining several mathematical dependencies makes it 

possible to consider different aspects of the process. For 

example, equation 4 allows the estimation of the time for 

adaptation of the culture and the possibility for the real 

process to start faster. Equations 1 to 3 make it possible 

to assess the various aspects of the fermentation process 

- the accumulation of biomass, the influence of lactic 

169



 

 

acid, both on the biomass growth and on the acid-

formation rate. 

The possibility of the models used to assess the 

sensitivity of the strains to their own metabolic product 

allows the selection of high-resistant strains to be used in 

the composition of probiotic preparations, but also the 

selection of strains that produce less lactic acid and can 

be used in food development and production. 

Therefore, the modeling of the fermentation process must 

be done with at least two dependencies that reflect the 

different aspects of the modeled process. Thus, is it 

possible to achieve a complete interpretation of the 

various aspects of fermentation. In addition, the 

dependencies proposed in the present paper allow the 

estimation of kinetic parameters to be done through 

simple analytical dependencies. This allows for faster 

process management decisions. 

The main purpose of the present study was to allow the 

evaluation of different strains of lactic acid bacteria with 

a view to their use in the production of different types of 

functional foods. Knowledge of the fermentation kinetics 

and the behavior of the strains under different cultivation 

conditions makes it possible to model the fermentation 

process, and hence the composition of the obtained 

functional foods. 

In this regard, the results allow the strains to be divided 

into two groups - strains with high growth rate (strain 10), 

strains with moderate growth rate and high rate of acid 

formation (strain 1/18) and strains with moderate growth 

rate and moderate acid formation (strains 4/17 and 3). 

Depending on the specific food production, the choice 

may fall on different groups of strains. In some cases, the 

functional characteristics of a specific food product are 

determined by the high concentration of viable cells, 

while in other cases - by the lactic acid produced by the 

lactic acid bacteria strains and, hence, accumulated in the 

food product. In this sense, the combination of different 

models to describe the kinetics of microbial growth 

allows for improved options for selection and 

management of the process of functional food 

production. 
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ABSTRACT

In state of the art research a growing interest in
the application of agent models for the simulation of
road traffic can be observed. Software agents are par-
ticularly suitable for the representation of travellers
and their goal-oriented behaviour. Although numer-
ous applications based on these types of models are
already available, the options for modelling and cali-
bration of the agents as goal-oriented individuals are
either simplified to aggregated parameters or associ-
ated with overly complex and opaque implementation
details. This makes it difficult to reuse available simu-
lation models. In this paper, we demonstrate how the
combination of persona models together with seman-
tic methods can be applied to achieve a well-structured
agent model that allows for improved reusability.

INTRODUCTION

Computer-based simulation is an accepted means for
researching transportation questions, which has been
used as early as the 1970s [1], [2]. The number of exist-
ing simulators is significant, with each of the tools fo-
cusing on different aspects of the transport system and
differing in the underlying methods. There is a vari-
ety of simulators that range from more general purpose
applications (e.g. [3], [4], [5], [6], [7]) to systems de-
signed for specific research questions (e.g. [8], [9], [10]).
In practical research on transportation, researchers are
faced with the issue of finding appropriate simulators.
[7] have described that even though general purpose ap-
plications such as MATSim [5] and SUMO [4] offer a lot
of potential for reusability and sharing of common traf-
fic concepts (e.g. modelling of road network, vehicles,
traffic flow), in many cases researchers have instead im-
plemented their own simulation models from scratch.
A reason for this may be that customisation options in
available simulators are either too limited or too com-
plex to be implemented. This is the case when cus-
tomisation requires advanced programming or a deep
understanding of the underlying system. A structured

design with a clear separation of concerns (see [11]) for
modelling software agents using persona models and
semantic methods can help to improve reusability of
simulation models and reduce complexity for customi-
sation.

This paper is organised as follows: The following sec-
tions provides a short introduction into the theoreti-
cal background of persona models, which are usually
applied to areas in which focus lies on user-centricity
such as Human–Computer interaction (HCI) or mar-
keting. Furthermore, an overview of the semantic in-
struments used in this work is given, namely ontologies
implemented in OWL (Web Ontology Language) [12]
and SWRL (Semantic Web Rule Language)[13]. Fol-
lowing this, we discuss related work. We then present
a modelling method that allows for less complex cus-
tomisation using the concepts of persona models and
ontologies. As proof of concept, we perform simula-
tion of two example scenarios using the AGADE Traf-
fic simulator [14]. The scenarios fundamentally differ
in types of mobility, which is often the case when spe-
cific research questions at hand deviate from the main
focus of available simulators. Thus, we demonstrate
how customisation or extensions to the model can be
implemented with the proposed method. Finally, sum-
mary and conclusions are given as well as indications
for future work.

PRELIMINARIES

The following section briefly introduces background
knowledge on the concept of persona models and se-
mantic methods.

Persona Models

Persona models are an instrument for analysing and
modelling groups of individuals sharing similar be-
haviour. They are often applied in the field of Hu-
man–Computer interaction (HCI) and for marketing
purposes. In practical applications persona are usually
created with segmentation or clustering methods based
on collected customer or user data. [15] has discussed
the origins of persona models as an approach to goal-
oriented software design. Reference is given to Cooper’s
definition of persona models as “a precise description
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of [a] user and what he wishes to accomplish” (see [16],
p.123). A more detailed description is given by [17]
who describe persona as “fictional, detailed archetyp-
ical characters that represent distinct groupings of be-
haviours, goals and motivations observed and identified
during the research phase”. It can be summarised that
persona are fictional characters representing groups of
individuals. They are identified by a unique name and
carry additional descriptive information of relevance for
the perspective that is to be modelled, e.g. appearance,
private background, preferences, habits and goals in or-
der to make a group of individuals more comprehensi-
ble and manageable and to convey their personality and
motivations.

Ontologies and Rules

Ontologies are an expressive tool to model a do-
main in machine readable form and provide an explicit,
shared specification of a conceptualisation [18]. Ontolo-
gies typically consist of a taxonomy of concepts each
with properties and relations. OWL (Web Ontology
Language) is a standardised implementation of a de-
scription logic based ontology language [12]. As de-
scription logic is object centered, formulation of simple
if-then rules is limited. These rules can be expressed
using Semantic Web Rule Language (SWRL). SWRL
is also standardised by W3C. Inference engines derive
knowledge by evaluating OWL and SWRL expressions.

RELATED WORK

We have reviewed a wide range of available traffic
simulators in detail (inter alia [3], [5], [19], [8], [20], [6],
[7], [21], [22], [23]). In particular, the AgentPolis ap-
proach stands out as it also reflects on the shortcomings
of reusability in available simulation models. AgentPo-
lis is a fully agent based traffic simulator that focuses
on the simulation of interaction-rich transport scenar-
ios [24], [7]. For example, simulation of on-demand
mobility services (e.g ridesharing) requires interaction
between service providers and customers but numerous
other forms of interaction between travellers are possi-
ble. Despite the fact that general purpose traffic simu-
lators such as MATSim and SUMO provide a variety of
modelling concepts (e.g. road network, vehicles, traf-
fic flow), the authors of AgentPolis identified the gap of
transport scenarios with significant interaction between
travellers and their immediate surrounding. The au-
thors of AgentPolis concluded that similarities between
simulation models have not been exploited sufficiently
due to existing tools not taking into account the multi-
agent nature of interaction-rich transport systems. Ref-
erence is given to work in which model-specific simula-
tion tools have been developed from scratch (see [10],
[25], [9]). AgentPolis addresses these deficiencies and
provides a set of abstractions, code libraries and soft-
ware tools for building simulation models [7]. While fo-
cus of the project was on the modelling of interaction-
rich transport systems, a technical solution has also
been implemented to facilitate the reuse of common
transportation concepts. For this purpose, AgentPolis

integrates a modelling abstraction ontology. The the-
oretical concept of this component is to separate de-
fined modelling abstractions from implementations of
specific modelling elements. It uses an ontology in or-
der to define more general concepts of multi-agent sys-
tems. This approach results in a tailored structure for
object-oriented programming that simplifies extending
the simulation models for research-specific scenarios.
In this paper, we revisit this idea of reusable modelling
concepts using ontologies in traffic simulations and fur-
ther expand on the modelling capabilities of seman-
tic methods. Furthermore, we will go one step further
and place the individual and its decision-making at the
center of attention in our modelling rather than solely
defining general modelling abstractions in the ontol-
ogy for common transportation concepts such as traffic
lights, etc.

MODELLING

The application of agent-based models for simulating
road traffic is an established method. Traffic is an emer-
gent phenomenon in which global system behaviour is
determined by a large set of individuals, each with their
own goals and preferences. As [26] describe, software
agents are closed computer systems that are situated in
some environment, and that are capable of autonomous
action in this environment in order to meet their de-
signed objectives. This autonomous and goal-oriented
behaviour also applies to travellers in the real world
which is why software agents are particularly suitable
for representing travellers in computer-based simula-
tion models. The modelling of these individuals and
their decision-making behaviour is often complex, and
closely depends to the research question at hand. As a
result, agent behaviour needs to be adjusted. For exam-
ple, choice of transport mode in sightseeing scenarios
differs from the choice in everyday commuting to work
as travellers value time differently. It is precisely these
adjustments in agent modelling that transportation re-
searchers have to implement in order to be able to prop-
erly simulate their research scenarios in the first place.
In this context, various researchers are repeatedly con-
fronted with difficulties, as options for modelling and
calibration of the agents are either simplified to ag-
gregated parameters, or are associated with complex
programming that often requires a deep understanding
of the underlying software architecture. The problem
does not only relate to researchers with a background in
computing science, but also to those who would rather
deal with traffic engineering issues exclusively. Con-
sequently, it can be anticipated that these researchers
will be overburdened when customising existing mod-
els, which is why new ontological concepts are needed
to simplify this process. Otherwise, these researchers
will start to develop their own simulation models from
scratch as illustrated by [7].

As agent modelling essentially depends on the scenario
being investigated, agents are usually modelled specif-
ically for one particular scenario. For flexible reuse of
agents in different scenarios, we need methods that en-
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able generalisation of agent behaviour. A similar prob-
lem can be observed in general problem solving which
is a subcategory of artificial intelligence [27]. [28] anal-
ysed implementations of domain-specific problem solv-
ing, in order to identify abstraction patterns that can
define different methods of general problem solving.
These patterns have served as the basis for numerous
subsequent research. Particularly, the CommonKADS
project is one of the outcomes [29]. The project cre-
ated its own abstraction patterns for general problem
solving and also expanded on concepts of knowledge en-
gineering. Based on this, [27] describe the expertise of a
system as the combination of knowledge about the con-
texts of the observation subject at hand and the ability
to draw conclusions. An example is given of the knowl-
edge acquisition process for building an domain-specific
problem solver that performs fault detection on bicy-
cles: (1) First, a mechanic that specialises in bicycles
is interviewed about his working methods. (2) In ad-
dition, the same mechanic is observed while at work in
order to also capture implicit knowledge that cannot be
expressed and described with words and that is needed
for such a diagnosis. (3) Furthermore, documents such
as repair manuals or measurement tables can be in-
cluded. Collected knowledge can be merged into a uni-
tary model of expertise. [27] point out that different
types of knowledge are involved. More particularly,
knowledge on the assembly of bicycles, about the me-
chanics, as well as knowledge about possible faults and
their causes, and knowledge about the procedure for
recognising and repairing faults. The CommonKADS
project has defined a layered model for distinguishing
the different types of knowledge (see figure 1). The low-
est layer describes Domain Knowledge. In this layer,
domain-specific concepts and simple relations are de-
fined. Considering the example of fault detection for
bicycles, information on this layer may include what
a bicycle is, which parts it consists of, which possible
faults may occur, as well as possible causes of faults and
corrective measures. Inference Knowledge is located in
the layer above. This layer contains information about
the logical contexts of the concepts defined in the do-
main knowledge. Based on this, conclusions can be
drawn using various methods and algorithms. Finally,
at the top layer there is Task Knowledge in which infor-
mation from the lower levels is brought together in or-
der to perform decision-making and determine actions.

We now propose an architecture analogous to the
CommonKADS knowledge structure as knowledge base
for adaptable agents in traffic simulations (see Fig-
ure 2). This knowledge base is implemented by means
of OWL ontologies extended with SWRL rules. We
distinguish between two types of domain knowledge:
travel and activity information. Concepts of the first
type of domain knowledge are relevant for traffic related
aspects such as mode options. To facilitate reusabil-
ity, they are encoded in a separate ontology which we
call the travel ontology. The travel ontology exclusively
contains knowledge on common traffic concepts for ex-
ample transportation modes, road signs, etc. The sec-
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Fig. 1. CommonKADS: Types of Knowledge (see [20],[22]).

ond type of domain knowledge can be referred to as
activity information and extends the knowledge of the
agents by concepts that are relevant to model research-
question-specific activity. For example, when simulat-
ing a sightseeing scenario agents require completely dif-
ferent activity information compared to a grocery shop-
ping scenario. This method allows for a flexible exten-
sion of agent knowledge. Agents are not bound to one
type of activity information, but may also integrate sev-
eral activity ontologies for broader decision-making and
simulation of more complex scenarios. Regarding the
layer of inference knowledge, all ontologies containing
travel or activity related information are consolidated
(imported) into a central person ontology. This on-
tology contains information about person-specific con-
cepts such as census properties. This enables the imple-
mentation of decision-making in various domains using
only one software agent. The idea matches the indi-
vidual in the real world, that is constantly required
to make multi-criteria decisions based on preferences
from various aspects in life. The defined concepts in
the domain knowledge can be used to formulate a set
of logic based inference rules that enables the applica-
tion of computer based reasoners. By employing these
established reasoning mechanisms, we use census infor-
mation as input data to infer domain-specific prefer-
ences that can be used as criteria for agent decision
making. For example, in a grocery shopping scenario
travellers have to make a decision as to which super-
market they want to approach. This decision not only
depends on traffic-related preferences (transport mode,
shortest distance, etc.) but also on personal food pref-
erences. This reflects different domains of knowledge.
Travellers who particularly value organic and sustain-
able products would possibly be willing to travel to a
specialist store for organic food even if the distance is
a bit longer. For determining these preferences, rules
can be defined according to the following scheme:

Person(?p) ∧ hasCensusProperty(?p, ?cprop) ∧
swrlb : equal(?cprop, specificProperty) ∧
Preference(?pr) ∧ hasPreference(?p, ?pr)
⇒ Person(?p) ∧ hasV alue(?pr, assigned value)
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The rule states that if a person p has a specific census
property cprop, then it can be inferred that this per-
son holds the value assigned value for a preference pr.
An example may look as follows: If a person p has an
age of 18-25 years (cprop), then it can be concluded
that the person p has a preference for organic food pr
of 5. Assuming that pr is for example measured on a
Likert scale from 1 to 5 [30]. For reasons of compre-
hensibility, a simple example rule has been formulated.
In practical modelling, preferences should be inferred
using probability distributions as even within the age
group of 18-25, there are various types of travellers with
varying preferences. Moreover, the same preference pr
can be inferred from different census properties. The
multiple inference of values for the same preference pr
results in probabilities for all attributes of the Likert
scale that can be considered in final decision making.
With our approach, researchers that are looking to cus-
tomise the simulation model for research question spe-
cific purposes no longer have to deal with complex pro-
gramming, but instead can make use of the benefits
of semantic modelling. Using tangible persona models,
settings for different agent types can be captured in a
comprehensible form. Agents are assigned to persona
types and are mirrored as individuals into the ontol-
ogy. This means that individual conclusions can be
drawn for the particular agent, and the inferred pref-
erences can be incorporated into the decision-making
behaviour of the agent.
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Fig. 2. Modelling Concept.

Finally for implementing task knowledge, the BDI
model as a well established paradigm for implement-
ing intelligent agents is particularly suitable. It enables
software agents to perform action decisions (intentions)
on the basis of defined goals (desires) and their mod-
elled knowledge of their external world (beliefs) [31].
The BDI model is well suited to model actors in traf-
fic scenarios: not only destinations of journeys but also
optimisation goals e.g. minimal travel time, minimal
emissions can be formulated as desires. Travel prefer-
ences and other parameters are potential beliefs that
can be used to determine e.g. the selection of means
of transportation. In our own previous work, we have
given proof that a separation of general agent activity
logic from aspects of modelling agent knowledge is an
efficient and effective approach [32].

PROOF OF CONCEPT

To demonstrate the benefits of our proposed mod-
elling method we have selected two example scenar-
ios that fundamentally differ in types of mobility. In
practical application this will be the case when spe-
cific research questions at hand deviate from the main
focus of available simulators. We use the proposed
modelling method and perform simulation as proof of
concept. For both simulations we have exported geo-
graphical map data from OpenStreetMap [33] for the
area around the city of Wetzlar which is located in
Hesse, Germany, in addition we use data provided by
the German census of 2011 [34]. Regarding the differ-
ent types of travellers, for both scenarios, we created 12
persona based on a classification provided in [35] (see
figure 3). The classification is based on various stages
in life (age/occupation status) as well as family status
and social strata/income (as illustrated in [36]) in or-
der to represent the most significant groups of people
in the German demographic. AGADE Traffic provides
an option to create this type of persona using the web
frontend.

For the first simulation, a commuter scenario has
been modelled in which individuals start from various
residential areas with all having the same target loca-
tion. In real world scenarios, this is the case for exam-
ple, when large gatherings take place or a large number
of persons is commuting to the same workplace. We
have marked the event arena in Wetzlar as the venue
and thus, the desired target location for all agents. Fur-
thermore, markers for each of the residential areas in
the surrounding area of Wetzlar have been defined. The
distribution of traveller agents starting from each res-
idential area is based on data provided by the Ger-
man census of 2011. A commuter scenario of this type
primarily deals with knowledge about the traffic do-
main. In this context, route choice problems are com-
monly studied to determine current effects on the in-
frastructure or immediate surroundings. For example,
research on transportation usually attempts to relieve
particularly crowded road sections by improving traf-
fic management, which is supposed to evenly distribute
travel volume across alternative routes. For simulat-
ing this type of route choice problems, AGADE Traf-
fic provides a default simulation model. The default
simulation model generally assumes that all agents are
travelling by car and performs routing based on the A*
algorithm (see [37]) that uses a cost functions based on
shortest distance and additional geographical informa-
tion. However in this context, the question of mode
choice, e.g. travelling by car, bicycle, or walking, is
just as relevant. Therefore, we perform customisation
to the supplied default simulation model, just as re-
searchers would like to do with research specific prob-
lems. The authors created an example ontology us-
ing OWL for modelling domain knowledge on traffic
concepts. Using the ontology, agents obtain knowledge
about different transportation modes available to them.
For ease of exposition, in this paper we limit this ontol-
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Fig. 3. Persona Models.

ogy to the concepts of various travel mode options. In
particular, information on cars, bicycles, walking and
public transport has been modelled. For more com-
plex scenarios that require an expanded knowledge of
the traffic domain, such as the simulation of Intelligent
Transportation Systems (ITS) or testing of traffic light
algorithms, this ontology can be extended. According
to the modelling structure illustrated in figure 2, this
ontology is equivalent to the travel ontology. Within
this simulation, no activity ontology has been imple-
mented as domain knowledge about traffic concepts is
sufficient. In addition, we have extended the person on-
tology to define rules that reflect the decision-making
behaviour regarding travel mode choice. The rules are
created using semantic methods and do not require
complex programming capabilities. The person ontol-
ogy describes the traveller agent as a person concept
which is itself described by various census properties.
Furthermore, preferences are modelled in the person
ontology which can be included as criteria for decision
making. Using survey data, rules can be formulated
that infer real values for the preferences of the agents
based on the census properties defined in the respec-
tive personas. For this simulation, we have used data
from [38]. For the integration of the inferred knowl-
edge into the layer of Task Knowledge, it is not possible
to completely avoid programming. Using our proposed
modelling structure we have reduced the amount of pro-
gramming required to the minimum. AGADE Traffic
is written in Java and implements BDI agents using
the JADEX framework [39]. For customisation pur-
poses, AGADE Traffic makes use of the advantages of

object oriented programming, and provides a central in-
terface within the agent to implement decision-making
algorithms or cost functions based on the inferred de-
cision criteria from the ontology. For selection of travel
mode, we have implemented a simple utility function
that determines a personal utility score for each agent
and mode based on utility values of the mode for vari-
ous dimensions (monetary costs, eco-friendliness, etc.)
and the inferred personal preference: Assuming I be-
ing the set of modelled preferences in the ontology with
i ∈ I, n being the number of preferences in I, Ui(m)
being the utility value of a transportation mode m for
preference dimension i, and pi the inferred value of the
personal preference of dimension i for an agent. Based

on this, we define UtilityScore(m) =
n∑

i=0

Ui(m) ∗ pi.

Furthermore, we implemented mode selection based on
Max(UtilityScore). This concludes the customisation
performed for the first simulation scenario.

We have created a second scenario in which we sim-
ulate mobility related to grocery shopping. The char-
acteristics of this scenario differ significantly from the
first simulation. While all agents in the first simula-
tion had a common target location, the grocery shop-
ping scenario features different shopping locations that
agents can travel to. Agents are assigned a generated
list of food items to purchase and are then required
to make decisions about the selection of supermarkets
as well as mode of travel. It should be noted that su-
permarkets not only differ in product supply, but also
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available stock may vary in product quality and sus-
tainability. Consequently, in some cases agents will not
be able to purchase all items on the assigned grocery
list at a selected grocery store, which requires them
to visit subsequent target locations. In comparison to
the first simulation, the decision-making process and
the number of decision criteria involved are much more
diverse. Using our proposed modelling structure, we
demonstrate necessary customisation.
With regard to the difference in agent decision-making,
it can be noted that agents have to decide on two ma-
jor aspects; firstly, the selection of target locations (su-
permarkets) and secondly the selection of the travel
mode. Decision criteria includes preferences not only
regarding travel related aspects but also food related
properties. Therefore, domain knowledge has to be
extended by a separate ontology that provides infor-
mation on various types of food and grocery stores,
as well as information on available product inventory
and further product related properties such as qual-
ity, sustainability, price tendency, etc. Considering the
proposed modelling structure illustrated in Figure 2,
this food ontology matches an activity ontology that re-
searchers have to append when customising the pro-
vided default model for research specific scenarios. For
this simulation, we thus make use of the same travel
ontology from the first scenario, but append a new food
ontology to the domain knowledge. We then extended
the person ontology by rules that conclude information
on food preferences. For this, we make use of polling
data provided by [40]. With this, it is possible to in-
fer all necessary preference information regarding both
travel and food related aspects. Finally, we can use
the provided programming interface within the agent
to implement algorithms regarding decision-making of
agents. The selection of supermarkets can for example
be implemented in a similar manner using utility func-
tions as demonstrated for travel mode selection. Given
that the focus of this example is the description of the
customisation process, at this point we will not fur-
ther elaborate on the precise algorithm that we have
implemented for this scenario. However, we will make
source code and simulation data available.1 The algo-
rithms for the implementation of the decision behaviour
can be kept arbitrarily complex or simple depending
on the research question at hand. With our proposed
modelling structure, we create the basis for capturing
all necessary decision preferences without complex pro-
gramming and at the same time allow for flexible and
adaptive scaling of the domain knowledge.

CONCLUSION AND FUTURE WORK

As customisation options in available traffic simula-
tors are either simplified to aggregated parameters or
associated with complex programming, existing simula-
tion models have not been reused to their full potential.
As a result, researchers dealing with specific research
questions have rarely made used of available simulators,
but instead created their own simulation environment

1see https://github.com/kite-cloud/agade-traffic

from scratch. Based on the ideas of the CommonKADS
project and application of persona models and seman-
tic methods, we have created a modelling structure
that facilitates easy reuse by reducing required pro-
gramming to the necessary minimum. Moreover, our
modelling structure allows for adaptable modelling of
agent knowledge as well as decision behaviour. For fu-
ture work, modelling of both travel and activity re-
lated knowledge can be expanded. The creation and
combination of further activity models for various do-
mains may result in an open source library of activity
knowledge that can be flexibly integrated, reused and
customised for modelling complex research specific sim-
ulations.
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: eine Publikation anlässlich der Anuga 2017. GfK
Consumer Panels and Bundesvereinigung der Deutschen
Ernährungsindustrie e.V., 2017.

[36] N. Pestel and E. Sommer, “Analyse der verteilung von
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ABSTRACT 

At present, evolutionary optimization algorithms are 

increasingly used in the development of new 

technological processes. Evolutionary algorithms often 

allow the optimization procedure to be performed even in 

cases where classical optimization algorithms fail (e.g. 

gradient methods) and where an acceptable solution is 

sufficient to solve the optimization task. The article 

focuses on possibilities of using a differential evolution 

algorithm in the optimization process. This algorithm is 

often referred to in the literature as a global optimization 

procedure. However, we show by means of a practical 

example that the convergence of the classic differential 

algorithm to the global extreme is not generally assured 

and is largely dependent on the specific cost function. To 

remove this weakness, we designed a modified version 

of the differential evolution algorithm. The improved 

version, named the modified differential evolution 

algorithm, is described in the article. It is possible to 

prove asymptotic convergence to the global minimum of 

the cost function for the modified version of the 

algorithm. 

INTRODUCTION 

New technological procedures are often developed using 

mathematical models describing the essential features of 

the solved problem. The model is then used to transform 

the real world problem into an optimization task. Strong 

assumptions are often required when using classic 

optimization methods (e.g. convexity of the searched 

space, convexity of the evaluation function, knowledge 

of the appropriate position of the initial solution). 

Otherwise, these methods do not often lead to the 

required solution. 

Evolutionary optimization algorithms are primarily 

utilized in situations when other usual methods fail to 

converge to the optimized state. Recently, use of the 

evolutionary optimization algorithms has been 

considerably expanding, see e.g. (Simon 2013), 

(Affenzeller et al. 2009)). The evolutionary algorithms are 

in particular appropriate for problems with a complicated 

structure of the search space and in case of intricate cost 

functions. Evolutionary algorithms are in general more 

computationally demanding and they are therefore 

suitable for calculations that are not time limited (e.g. off-

line calculations of trajectories of an industrial robot, see 

(Mlýnek et al. 2020)). Their use in time critical 

calculations is rather limited. For example, their 

utilization for online decision making processes (e.g. 

online calculations of trajectories of industrial robot 

depending on the evaluation of current conditions) is not 

so frequent. Nevertheless, parallel programming tools are 

often used to speed up calculations with good results. 

Nowadays, parallel programming tools form a part of 

most used programming languages. 

The differential evolution algorithm is one of the 

frequently used algorithms for solving practical 

optimization tasks. This algorithm was first introduced 

by Storn and Price in (Storn and Price 1997) and (Price 

et al. 2005). This algorithm is often referred to as a global 

optimization method (see (Storn and Price 1997), (Price 

1996)). However, such statements are always justified. 

We demonstrate by an example of a specific cost function 

that this algorithm is prone to premature local 

convergence and its convergence to the minimum of the 

cost function is not assured. The issue of suitable choice 

of optional algorithm parameters is solved, for example, 

in (Červenka and Boudná 2018). In this article we 

propose a suitable modification of the differential 

evolution algorithm that eliminates the premature 

convergence to a local minimum. Additionally, it is 

possible to prove asymptotic convergence to the global 

minimum of the cost function. 

The differential evolution algorithms now constitute a 

larger group of similar algorithms that differ in 

implementation details. We concentrate on the standard 

DE/rand/1/bin algorithm which is best known and mostly 

used. That is why it is termed as the classic differential 

evolution algorithm in (Price at al. 2005). Hereafter it is 

referenced to as CDEA. The new proposed modification 

of CDEA is termed to as the modified differential 

algorithm denoted by abbreviation MDEA. 

CLASSIC DIFFERENTIAL EVOLUTION 

ALGORITHM AND GLOBAL CONVERGENCE 

In this part we briefly describe the operation of CDEA. 

Generally, CDEA seeks for the minimum of the cost 

function by constructing whole generations of 
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individuals. Each individual is an ordered set of specific 

values corresponding to one point in the cost function 

domain. In this way each individual represents a potential 

solution to the optimization task. The quality of this 

individual is determined by the evaluation of the cost 

function corresponding to this individual. The next 

generation is formed from the existing generation by 

means of mutation and crossover operators. Specifically, 

we go successively through all individuals in the 

generation G. To each individual 
G

my  (termed as the 

target individual) we select randomly three other 

(different) individuals
G

ry 1 , 
G

ry 2 , 
G

ry 3  from the current 

generation. We form in a specific way (including 

randomness) a combination of these three random 

individuals and the target individual. This combination is 

termed as the trial individual and denoted 
trial

my . Then 

we evaluate the cost function for the target 
G

my and trial 

individual 
trial

my and compare the results. The individual 

with lower value of the cost function advances to the 

position of the target individual of the next generation 
1G

my . When this procedure is completed for all target 

individuals in generation G, we have constructed the new 

generation of individuals numbered G + 1.  

The next part illustrates CDEA operation in a definite 

way in the form of pseudo code. 

Input: 

Optimization task parameters: 

f  denotes the cost function, D is the dimension of the 

cost function domain,  maxmin , jj xx  is a domain of 

each cost function variable xj. 

 

CDEA parameters: 

NP denotes the generation size (the number of 

individuals in each generation), NG is the number of 

calculated generations, F stands for mutation factor 

(  2,0F ), and CR denotes the crossover probability 

(  1,0CR ). The symbol G stands for the generation 

number, index m is the number of the individual in the 

generation, index j describes the j-th component of a 

specific individual
my .  

Computation: 

1. Create an initial generation ( 0G ) of NP  

individuals 
G

my , ,1 NPm   (e.g. by use of relation 

(1)). 

2. a) Evaluate all individuals 
G

my  of the G-th 

generation (calculate )( G

myf for each individual 

G

my ). b) Store the individuals
G

my  and their 

evaluations )( G

myF into matrix B (each matrix 

row contains parameters of individual 
G

my  and its 

evaluation )( G

myF . That is matrix be has NP rows 

and D+1 columns ( NPm 1 ). 

3. while NGG   

a)  for 1:m  step 1  to NP  do 

(i)   randomly select index },,...,2,1{ Dsm   

(ii) randomly select indexes },,...,1{,, 321 NPrrr   

where mrl  for 31  l ;

323121 ,, rrrrrr  ; 

(iii) for 1:j step 1  to D  do  

if CRrand )1,0( or 
msj  ) then 

 G

jr

G

jr

G

jr

trial

jm yyFyy ,,,, 213
:   

else  
k

jm

trial

jm yy ,, :   

end if  

end for (j) 

 (iv) if    kmtrial

m yfyf   then 
trial

m

G

m yy  :1   

  else 
G

m

G

m yy  :1  

 end if 

end for (m) 

b) store individuals 
1G

my  and their evaluations 

 1Gmyf   NPm 1  of the new  

)1( G -st generation in the matrix B , 1:  GG  

end while (G). 

Output: 

The row of matrix B  that contains the corresponding 

value   };min{ BG

m

G

m yyF represents the best 

found individual opty . 

 

Comments 

The individual opty  in pseudo-code of CDEA is the final 

solution of the optimization problem. 

 

One way of possible forming the initial generation (G = 

0) of individuals 
0

my  is given by relation 

 min

0

, : jjm xy rand (0, 1)  
minmax jj xx  . (1) 

Values minjx and maxjx are lower and upper limit of 

variable xj. The function )1,0(rand randomly generates 

a value from a closed interval  1,0 .  

 
Counterexample to Global Convergence  

of CDEA (Premature Convergence) 

It is not difficult to find counterexamples to the global 

convergence of the CDEA. Let us consider for instance 

the following two graphs of cost functions with the 

domain in Euclidean space R2, see Figure 1. Even for the 

cost function shown in Figure 1 above the probability 

that the CDEA finds the global minimum of the cost 

function is less than one. The reason is that the CDEA 
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can converge in some cases relatively fast to the local 

minimum missing completely the global minimum. This 

results in concentrating the individuals in subsequent 

generations around the local minimum. As soon as the 

size of the generation falls under some critical value, the 

generation is too small to produce trial individuals that 

could hit the region in the vicinity of the global minimum. 

This situation is called a premature convergence. In this 

case even increasing the number of generations does not 

lead to increasing the chance to identify the global 

minimum. Moreover, the probability that the CDEA 

finds the global minimum falls with the decreasing 

measure of the global minimum region. The probability 

of finding the global minimum for the cost function in 

Figure 1 below is substantially smaller than for the cost 

function in Figure 1 above. Additionally, by a sufficient 

reduction of the measure of the global minimum region 

this probability can be made as close to zero as possible. 

 

 
 

Figure 1: Examples of cost functions with 

domains in R2 

 

Numerical Example 

We can present a specific cost function to demonstrate 

the limited ability of CDEA to converge to the global 

minimum of the cost function. To keep things simple we 

consider the domain of the cost function as a subset of the 

two dimensional Euclidean space R2. We will construct 

the cost function F(x1, x2) as a composition of two simple 

functions  

 

𝐹(𝑥1, 𝑥2) = 𝐹B(𝑥1, 𝑥2) + 𝐹M(𝑥1, 𝑥2). (2) 

The term FB(x1, x2) represents the base function. This 

function is smooth and has one shallow minimum. It can 

be defined for instance in the following way  

 

𝐹B(𝑥1, 𝑥2) = 𝑥1
2 + 𝑥2

2, 

 

with the domain D(FB) = ⟨−H, H⟩×⟨−H, H⟩, where H 

determines the boundary values of the domain.  

The term FM(x1, x2) denotes a modifier function. This 

function should be relatively steep and with a rather small 

domain. We use the function FM(x1, x2) to modify the 

underlying base function FB(x1, x2). The role of the 

function FM(x1, x2) is to realize the global minimum of 

the cost function F(x1, x2) in relation (2). To be able to 

construct the function FM(x1, x2) effectively, we 

introduce another auxiliary function FP, 

 

𝐹P(𝑥1, 𝑥2) = 𝑥1
2 + 𝑥2

2 − 1, 

 

with the domain D(FP) ={x1, x2: 12

2

2

1  xx }. It is 

obvious that the function FP(x1, x2) is defined exclusively 

on a unit circle and has values from the closed interval 

⟨−1, 0⟩. The graph of the function FP(x1, x2) is a circular 

paraboloid presented in Figure 2. 

 
Figure 2: Graph of the auxiliary function Fp (x1, x2) 

 

The function FM(x1, x2) is then formed as  

 

𝐹M(𝑥1, 𝑥2) = 𝜆h ∙ 𝐹P (
1

𝜌
(𝑥1 − 𝑥G1),

1

𝜌
(𝑥2 − 𝑥G2)). 

 

Here the number λh defines the height of the resulting 

circular paraboloid, ρ denotes the radius of the domain 

on which the modifier function FM(x1, x2) is defined. 

Obviously, the modifier function FM(x1, x2) is defined 

only for points that are closer to the point [xG1, xG2] than 

the radius of its domain ρ. The coordinates xG1, xG2 

specify the point, where the modifier function FM(x1, x2) 

attains its minimum. The overall cost function F(x1, x2) 

is then defined according to the relation (2) by the 

composite formula  

𝐹(𝑥1, 𝑥2) = 𝑥1
2 + 𝑥2

2 + 𝜆h ∙ 𝐹P (
1

𝜌
(𝑥1 − 𝑥G1),

1

𝜌
(𝑥2 − 𝑥G2)) 

 (3) 
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We have to choose the parameters λh, ρ, xG1 and xG2 in a 

reasonable way to obtain the required result. It is clear 

that we can control the dimensions of the modifier 

function domain by parameter ρ. The point [xG1, xG2] is to 

be placed relatively close to the boundary of the cost 

function domain. This means it is relatively far from the 

point [0, 0] representing the local minimum of the cost 

function analogously to the cost functions presented in 

Figure 1. Since the base function FB(x1, x2) is positive 

definite, it attains a positive value FB(xG1, xG2) at the point 

[xG1, xG2]. This means we have to take the parameter λh 

sufficiently large, so that the global minimum is 

essentially lower than the local minimum at the point 

[0, 0].  

We performed numerical experiments with following 

parameters: D(FB) = ⟨−H, H⟩×⟨−H, H⟩= ⟨−4, 4⟩×⟨−4, 4⟩ 
with measure µ(D (F)=82 = 64, xG1= xG2 =3. This means 

that the global minimum of the cost function F is at point 

[3,3] and local minimum at point [0,0]. Number of 

individuals in each generation NP =200, number of 

generation NG =160, value of parameter F=0.8 and value 

of parameter CR=0.9. We realized 200 numerical 

experiments with value of parameter 𝜌 =
1

10
 (then 

µ(D(FM)) = πρ2 ≐0.0314) and 200 numerical experiments 

with value of parameter 𝜌 =
1

16
  (then µ(D(FM)) ≐ 

0.01223). The results illustrating the limited ability of 

CDEA to identify the global minimum are summarized 

in Table 1. 

 

Table 1: Experimental testing of CDEA 

 

CDEA 

Local 

minimum 

hits 

Global 

minimum 

hits 

Success 

rate in % 

𝜌 =
1

10
 163 37 18.5 

𝜌 =
1

16
 185 15 7.5 

 

Based on the values given in Table 1, it can be assumed 

that the decreasing value of ρ (and thus value of µ(D(FM)) 

will significantly decrease the success rate of the CDEA 

algorithm in finding the global minimum. 

 

 

MODIFIED DIFFERENTIAL EVOLUTION 

ALGORITHM 

As illustrated in the previous part, CDEA does not in 

general guarantee the convergence to the global 

minimum of the cost function. This is caused by the too 

fast convergence of CDEA to the local minimum 

(premature convergence) resulting in rapid reduction of 

the generation size (which means a loss of diversity). The 

most straightforward way how to limit the premature 

convergence is to replace some individuals with the 

highest values of the cost function by random individuals 

in each generation. Though these random individuals 

reduce partially the convergence speed, they increase 

substantially the diversity of the generation. In technical 

terms, it is necessary to make one simple change in the 

CDEA scheme. We present only the differences with 

respect to CDEA. See the pseudocode  description of 

CDEA in chapter “Classic Differential Evolution 

Algorithm and Global Convergence”.  

Input: 

We add another parameter R that determines the ratio of 

random individuals in each generation,  1,0R , e.g., 

R = 0.1 means that 10% of individuals in each generation 

are generated randomly. 

Computation: 

We add another procedure to the part 3., specifically: 

c) determine in matrix B the quantity  RNP. of 

individuals with the highest cost function values and 

replace these individuals by randomly generated 

individuals (e.g. by use of relation (1)) from the search 

space). Note that here the symbol  x denotes the integer 

part of the real number x. 

 

This modified algorithm will be called the Modified 

Differential Evolution Algorithm (MDEA). We applied 

the numerical experiments on MDEA with the same input 

parameters as in the previous chapter on CDEA. In 

addition, the value of R parameter is equal to R = 0.1. The 

results are summarized in Table 2. 

 

Table 2: Experimental testing of MDEA 

 

MDEA 

Local 

minimum 

hits 

Global 

minimum 

hits 

Success 

rate in % 

𝜌 =
1

10
 34 166 83.0 

𝜌 =
1

16
 70 130 65.0 

 

Another positive feature of the algorithm MDEA is that 

if we increase the number of generations NG the global 

minimum will be identified with an increased probability. 

This probability can come close to 1 for a sufficiently 

high number G of generations. We call this aspect of the 

MDEA an asymptotic global convergence. We describe 

this topic in the following chapter. 

 

 

ASYMPTOTIC GLOBAL CONVERGENCE 

OF MDEA  

In this part we present several theoretical concepts and 

statements that can be used to prove the asymptotic 

global convergence of MDEA. More specifically, we will 

show that when the number of generations G→∞ then the 

probability that MDEA identifies the global minimum of 

the cost function approaches 1. 
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Optimal Solution Set 

We would like to find the minimum of the cost function 

with the lowest value 

 

min{𝐹(𝑥): 𝑥 ∈ 𝑆}, (4) 

 

where S is a measurable search space of a finite measure 

representing all possible configurations of variables 

)...,,( 21 nxxxx  . We suppose that the global 

minimum of function F exists on S. We define a solution 

set 
*S as 

 

𝑆∗ = {𝑥∗: 𝐹(𝑥∗) = min{𝐹(𝑥): 𝑥 ∈ 𝑆}}, 
 

where 
*x represent global minima of the function F. We 

introduce an optimal solution set 
*

S as 

 

𝑆𝜀
∗ = {𝑥 ∈ 𝑆: |𝐹(𝑥) − 𝐹(𝑥∗)| < 𝜀}, 

 

where ε >0 is a small positive real number. Denoting by 

μ the Lebessgue measure, we suppose that for each ε it 

holds μ(
*

S ) >0. 

 

Convergence in Probability 

To examine the global convergence of MDEA we need 

to introduce a concept of the convergence in probability 

defined in (Hu et al. 2013). 

 

Definition: Let {𝐺(𝑘), 𝑘 = 1,2, … } be a generation 

sequence created by a differential evolution algorithm to 

solve optimization task (4). We say that the algorithm 

converges to the optimal solution set in probability if 

 

lim
𝑘→∞

𝑝{𝐺(𝑘) ∩ 𝑆𝜀
∗ ≠ ∅} = 1, (5) 

 

where p denotes the probability of an event. 

 

Now, we can use this concept to formulate the following 

statement. 

 

Proposition: Let us suppose that for each generation 

𝐺(𝑘) of a differential evolution algorithm there exists at 

least one individual y such that 

 

𝑝{𝑦 ∈ 𝑆𝜀
∗} ≥ 𝛼 > 0, 

 

where 𝛼 is a small positive value. Then the algorithm 

converges to the optimal set 𝑆𝜀
∗ in probability. That is 

relation (5) holds. 

 

The proof of this proposition is stated in full in (Knobloch 

et al. 2017). 

 

It holds that for each generation G of the MDEA it is true 

 

0}{ *  Syp , (6) 

where 𝛼 is a small positive value. Here }{ *

Syp 

denotes the probability that  y belongs to 
*

S . The 

validity of relation (6) necessarily results from the 

generation of random individuals in each generation G of 

MDEA. It follows that MDEA converges to 
*

Sy for 

any small real positive number ε. This implies the 

asymptotic global convergence of MDEA. Thus, we 

know that MDEA converges to the global minimum. The 

asymptotic convergence of MDEA is proved in detail in 

(Knobloch et al. 2017), see also (Hu et al. 2013). 

Probability estimates of reaching the global minimum 

after performing G generations of MDEA are given in 

(Knobloch and Mlýnek 2020). These estimates help to 

decide after how many generations to finish the MDEA 

calculation. 

 

CONCLUSIONS 

CDEA is a universal optimization algorithm that is 

frequently used in technical projects, economy studies, 

natural sciences and other important areas of interest. 

Nevertheless, it has some principal limitations. The main 

weakness of CDEA is a possible premature convergence 

of the computing process to a local minimum of the cost 

function. We demonstrated this fact by means of a simple 

example. 

Identification of this weakness was the starting point for 

a search of an improved version of the algorithm that 

would provide better chances regarding the convergence 

to the global minimum of the cost function. MDEA is a 

result of these efforts. 

MDEA is not prone to the premature convergence 

because a certain ratio of random individuals in each 

generation makes it immune to the loss of generation 

diversity. From the theoretical point of view, we proved 

that MDEA converges asymptotically to the global 

minimum of the cost function in probabilistic sense. 

The use of MDEA has proved successful to the authors 

in solving complicated practical optimization problems. 

For example, it is the task of optimizing the placement of 

infrared heaters over a metal thin walled mould in the 

production of artificial leather for the automotive 

industry (Slush Moulding technology). 

The cost function of this optimization problem is a 

function of many variables (often 300 and more) and has 

many local minima. Gradient methods, genetic 

algorithms and also CDEA found only a local minimum 

of the corresponding cost function (this optimization 

problem is described in more detail in (Mlýnek and 

Knobloch 2018) and (Mlýnek et al. 2016). MDEA has 

also proved successful in optimizing the fibre winding 

procedures using a fibre-processing head and a non-

bearing frame moved by an industrial robot (for more 

details see (Mlýnek et al. 2020)). 
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ABSTRACT 

Continuous Stirred Tank Reactors (CSTR) are one of 

the main technological plants used in chemical and 

biochemical industry. These systems are quite complex 

with many nonlinearities and the conventional linear 

control with fixed parameters can be questionable or 

sometimes unacceptable. The solution should be found 

in so-called “non-traditional” control approaches like 

adaptive, robust, fuzzy, or artificial intelligent methods. 

One way is the utilization of self-tuning adaptive 

schemes, but computations may be quite difficult, 

clumsy and time-consuming. This paper brings an 

alternative principle called a robust approach and the 

comparison of the robust and adaptive control 

responses. Robust control considers a CSTR model as a 

linear system with parametric uncertainty, which covers 

a family of all feasible plants. Then several controllers 

with fix parameters are designed so that for all possible 

plants, the acceptable control behavior is obtained. The 

two-degree-of-freedom (2DOF) structure for the control 

law was chosen. Both robust and adaptive control is 

applied to an original nonlinear model of a CSTR. All 

calculations and simulations of mathematical models 

and control responses were performed in the Matlab and 

Simulink environment. 

INTRODUCTION 

The plants in technological processes and especially in 

chemical and biochemical industry usually have 

nonlinear behavior that causes difficulties in the control 

of such processes. Another unpleasant feature can be 

found in the complexity of such processes with a lot of 

variables and properties that result in difficult 

mathematical descriptions. This negative property 

should be overcome with the linearization of nonlinear 

models that introduces simplifications that reduces the 

intricacy of the system. On the other hand, this 

simplification can result in inaccurate descriptions of the 

system. The utilization of adaptive (e.g. self-tuning) 

schemes brings more difficult, clumsy and time-

consuming computations (Åström and Wittenmark 

1989). The control design using a hybrid adaptive 

control principle was used in (Vojtesek et al. 2017) 

where the originally nonlinear system was represented 

by an external linear model with recursively identified 

parameters and the pole-placement method adjustment 

principle was applied. A practically favored approach to 

overcome the loss of the model accuracy, compensated 

by its structure simplicity, consists in the utilization of a 

model with uncertainty. This idea allows working with 

the linear time-invariant low order mathematical models 

also for the case of real systems with complex dynamics 

or nonlinear behavior. There are several ways how to 

incorporate the uncertainty into the mathematical model 

available, see (Barmish 1994; Bhattacharyya et al. 

1995). The popular group of uncertain systems is known 

as the systems with parametric uncertainty, which means 

the model structure is fixed but its parameters can vary, 

typically within some prescribed intervals. Then, the 

natural task is to find a controller, called a robust 

controller, that ensures the preserving some important 

closed-loop properties (e.g. stability) for the whole 

assumed family of controlled plants, see (Grimble 

2006). 

The system under the consideration is the Continuous 

Stirred Tank Reactor (CSTR) with the cooling in the 

jacket. The mathematical model of this system is 

described by the set of four nonlinear Ordinary 

Differential Equations (ODE). This set can be solved by 

standard numerical methods that are implemented in 

mathematical software such as Matlab, Simulink etc. 

The main aim of this paper is in the design a robustly 

stabilizing controller for the CSTR with the cooling in 

the jacket, modelled as a system with parametric 

uncertainty, by means of algebraic approach. The work 

will put emphasis on the relatively easily tunable and 

applicable conventional PID controllers. The robust 

stabilization and control are verified and discussed by a 

simulation example of nonlinear CSTR. 

CONTINUOUS STIRRED TANK REACTOR 

The nonlinear controlled system under the consideration 

is a CSTR display of which can be found in Figure 1. 

The so-called Van der Vusse reaction described by 

general scheme: 

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
Lelio Campanile, Andrzej Bargiela (Editors) 
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is performed inside the reactor.  

This system can be described by a nonlinear 

mathematical model derived with the commonly used 

simplifications that reduce complexity of the system that 

has a lot of variables and connections. If we introduce 

these simplifications, the originally very complex system 

can be described by the set of nonlinear ordinary 

differential equations – see e.g. (Russell and Denn 1972) 

or (Vojtesek et al. 2017): 
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 (2) 

This set is derivate with the help of material and heat 

balances inside the reactor. Variable t in the set of 

Ordinary Differential Equations (ODE) (2) denotes the 

time, c are concentrations, T represents temperatures, cp 

is used for specific heat capacities, qr means volumetric 

flow rate of the reactant, Qc is heat removal of the 

cooling liquid, V are volumes, ρ stands for densities, Ar 

is the heat exchange surface and U is the heat transfer 

coefficient. Indexes (•)A and (•)B belong to compounds A 

and B, respectively, (•)r denotes the reactant mixture, 

(•)c cooling liquid and (•)0 are feed (inlet) values. 

 

 

Figure 1: Continuous stirred tank reactor with cooling in 

the jacket 

 

This reactor belongs to the class of lumped-parameter 

nonlinear systems, see e.g. Ingham et al. (2000). 

Nonlinearity can be found in reaction rates (kj), which 

are described via the Arrhenius law: 

   0 exp , for 1,2,3
j

j r j

r

E
k T k j

RT

 
   

 
 (3) 

where k0 represent pre-exponential factors and E are 

activation energies. 

The reaction heat (hr) in Eq. (2) is expressed as: 

 2

1 1 2 2 3 3r A B Ah h k c h k c h k c          (4) 

where hi means reaction enthalpies. 

The initial conditions for the set of ODE (2) are 

        0 , 0 , 0 , 0s s s s

A A B B r r c cc c c c T T T T     (5) 

The mathematical model of the system described by the 

set of ODE in Eq. (2) shows that this model has four 

state variables: cA(t), cB(t), Tr(t) and Tc(t). From the 

control point of view, several input variables can be 

used, e.g. input concentration of compound A, cA0, input 

temperature of the reactant, Tr0, etc. However, the 

physical viability of these variables is greatly limited 

from the practical point of view. That is why are 

simulation studies mainly focused on the volumetric 

flow rate of the reactant qr and the heat removal of the 

cooling liquid Qc. The change of both quantities can be 

practically represented for example by the turn of the 

valve on the inlet pipe, or by the speed of the pump. 

Fixed parameters of CSTR are given in Table 1. 

 

Table 1: Parameters of CSTR 

Name of the parameter Symbol and value of the 

parameter 

Volume of the reactor Vr  = 0.01 m3 

Density of the reactant r = 934.2 kg.m-3 

Heat capacity of the 

reactant 

cpr = 3.01 kJ.kg-1.K-1 

Weight of the coolant mc = 5 kg 

Heat capacity of the 

coolant 

cpc = 2.0 kJ.kg-1.K-1 

Surface of the cooling 

jacket 

Ar = 0.215 m2 

Heat transfer coefficient  U  = 67.2 kJ.min-1m-2K-1 

Pre-exponential factor 

for reaction 1 

k01 = 2.145·1010 min-1 

Pre-exponential factor 

for reaction 2 

k02 = 2.145·1010 min-1
 

Pre-exponential factor 

for reaction 3 

k03 = 1.5072·108 min-

1.kmol-1 

Activation energy of 

reaction 1 to R 

E1/R  = 9758.3 K 

Activation energy of 

reaction 2 to R 

E2/R = 9758.3 K 

Activation energy of 

reaction 3 to R 

E3/R = 8560 K 

Enthalpy of reaction 1 h1 = -4200 kJ.kmol-1 

Enthalpy of reaction 2 h2 = 11000 kJ.kmol-1 

Enthalpy of reaction 3 h3 = 41850 kJ.kmol-1 

Input concentration of 

compound A 

cA0 = 5.1 kmol.m-3 

Input temperature of the 

reactant 

Tr0 = 387.05 K 
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STATIC AND DYNAMIC ANALYSES 

Once we have mathematical model of the system, we 

can make simulation experiments that help with the 

understanding of the system’s behaviour. Also, we can 

use this knowledge in the design of the controller which 

will be also described later in the Adaptive control 

section. 

 

Steady-State Analysis 

The steady-state analysis as the first step means that we 

want to know value of state variables, in our case 

concentrations cA, cB and temperatures Tr, Tc in so called 

steady-state. The mathematical meaning of this claim is 

the derivatives with respect to time in the set of ODE (2) 

are set to zero. It means that the set of ODE (2) is 

transformed to the set of nonlinear algebraic equations 
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 (6) 

That can be solved numerically for example with the use 

of simple iteration method. We can observe the steady-

state behaviour for various input variables.  

Results for various values of volumetric flow rate of the 

reactant, qr, and heat removal of coolant, Qc, are shown 

in Figure 2. 
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Figure 2: Steady-state analysis for various volumetric 

flow rate of the reactant, qr, and heat removal of the 

cooling, Qc 

 

We can read from graphs, that this system has strongly 

nonlinear behaviour. The optimal working point can be 

represented by the combination of the volumetric flow 

rate of the reactant  

qr
s = 2.365·10-3 m3.min-1 and the heat removal Qc

s = -

18.56 kJ.min-1. 

The dynamic analysis and the control is then performed 

around this working point where steady-state values of 

state variables are 
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 (7) 

Dynamic Analysis 

Once we have optimal working point from the steady-

state analysis, we can continue with the dynamic 

analysis which means observing of the system’s 

behaviour after the step change of the input variable. In 

our case, we have chosen the step changes of the 

coolant’s heat removal, Qc, because this input will be 

than used as an action value for the control. 

Investigated output variables are output concentration of 

the product B, cB(t), and output temperature of the 

coolant, Tr(t). Both values are related to their steady-

state values in (7) because we want to display these 

output from zero and as we can see in (5), these values 

are initial values in the numerical solution. Input and 

output variables are then: 
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Mathematically, the dynamic analysis means numerical 

solution of the set of ODE (2) together with (3) and (4). 

This numerical solution can be easily performed with 

build-in functions in Matlab or other mathematical 

software. Results are shown in Figure 3. 
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Figure 3: Results of the dynamic analysis for various 

step changes of input variable u(t) 

 

Both courses of output variables y1(t) and y2(t) shows 

nonlinearity of the system which is obvious mainly for 

the output y1(t). On the other hand, output y1(t) can be 

expressed by the second order transfer function  
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 (9) 

This output will be used as a controlled output in the 

control section of this paper. 
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ROBUST CONTROL 

Models with Parametric Uncertainty 

Systems with parametric uncertainty represent an 

effective and popular way of considering the uncertainty 

in the mathematical model of a real plant, see e.g. 

(Barmish 1994) or (Matušů and Prokop 2013; 2014). 

The utilization of such models supposes known structure 

(and order) of the transfer function but not precise 

knowledge of real parameters, which can be bounded by 

intervals with minimal and maximal possible values. 

They can be described by a transfer function: 

 
( , )

( , )
( , )

b s q
G s q

a s q
  (10) 

where b(s,q) and a(s,q) denote polynomials in s 

(Laplace transform) with coefficients depending on q, 

which is a vector of real uncertain parameters. 

Typically, this vector is confined by some uncertainty 

bounding set, which is generally a ball in some 

appropriate norm. The combination of the uncertain 

system (e.g. transfer function (10)) with an uncertainty 

bounding set gives the so-called family of systems, see 

e.g. (Barmish 1994). A special and frequent case of a 

system with parametric uncertainty is an interval plant. 

Its parameters vary independently on each other within 

given bounds, i.e.: 
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 (11) 

where , , ,i i i ib b a a     represent lower and upper limits 

for parameters of numerator and denominator, 

respectively. 

 

Control Structure and Design 

The 2DOF closed-loop control system with separated 

feedback and feedforward parts of the controller is 

depicted in Figure 4. The transfer functions G(s), Cb(s), 

and Cf(s) represent controlled plant, feedback part of the 

controller, and feedforward part of the controller, 

respectively and the signals w(s), n(s), and v(s) are 

reference, load disturbance, and disturbance signal. 

 

Figure 4: Two-degree-of-freedom control loop 

 

The traditional (one degree of freedom) feedback system 

is obtained by R=Q. However, there are much relevant 

evidence that the feedforward part brings positive 

improvements in control responses, see e.g. (Gorez 

2003) or (Matušů and Prokop 2013; 2014). 

The control synthesis itself is based on the algebraic 

ideas of Vidyasagar (1985), and Kučera (1993). 

Subsequently, the specific tuning rules have been 

developed and analyzed e.g. in (Prokop and Corriou 

1997) or (Matušů and Prokop 2013; 2014). 

Besides, the controller tuning rules for the case of law 

order controlled plant under assumption of either purely 

reference tracking problem or reference tracking and 

load disturbance rejection together have been already 

studied e.g. (Kučera 1993) or (Matušů and Prokop 

2013; 2014) and so this part presents the important 

results and then it is applied to the CSTR as a plant with 

parametric uncertainty. 

First, the control design technique supposes the 

description of linear systems in Fig. 3 by means of the 

ring of proper and stable rational functions (RPS). The 

conversion from the ring of polynomials to RPS can be 

performed very simply – see e.g. (Vidyasagar 1985) or 

(Prokop and Corriou 1997) according to: 
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 (12) 

The parameter 0m   will be later used as a controller-

tuning knob. The value of the tuning knob has a relevant 

influence on the control behavior of control responses. 

The algebraic analysis (Prokop and Corriou 1997; 

Matušů and Prokop 2013; 2014) leads to the first 

Diophantine equation: 

 ( ) ( ) ( ) ( ) 1A s P s B s Q s   (13) 

with a general solution 0( ) ( ) ( ) ( )P s P s B s T s  , 

0( ) ( ) ( ) ( )Q s Q s A s T s  , where T(s) is an arbitrary 

member of (the ring) RPS and the pair 0 ( )P s , 0 ( )Q s  

represents any particular solution of (13). Since the 

feedback part of the controller is responsible not only 

for stabilization but also for disturbance rejection, the 

convenient controller from the set of all stabilizing ones 

can be chosen on the basis of divisibility conditions. The 

requirement of the reference tracking is obtained by the 

second Diophantine equation (see Kučera, 1993, Matušů 

and Prokop, 2013, 2014): 

 ( ) ( ) ( ) ( ) 1wF s Z s B s R s   (14) 

Robust Stability 

The stability of the feedback loop is a crucial 

requirement in all control applications. Naturally, the 

feedback loop can be stable when the controlled and/or 

control plant is unstable. In the case of uncertainty of 

controlled plants, robust stability means that not only 

one fixed closed-loop system is stable but also the whole 
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family of closed-loop control systems is ensured to be 

stable. Details can be found in e.g. (Ackermann 1993; 

Barmish 1994; Bhattacharyya et al. 1995; Matušů and 

Prokop 2011; 2013; 2014). This paper utilizes the 

robust stability tests based on a universal tool known as 

the value set concept in combination with the zero 

exclusion condition – see e.g. (Barmish 1994) or 

(Matušů and Prokop 2011). 

 

ADAPTIVE CONTROL 

The adaptive approach in this work is based on the 

recursive identification of the linearized model 

described by the transfer function (9) during the control. 

The control scheme is very similar to 2DOF control 

configuration in Figure 4 but block G is in this case 

mathematical model of the controlled system, in our 

case the set of ODE in (2).  

The control synthesis employs pole-placement method 

together with the spectral factorization. Our previous 

experiments (for example (Vojtěšek and Dostál 2005; 

2016)) have shown, that this method produces sufficient 

control results. 

This control synthesis is based on the solution of the set 

of Diophantine equations 

 
           

         w

a s f s p s b s q s d s

t s f s b s r s d s

 

 
 (15) 

where polynomials a(s) and b(s) are polynomials from 

the transfer function (9) and they are estimated 

recursively with the Ordinary recursive least-squares 

method (Bobál et al. 2005). Polynomial t(s) is auxiliary 

polynomial and unknown controller’s polynomials p(s), 

q(s) and r(s) are computed from (16). 

Unknown stable polynomial d(s) on the right side of 

equations (16) was designed with the use of pole-

placement method, e.g. this polynomial is generally 

    
 deg
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d s

i

i

d s s s


   (16) 

where 
i i is j    are roots of the polynomial and 

choice of these roots affects control results. More details 

about this method can be found for example in 

(Vojtěšek and Dostál 2005). 

 

SIMULATIONS AND DISCUSSION 

A Robust Approach 

The CSTR was identified in (Vojtěšek et al. 2017) as a 

second order system with the transfer function (9) with 

nominal parameters: a2 = 1, a1 = 1.4550, a0 = 0.3072, b1 

= -0.0037, b0 = -0.0095. The intervals for uncertain 

perturbations were obtained by deeper analysis of the 

dynamic behavior and they result in the following ones: 
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Three 2DOF controllers have been designed for the 

nominal plant and the tuning parameters. The firet one 

was generated for m = 0.5, the second one for m = 0.8 

and the third one for m = 1.2. The feedback and 

feedforward parts of the controller for the first one is: 
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 (18) 

Figure 5 and Figure 6 show the controlled and control 

variables for all three tuning parameters. The red lines 

depict the nominal plant responses and black shadows 

are responses for the whole uncertain family (17), 

represented by 35=243 members (three values for each 

interval parameter: minimum, midpoint, and maximum). 

The load disturbance n = 10 was injected in the time t = 

150 and it is evident that no permanent error is observed. 
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Figure 5: Set of output controlled variables for m=0.5 

(left), m=0.8 (middle), and m=1.2 (right) 
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Figure 6: Set of input control variables for m=0.5 (left), 

m=0.8 (middle), and m=1.2 (right) 

 

Simulation results proved that the fix robust controller 

could be designed for a wide family of interval systems. 

The results are shown in Figures 5 and 6 for three values 

of the tuning parameter m>0. The choice of the tuning 

parameter m>0 was found empirically and 

experimentally. Until now, there is no exact theory on 

how to obtain the optimal value (see e.g. Prokop and 

Corriou, 1997). The Figure 7 shows the zoomed value 

sets for all three values of m. All three subfigures from 

Figure 7 may seem the same for the first sight, but 

please note the differences in axes ranges. Anyway, they 

confirm the robust stability of the designed control loops 

since they are excluded from the critical point (0,0j) and 

all required preconditions are fulfilled (Barmish 1994).  

 

-2.5 -2 -1.5 -1 -0.5 0 0.5

-5

-4

-3

-2

-1

0

1

Real Axis

Im
a

g
 A

x
is

-14 -12 -10 -8 -6 -4 -2 0 2 4

-20

-15

-10

-5

0

5

Real Axis

Im
a

g
 A

x
is

 

Figure 7: Zoomed value sets for m=0.5 (left), m=0.8 

(middle) and m=1.2 (right) 
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In order to verify the practical usability of the designed 

controllers, they were applied not only to the linearized 

model, but also to the original nonlinear model of 

CSTR. The control results for this nonlinear case are 

shown and mutually compared in Figure 8. 
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Figure 8: Robust control of the original nonlinear model for 

three values of m – comparison of the output controlled 

variables (left) and the input control variables (right) 

 

The control results shown in Figure 8 assumes that there 

is no limitation of the control signal. On the other hand, 

Figure 9 provides the control behavior for the same 

controllers, but with the saturated control signals in the 

range ±100 %. It can be seen that this saturation affects 

the signals for m=0.8 and m=1.2. Higher peaks caused 

by the wind-up effect are observable for m=1.2. 
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Figure 9: Robust control of the original nonlinear model 

for three values of m and the saturated control signal 

(±100 %) – comparison of the output controlled 

variables (left) and the input control variables (right) 

 

An Adaptive Approach 

Three adaptive controllers for 2DOF configuration were 

tuned, assuming the placement of the closed-loop poles 

0.07, 0.1, and 0.2, respectively. Figure 10 shows the 

control results for the original nonlinear CSTR model, 

and Figure 11 presents the evolution of the identified 

parameters during the simulation. 
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Figure 10: Adaptive control results – output (left) and 

control (right) signals 
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Figure 11: Adaptive control results – identified 

parameters 

 

Comparison and Discussion 

The control performance of both robust and adaptive 

approaches can be tuned by the parameter m or the 

proper pole-placement. In all cases, the costs for the 

rapid control and better disturbance rejection are the 

higher and more aggressive control signals. For some 

faster robust controllers, the control signals would have 

to be restricted for the practical application. The main 

advantage of the self-tuning controllers is obvious from 

its name, i.e., after successful initialization, they are able 

to control the CSTR without knowledge of the model. 

On the other hand, the main advantage of the off-line 

tuned robust controllers is their simplicity and 

reliability, even under prescribed model uncertainty. 

The comparison of control results for two reasonable 

choices of tuning parameters, i.e., m=0.5 for the robust 

controller, and α=0.2 for the adaptive controller, are 

shown in Figure 12. Anyway, it was shown that both 

approaches are able to control the CSTR satisfactorily 

and the final choice of the approach depends on the 

additional requirements or preferences of a user or 

control engineer. 
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Figure 12: Comparison of selected robust and adaptive 

controllers – output (left) and control (right) signals 

 

CONCLUSIONS 

Modelling and control of CSTR are addressed in the 

contribution. Two different approaches of control were 

designed and compared. The first one is an adaptive 

self-tuning principle based on the recursive 

identification procedure with polynomial control design. 

The second control principle utilizes robust control 

algorithms designed in the ring RPS. The synthesis 

method itself is based on linearized model with 

parametric uncertainty and accompanied by the analysis 

of robust stability. Both approaches use the 2DOF 
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feedback control structure. As an application, a set of 

designed robust and adaptive controllers were applied to 

control of an original nonlinear model of CSTR. The 

main aim of the control design was energy saving in the 

industry operation of CSTR. All simulations were 

performed in the MATLAB and Simulink environment. 
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ABSTRACT 

Mass spectrometry imaging (MSI) with high 

resolution in mass and space is an analytical method that 

produces distributions of ions on a sample surface. The 

algorithms for preprocessing and analysis of the raw data 

acquired from a mass spectrometer should be evaluated. 

To do that, the ion composition at every point of the 

sample should be known. This is possible via the 

employment of a simulated MSI dataset. In this work, we 

suggest a pipeline for a robust simulation of MSI datasets 

that resemble real data with an option to simulate the 

spectra acquired from any mass spectrometry instrument 

through the use of the experimental MSI datasets to 

extract simulation parameters. 

INTRODUCTION 

High-resolution mass spectrometry is an analytical 

technique based on the precise measurement of mass-to-

charge ratio (m/z) of ionized molecules found in a sample 

and their relative amount. The mass spectrometry (MS) 

experiment includes the following main steps: sample 

preparation, ionization, ion separation (employing 

electric and magnetic fields), ion detection and signal 

processing. The result of such an analysis is represented 

as the so-called mass spectrum (see an example of a 

profile mass-spectrum in Figure 1: in profile mode, a 

peak is represented by a collection of signals over several 

MS experiments) where the signal intensities (i.e. the 

relative number of ions with certain m/z) are plotted as y-

axis versus corresponding mass-to-charge ratios along x-

axis. Mass spectrum is used to determine the compounds 

of the sample. For each compound information on 

molecular mass, composition and structure can be 

derived through the analysis of experimental spectra. 

This makes mass spectrometry an essential technique 

utilized in many applied and basic sciences such as 

Chemistry, Biology, Medicine, Ecology, Forensic 

science, etc. (De Hoffmann, 2000) 

Figure 1: A raw (not preprocessed) profile mass spectrum 

acquired via MALDI-Orbitrap mass spectrometer 

(Thermo Scientific Q Exactive Orbitrap) collected from 

a single region (35 × 35 µ𝑚2) of a mouse full body 

section. This mass spectrum includes 4934 individual m/z 

with corresponding intensities. Zoomed peak 926.529 

m/z illustrates a typical peak shape — Gaussian. 
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Figure 2: MALDI MSI experiment (sample: mouse full body section). 

An MS instrument, mass spectrometer, includes an 

ion source, a mass analyzer, and a detector (De 

Hoffmann, 2000). The ion source produces ions of the 

analyzed sample, the mass analyzer separates these ions 

according to their m/z, and the detector counts the number 

of ions for every m/z bin (the detector aggregates the 

continuous m/z values produced by the analyzer into 

discrete m/z bins, the binning depends on the instrument 

and its settings). 

Mass spectrometry imaging (MSI) is the sequential 

mass spectrometry analysis of the regions on the surface  

of the sample. Based on this information, the spatial 

distributions of the detected ions on the sample’s surface 

are generated. MSI is commonly used in diagnostic 

applications in the medical and biomedical field (e.g. 

abnormal regions detection such as tumors, biomarkers 

search), in medicinal chemistry (medicinal drugs 

development, research of drugs and their metabolites 

localization in tissues) (Römpp and Spengler 2013). 
There are many ionization techniques developed for 

MSI, but in this work, we will briefly describe the most 

popular one: Matrix-Assisted Laser 

Desorption/Ionization (MALDI) (Baker et al. 2017). The 

matrix (typically an organic acid) is chosen by the 

researcher based on the analytes (the compounds of 

interest to be ionized and detected). The matrix co-

crystallizes the analytes, fixing them in place, and 

facilitates the ionization process. During the 

desorption/ionization stage, the laser simultaneously 

vaporizes and ionizes the region it is directed towards, 

covering the surface of the sample with the given step 

(raster step).  Thus, for each raster (which represents a 

pixel on the resulting spatial ion distributions) of the 

sample surface, a mass spectrum (which is a set of 

detected ions with corresponding signal intensities) is 

acquired. The MALDI MSI experiment workflow is 

illustrated in Figure 2. Preprocessing of raw MSI spectra 

is necessary as the amount of the detected ions for each 

region is too large for high resolution in mass and space 

MS instruments (Römpp and Spengler 2013). 
Preprocessing algorithms should reduce the size of raw 

MSI dataset, remove noise, eliminate inaccuracies, and 

make mass spectra from different regions comparable. 

These algorithms (and/or parameters for them) have to be 

evaluated, which poses a question of ground truth data in 

MSI. Due to the complicated nature of the MSI data 

acquisition, there is no way to get ground truth data for 

the samples, i.e. it is not possible to know the exact ion 

composition at each region of the sample in order to 

compare it to the ion composition revealed by 

preprocessed raw spectra. Thus, in order to evaluate the 

preprocessing algorithms, these algorithms are applied to 

simulated MSI datasets (Palmer 2014; Verbeek 2014; 

Wijetunge et al. 2015; Guo et al. 2019; Lieb et al. 2020; 

Booij 2021). 

But even after successful preprocessing steps, the 

number of individual ion distributions is large. 

Preprocessed MSI data can be treated as a multichannel 

image (similarly to an optical image taken with a usual 

camera; such an image has three channels: red, green, and 

blue, each channel representing the corresponding light 

wavelength and its intensity in each part of an image), 

where each channel represents a certain mass-to-charge 

ratio (m/z) and its intensity at each raster of the surface, 

i.e. each channel is a visualization of a single ion 

distribution. So preprocessed MSI data are organized in 

so-called data cubes (see Figure 3). 

 

 
Figure 3: MSI data cube (sample: mouse full body 

section) which includes spatial distributions of 417 

individual ions (m/z). Average spectrum is centroid: the 

signals are displayed as discrete m/z with corresponding 

intensities with zero line widths. 

 

Various feature selection, clustering and visualization 

algorithms have to be applied to MSI data cubes, in order 

to perform a sufficient analysis of such data. These 

algorithms also have to be evaluated, which again 

requires realistically simulated data (Buchberger et al. 

2018; Verbeek et al. 2020, Sarycheva et al., 2020).  
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While there is a publically available MSI simulation 

functions for R language (Bemis et al. 2015; Bemis and 

Harry 2017; Bemis 2020), which will be discussed in 

detail in the section dedicated to Simulation of imaging 

mass spectrometry data, they do not offer as much 

flexibility as the proposed pipeline.  

The important feature of the proposed approach is 

that it allows for simulation of MSI spectra acquired from 

an individual instrument. This reduces the gap between 

evaluation of preprocessing and analysis algorithms 

performances for the experimental MSI dataset acquired 

by a certain instrument and the simulated dataset for the 

same instrument. 

 

SIMULATION IN MASS SPECTROMETRY 

Mass spectrometry data processing and analysis are 

not possible without computational methods. These 

methods should be validated, evaluated and compared to 

guarantee  the credibility of the acquired results as the 

chosen algorithms and/or parameters have been applied 

to a MS dataset. To gauge the performance of the 

algorithms (and/or tune the parameters), the reference 

results (benchmark) should be determined. While it could 

be argued that the output of a trusted method (or results 

amalgamation of multiple trusted methods) might be 

picked as a reference, such an approach is incorrect for 

the following reasons. First, the result of the existing 

methods application might be inaccurate (especially, due 

to the nature of MS data — there are no flawless tools or 

data processing pipelines). Moreover, a new method 

might disagree with the results of the existing ones 

because it might correct the underlying bias of the latter. 

Thus, it is not correct to expect the result of a new method 

to replicate the result of the state-of-the-art methods. 

Second, such an evaluation of a new method would 

depend on the set of trusted methods chosen to generate 

reference. So if the set of trusted methods would be 

changed, even if the input raw data remains the same, the 

evaluation conclusions might change, too. Thus, the 

benchmark should not depend on the compared methods.  

Realistic data simulation, where the ground truth is 

defined, serves as a way to create the reference. For the 

evaluation of raw data processing, e.g. peak picking, 

feature detection, raw MS data are simulated (e.g., 

Schulz-Trieglaff et al. 2008; Bielow et al. 2011; 

Wijetunge et al. 2015). To evaluate the algorithms for the 

analysis, the processed MS data are simulated (e.g., 

Awan and Saeed 2018). The main advantages of 

simulated data: 1) the ground truth is defined, which is 

often cannot be achieved in MS experiment due to the 

competitive ionization processes during the ionization 

stage, instrument noise, and etc; 2) a lot of datasets can 

be simulated, represented data from different instruments 

and from different samples; the acquisition of various 

experimental MS datasets might be expensive or difficult 

(Gatto et al. 2016). 

The simulation of individual spectra can be based on 

a mathematical model which describes physics of an 

instrument, if there are analytical expressions describing 

the latter. For example, the realistic mass spectra can be 

simulated for Time of Flight (TOF) mass spectrometers 

(Coombes et al. 2005): the flight time of a given ion of 

mass m and charge z (known for a range of proteins found 

in biological tissue or fluids) in an electric field is 

simulated given the parameters describing the virtual MS 

instrument (Morris et al. 2005) and the amount of 

detected ions. This simulation model accounts for two 

factors affecting the mass resolution (the ability of the 

instrument to provide a mass spectrum where two slightly 

different masses are distinguishable): the acquisition time 

resolution of the detector and the distribution of the initial 

velocities of the ions. The isotope distributions of 

individual proteins are included in simulation, since 

proteins mostly consist of the atoms of carbon, oxygen, 

and nitrogen. To sum  up, this simulation approach 

employs Instrument Response Function (IRF) calculated 

from physical laws which result in an approximation for 

a virtual TOF mass spectrometer. 

However, a creation of a detailed physical model of 

mass spectra generation is not possible for every MS 

instrument. In a simulation tool LC-MSsim 

(implemented in C++ programing language) for liquid 

chromatography mass spectrometry (LC–MS) data 

(Schulz-Trieglaff et al. 2008), the peak shape of an input 

m/z is modelled using a Gaussian distribution. In this 

simulation, the peak width is chosen by a user in terms of 

the Full-Width-At-Half-Maximum (FWHM) of a peak in 

mass spectrum, which is defined as the difference 

between m/z at which the intensity equals half of the 

maximum intensity of this peak. Since peak shape is 

modelled as a Gaussian, FWHM of a Gaussian is defined 

as follows: 

 

           𝐹𝑊𝐻𝑀𝐺  = 2√2𝑙𝑛2𝜎 ,              (1) 

 

where 𝜎 is the standard deviation of the Gaussian. 

Any real MS dataset includes not only signals caused 

by the ionized compounds present in the sample, but also 

noise, which should be accounted for in a simulated 

spectrum. In LC-MSsim, the FWHM of peaks is used to 

simulate MS instruments with different mass accuracies 

(mass accuracy is the difference between measured and 

actual mass) and resolutions. The inaccuracies in 

measured peak intensities are simulated by adding 

Gaussian-distributed noise to peaks. The statistical 

fluctuations found in MS spectra if the measured 

intensity of ions with certain m/z is very low (i.e. high-

frequency noise of low intensity in a mass spectrum), so-

called shot noise, is not well defined in MS, yet for Q-

TOF and Ion Trap instruments it can be modeled by 

Poisson distribution (Du et al. 2008). So in LC-MSsim, 

the number of shot noise signals is sampled from a 

Poisson distribution, while m/z are sampled from 

Gaussian distribution and intensities of these signals are 

sampled from Exponential distributions (it was 

approximated based on the experimental mass spectra). 

The baseline signal in mass spectra (especially prominent 

within MALDI MS instruments), which decays with 

increasing m/z, in LC-MSsim is simulated by adding an 
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exponentially-decaying baseline to a simulated mass 

spectrum. 

A simulation tool MSSimulator (implemented in C++ 

programing language) for LC–MS and LC–MS/MS 

(MS/MS is tandem mass spectrometry, where the 

selected ions, separated by their m/z in MS experiment, 

are split into smaller fragment ions, and then these 

fragments are also separated and detected by MS 

experiment) data (Bielow et al. 2011), uses either a 

truncated Gaussian or Lorentzian distribution for peaks 

modeling, the width of peaks can be controlled by a user 

based on the resolution. MSSimulator also provides three 

models of resolution models in common instruments: 

resolution is constant in TOF; resolution is degrading 

linearly with m/z in Fourier transform ion cyclotron 

resonance (FTICR) instruments; resolution is degrading 

linearly with the square root of m/z in Orbitrap mass 

spectrometers (Makarov et al. 2006). 

A simulation tool Mspire-Simulator (implemented in 

Ruby programing language) for LC–MS data (Noyce et 

al. 2013) employs IRFs calculated from experimental 

data for three different instruments, acquired from LTQ-

Orbitrap, Orbitrap-Velos, Bruker MicrOTOF-Q mass 

spectrometers. These default models can be replaced by 

models provided by the user which would mimic other 

settings and/or instruments: the simulation parameters 

can be acquired from LC–MS files using a genetic curve 

fitting algorithm.  

To summarize, simulation is used in MS field as 

benchmark data to assess various algorithms, since the 

creation of annotated MS datasets acquired by various 

instruments with various settings is complicated and 

expensive, and publically available experimental datasets 

are scarce (Wijetunge et al. 2015; Gatto et al. 2016; Awan 

and Saeed 2018).  

 
SIMULATION OF IMAGING MASS 

SPECTROMETRY DATA 

MSI experiments, being a compilation of multiple 

MS experiments for various points of a sample surface, 

take more time and are more expensive than the routine 

MS experiments. Due to the complicated nature of an 

MSI dataset, the amount of publically available  

comprehensibility annotated testing datasets is often 

insufficient (Palmer 2014). For certain methods, the 

testing datasets might not be available at all. Thus, the 

simulated MSI data are used for validation and evaluation 

of MSI data processing and analysis algorithms (Palmer 

2014; Verbeek 2014; Guo et al. 2019; Lieb et al. 2020; 

Booij 2021). 

Input data for the MSI simulation is usually the list of 

ions (it is used if the ionization process is hard to model; 

otherwise, the list of ions can be predicted from the list 

of input compounds) with corresponding spatial 

distributions, and an output MSI dataset is formed 

according to a statistical model which corresponds to a 

desired MS instrument. 

Verbeek in (Verbeek 2014) describes the simulation 

approach to datasets creation employed to benchmark 

MSI analysis algorithms (Booij 2021). An artificial 

dataset includes areas representing different tissue 

regions (and thus having distinct spectral composition) 

which might overlap: the corresponding characteristic 

spectra are mixed. Each pixel contains N m/z bins in a 

certain mass range 𝑚/𝑧𝑚𝑖𝑛  to 𝑚/𝑧𝑚𝑎𝑥 . Characteristic 

spectra contain certain amounts of peaks with various 

intensities within mass range. Gaussian noise is added to 

the mass spectrum of each pixel. 

Palmer in (Palmer 2014) describes an IRF modeling 

approach to MSI spectra generation using QqTOF 

(Quadrupole-time-of-flight mass spectrometer) 

instrument as the example. IRFs are approximated via 

fitting mathematical functions to experimental data, 

which allows for an approximation of any instrument. 

The continuous m/z values are aggregated into discrete 

mass bins. Binning is defined by the instrument and 

settings. It is simulated according to the resolution of the 

desired virtual instrument, and the input list of ions is 

mapped to the corresponding bins (and their intensities 

are summed). The binned m/z values with corresponding 

intensities are worked up by IRFs. The latter mimic 

signal blurring in mass analysers: intensities of 

neighboring bins affect the input bin intensity (simulated 

by Gaussian filter moved along m/z axis). IRFs also add 

detection noise to each input bin (e.g., baseline noise for 

TOF instruments, electronic noise due to detection 

circuitry’s thermal electron motion sampled from 

Gaussian distribution, shot noise for all counting 

detectors, chemical noise which adds the detection of 

randomly distributed ions on the sample surface).  

In (Guo et al. 2019), ion distributions with complex 

morphology are simulated. The ion spatial variation was 

simulated as follows. The intensity of an ion at each pixel 

is generated as a sum of the following terms: the mean 

intensity of morphological component (i.e. a distinct 

tissue region) of this pixel, the spatial auto-correlation 

(simulated via the intrinsic conditional auto-regression 

(ICAR) model: spatial effect is varying around mean 

spatial effects at neighboring locations drawn from 

Normal distribution) which reflects similarity or 

disagreement in ion composition of neighboring pixels, 

and the random noise (i.e. measurement error). 

Dexter in (Dexter 2018) uses multivariate normal 

distribution for statistical modeling using experimental 

MSI data, since he demonstrated that the clustered MSI 

data from the coronal mouse brain (data acquired via 

MALDI QqTOF instrument) converted to polar 

coordinates can be approximated by a multivariate 

normal distribution. Normality testing (the chi squared 

quantile plots) is performed for the experimental dataset, 

and if the latter is close to normally distributed, it is used 

as a reference for simulation. Simulated data are sampled 

probabilistically from a multivariate normal distribution. 

A simulation of HR imaging mass spectrometry data 

(ims-simulator) scripts for python 2.7 are available at 

Github(https://github.com/metaspace2020/ims-

simulator) as part of Metaspace project (Alexandrov et 

al. 2019). The input experimental centroided MSI dataset 

in imzML format (Schramm et al. 2012) is used as a 

template for the simulation. Other input data include: the 
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instrument type (two options: FTICR or Orbitrap); the 

resolving power (instrument’s ability to distinguish 

between two adjacent ions of equal intensity) at m/z = 

200; database with the list of metabolites (molecules) as 

well as the list of possible adducts (the adduct ions are 

formed during ionization process and contain a certain 

ion along with analyte molecule (M), e.g. hydrogen ion 

adducts [𝑀 + 𝐻]+, sodium ion adducts [𝑀 + 𝑁𝑎]+, 

potassium ion adducts [𝑀 + 𝐾]+, etc.) which might be 

found in the experiment. This information is used to 

provide false discovery rate (FDR)-controlled metabolite 

annotation (Palmer et al. 2016) of the input MSI dataset. 

This annotation (a list of adducts and molecules) is used 

to simulate a clean (without noise) dataset. Then the basic 

statistics for the experimental dataset are calculated 

(sparsity: histogram of m/z differences between 

neighboring m/z in each spectrum (i.e. in each pixel); 

histogram of intensities; minimum intensities for each 

spectrum). The input dataset’s dimensionality is reduced 

via non negative matrix factorization (NMF): the amount 

of components is the input amount of desired layers for 

the simulated dataset (each layer, a simulated tissue, with 

the spatial distribution represented by an NMF 

component and with spectral composition represented by 

a pseudo-spectrum — the loadings of the corresponding 

NMF component). Noise parameters (median, standard 

deviation) for each m/z value are calculated from the 

difference between the experimental data cube’s ion 

intensity distribution and the distribution reconstructed 

by NMF. 

The Cardinal, an R package for MSI data processing 

and analysis (Bemis et al. 2015), provides functions for 

the simulation of MS and MSI datasets and which were 

employed for MSI dataset simulation used for  the 

evaluation of peak picking algorithm in (Lieb et al. 

2020), based on the documentation (Bemis and Harry 

2017) and the corresponding functions in the package. 

However, some of these functions were deprecated or 

changed in the newer version of the package, Cardinal 2 

(Bemis 2020). It features a function simulateImage() 

which relies on simulateSpectrum() for the MSI data 

simulation. The simulation function input: spatial data 

(Pixel data) features coordinates x, coordinates y, and 

boolean columns for each spatial region (morphological 

substructure, reference image masks) specifying whether 

or not this region is present in (x,y); ions and intensities 

(Feature data) featuring m/z (ions), and columns for each 

spatial region (morphological substructure) specifying 

intensities of ions describing the spectral composition of 

corresponding spatial regions. Minimum and maximum 

m/z values for simulation mass range, as well as step-size 

for the observed m/z values of the profile spectrum can 

be specified. There are additional parameters introducing 

noise and variation (virtual instrument parameters): 

spatial autocorrelation (for spatial covariance 

calculation), standard deviation giving the run-to-run 

and/or pixel-to-pixel variance (sampled from Normal 

distribution), standard deviation for the distribution of the 

observed peaks, a multiplier for multiplicative variance, 

standard deviation of the random noise introduced in the 

spectrum, standard deviation of the mass error in the 

observed m/z values of peaks, mass resolution, maximum 

intensity of the baseline and its exponential decay, 

whether output spectra will be in profile or centroided. 

While R language is relatively easy to use, the 

description of Cardinal 2 simulation functions explicitly 

reads that they are designed for small proof-of-concept 

examples, and may not scale well to simulating larger 

datasets(https://rdrr.io/bioc/Cardinal/man/simulateSpect

rum.html). 

A perfect simulator should be able to produce datasets 

of any size with defined ground truth, with the option to 

mimic various instruments. Ideally — any instrument, if 

the user provides MSI data. This is achievable through 

the augmentation of simulation with parameters and 

noise distribution extracted from the experimental 

datasets. 

 

THE PROPOSED MSI DATA SIMULATION 

PIPELINE 

If the experimental datasets are provided by the user 

(in imzML format), they can be used to set mass range 

and m/z values binning, approximate noise parameters for 

the simulated spectra. Thus, the proposed simulation 

configuration extraction from the experimental datasets 

includes the following steps: instrument information (i.e. 

resolution), mass range and statistics extraction. The 

scheme for such module is illustrated in Figure 4.  

 

 
Figure 4: The module for the extraction of simulation 

parameters from an experimental MSI dataset. 

 The input morphological components (distinct tissue 

regions) are provided by the user as separate  
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Figure 5: The MSI data simulation pipeline.

grayscale images (could be drawn in with a graphical 

editor or generated computationally). If the experimental 

dataset is not provided, the simulation can use preset 

parameters which correspond to different types of 

instruments. Parameters can be also set by a user in the 

configuration file, e.g. analog-to-digital converter 

resolution, mass range, resolution, etc. 

The general steps of the proposed simulation pipeline 

(parameters can be extracted from the experimental data, 

see Figure 4) are illustrated in Figure 5. 

Let us consider an example of the simulation using 

the proposed pipeline. We used an experimental MSI 

dataset of the macaque cerebellum section (22430 single 

ion distributions 100×80 pixels) as input for the module 

for extraction of simulation parameters: the m/z values 

binning was 0.01; the number of ground truth distinct 

spectral compositions (each corresponds to the simulated 

tissue) acquired via NMF was set to 6 (Figure 6 A); noise 

was extracted as the difference between the experimental 

spectra and the spectra reconstructed by NMF 

components and loadings. We drew 6 grayscale reference 

image masks (99×72 pixels each, Figure 6 B) which 

correspond to 6 overlapping morphological regions with 

simulated spectral compositions. With added noise, the 

resulting simulated spectra closely resemble the 

experimental ones (Figure 6 D). The ground truth data, 

the exact spectral composition in each spatial location of 

the simulated imzML, as well as the spectral composition 

for each reference mask are saved separately. 

The main advantages of the proposed pipeline:  

1) the ability to produce large artificial datasets in 

reasonable time; 2) the distinct tissue regions with 

significantly different spectral composition to be 

generated (and mixed if overlapped) are provided by the 

user as simple grayscale images; 3) flexibility of 

parameters: can be set or extracted from the experimental 

dataset. 

The algorithm is implemented in Python 3.7 and uses 

the following libraries: imageio, numpy, pandas, 

pyimzml, scikit-image, sklearn, scipy. 

 

 
Figure 6: (A) Extraction of simulation parameters: 

illustration of one of 6 NMF components with 

corresponding loadings. (B) Input reference image masks 

(morphological components/tissues to simulate). (C) 

Comparison of experimental and simulated single ion 

images. (D) Comparison of experimental spectrum and 

simulated spectrum in the central pixel of the data cubes. 
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CONCLUSION 

We have found that there is no convenient and 

universal simulation tool available for large MSI 

datasets. We proposed a versatile pipeline, which 

includes the extraction of simulation parameters from the 

experimental dataset to tailor the simulation to a specific 

MSI setup. The initial implementation of the proposed 

pipeline was tested on a high-mass-resolution Orbitrap-

based imaging setup as a parameter source with a set of 

hand-drawn masks as reference images. The 

implemented algorithm allowed for the generation of 

large datasets suitable for quantitative testing of 

algorithms for enhancement, decomposition, and 

visualization of MSI data. 

 

REFERENCES 

Alexandrov, T.; K. Ovchinnikova; A. Palmer; V. Kovalev; A. 

Tarasov; L. Stuart; ... and S. Shahidi-Latham. 2019. 

METASPACE: A community-populated knowledge base 

of spatial metabolomes in health and disease. BioRxiv, 

539478. 

Awan, M.G. and F. Saeed. 2018. MaSS-Simulator: A highly 

configurable MS/MS simulator for generating test datasets 

for big data algorithms. bioRxiv, 302489. 

Baker, T.C.; J. Han; and C.H. Borchers. 2017. Recent 

advancements in matrix-assisted laser 

desorption/ionization mass spectrometry imaging. Current 

opinion in biotechnology, 43, 62-69. 

Bemis, K.D. and A. Harry. 2017. Cardinal: Analytic tools for 

mass spectrometry imaging. 

Bemis, K.D.; A. Harry; L.S. Eberlin; C. Ferreira; S.M. van de 

Ven; P. Mallick; M. Stolowitz; and O. Vitek. 2015. 

Cardinal: an R package for statistical analysis of mass 

spectrometry-based imaging experiments. Bioinformatics, 

31(14), 2418-2420. 

Bemis, K.A. 2020. Cardinal 2: User guide for mass 

spectrometry imaging analysis. 

(http://bioconductor.org/packages/release/bioc/vignettes/C

ardinal/inst/doc/Cardinal-2-guide.html#advanced-

operations-on-msimagingexperiment) 

Bielow, C.; S. Aiche; S. Andreotti; K. Reinert. 2011. 

MSSimulator: Simulation of mass spectrometry data. 

Journal of proteome research, 10(7), 2922–9. 

Booij, T. 2021. Data-Driven Soft Discriminant Maps: Class-

aware Linear Feature Extraction in Imaging Mass 

Spectrometry. (Master thesis, Delft University of 

Technology) 

Buchberger, A.R.; K. DeLaney; J. Johnson; and L. Li. 2018. 

Mass spectrometry imaging: a review of emerging 

advancements and future insights. Analytical chemistry, 

90(1), 240. 

Coombes, K.R.; J.M. Koomen; K.A. Baggerly; J.S. Morris; and 

R. Kobayashi. 2005. Understanding the characteristics of 

mass spectrometry data through the use of simulation. 

Cancer informatics, 1, 117693510500100103. 

De Hoffmann, E. 2000. Mass spectrometry. Kirk‐Othmer 

Encyclopedia of Chemical Technology. 

Dexter, A. 2018. Developing computational methods for 

fundamentals and metrology of mass spectrometry imaging 

(Doctoral dissertation, University of Birmingham). 

Du, P.; G. Stolovitzky; P. Horvatovich; R. Bischoff; J. Lim; and 

F. Suits. 2008. A noise model for mass spectrometry based 

proteomics. Bioinformatics, 24(8), 1070-1077. 

Gatto, L.; K.D. Hansen; M.R. Hoopmann; H. Hermjakob; 

O. Kohlbacher; and A. Beyer.  2016. Testing and validation 

of computational methods for mass spectrometry. Journal 

of proteome research, 15(3), 809-814. 

Guo, D.; K. Bemis; C. Rawlins; J. Agar; and O. Vitek. 2019. 

Unsupervised segmentation of mass spectrometric ion 

images characterizes morphology of tissues. 

Bioinformatics, 35(14), i208-i217. 

Lieb, F.; T. Boskamp; and H.G. Stark.  2020. Peak detection for 

MALDI mass spectrometry imaging data using sparse 

frame multipliers. Journal of Proteomics, 225, 103852. 

Makarov, A.; E. Denisov; A. Kholomeev; W. Balschun; O. 

Lange; K. Strupat; and S. Horning. 2006. Performance 

evaluation of a hybrid linear ion trap/orbitrap mass 

spectrometer. Analytical chemistry, 78(7), 2113-2120. 

Morris, J.S.; K.R. Coombes; J. Koomen; K.A. Baggerly; and R. 

Kobayashi. 2005. Feature extraction and quantification for 

mass spectrometry in biomedical applications using the 

mean spectrum. Bioinformatics, 21(9), 1764-1775. 

Noyce, A.B.; R. Smith; J. Dalgleish; R.M. Taylor; K.C. Erb; N. 

Okuda; and J.T. Prince. 2013. Mspire-Simulator: LC-MS 

shotgun proteomic simulator for creating realistic gold 

standard data. Journal of proteome research, 12(12), 5742-

5749. 

Palmer, A.D. 2014. Information processing for mass 

spectrometry imaging (Doctoral dissertation, University of 

Birmingham). 

Palmer, A.; P. Phapale; I. Chernyavsky; R. Lavigne; D. Fay; A. 

Tarasov; V. Kovalev; J. Fuchser; S. Nikolenko; C. Pineau;  

and M. Becker. 2017. FDR-controlled metabolite 

annotation for high-resolution imaging mass spectrometry. 

Nature methods, 14(1), 57-60. 

Römpp, A. and B. Spengler. 2013. Mass spectrometry imaging 

with high resolution in mass and space. Histochemistry and 

cell biology, 139(6), 759-783. 

Sarycheva, A., Grigoryev, A., Sidorchuk, D., Vladimirov, G., 

Khaitovich, P., Efimova, O., ... and Kostyukevich, Y. 2020. 

Structure-Preserving and Perceptually Consistent 

Approach for Visualization of Mass Spectrometry Imaging 

Datasets. Analytical Chemistry. 

Schramm, T., Z. Hester; I. Klinkert; J.P. Both; R.M. Heeren; A. 

Brunelle; O. Laprévote; N. Desbenoit; M.F. Robbe; M. 

Stoeckli; and B. Spengler. 2012. imzML—a common data 

format for the flexible exchange and processing of mass 

spectrometry imaging data. Journal of proteomics, 75(16), 

5106-5110. 

Schulz-Trieglaff, O.; N. Pfeifer; C. Grpl; O. Kohlbacher; K. 

Reinert. 2008. LC-MSsim – a simulation software for liquid 

chromatography mass spectrometry data. BMC 

Bioinformatics, 9, 423 

Verbeeck, N. (2014). Datamining of imaging mass 

spectrometry data for biomedical tissue exploration. 

(Doctoral dissertation, KU Leuven). 

Verbeeck, N.; R.M. Caprioli; and R. Van de Plas. 2020. 

Unsupervised machine learning for exploratory data 

analysis in imaging mass spectrometry. Mass spectrometry 

reviews, 39(3), 245-291. 

Wijetunge, C.D.; I. Saeed; B.A. Boughton; U. Roessner; and 

S.K. Halgamuge. 2015. A new peak detection algorithm for 

MALDI mass spectrometry data based on a modified 

Asymmetric Pseudo-Voigt model. BMC genomics, 16(12), 

1-12. 

 

198



MAKE-TO-ORDER PRODUCTION PLANNING WITH SEASONAL SUPPLY 

IN CANNED PINEAPPLE INDUSTRY  

Kanapath Plangsrisakul  

Tuanjai Somboonwiwat  

Chareonchai Khompatraporn 

Department of Production Engineering, 

King Mongkut’s University of Technology Thonburi (KMUTT), Bangkok 10140 Thailand 

E-mails: kanapath.002@mail.kmutt.ac.th, tuanjai.som@kmutt.ac.th, charoenchai.kho@kmutt.ac.th

KEYWORDS 

Canned Pineapple Industry, Make-to-order Inventory, 

Multi-products Multi-periods Production Planning, 

Pineapple Color Ratios, Seasonal Raw Materials. 

ABSTRACT 

This research studies a make-to-order production 

planning problem in a canned pineapple industry. 

Pineapple is a seasonal perishable fruit. Thus, the cost 

of fresh pineapple which is the main raw material in 

canned pineapple products is inexpensive during its 

season because of its abandance. The color of the 

pineapple also determines the price of the canned 

pineapple. However, the availability of different colors 

(referred as “choice” and “standard”) is dependent. 

Specifically, if for a given month the ratio of the choice-

color pineapple increases, the ratio of the standard-color 

pineapple decreases. There are several costs involve 

such as fresh pineapple cost, can cost, sugar cost, water 

cost, labor cost, energy cost, and inventory holding cost. 

This problem is formulated as a mathematical model to 

maximize the total profit over four-months planning 

horizon. Two supply uncertainty cases are tested which 

are low and high ratios of the choice color. The results 

show that the profit depends on available color ratios of 

the pineapple. The production planning is best if it 

matches with the availability of the color ratios. In 

certain months, some fresh pineapple purchased exceed 

the need of the production because of the dependency of 

the two colors. The inventory holding cost also 

influences the production decision—whether to produce 

the canned pineapple in earlier months or it is better to 

produce only the canned pineapple when it is needed to 

serve the customer orders. 

INTRODUCTION 

Thailand is the global exporter of canned pineapple with 

the market share of 37.2% worldwide or USD 338.09 

million in value, followed by the Philippines and 

Indonesia (based on the 2019 statistics) (TRIDGE, 

2019). The three countries together cover about 70% of 

the world’s market share (Wattanakul et al., 2020). 

Pineapple is a seasonal fruit but the demands for canned 

pineapple exist throughout the year. Therefore, canned 

pineapple manufactures must produce canned pineapple 

when the fresh pineapple fruits are abundant to secure a 

low raw material cost and top fruit quality. 

There are variety of canned pineapple products 

depending upon the fruit colors (“choice” and 

“standard”), fruit cut (slice, chunk, and tidbit), can sizes, 

syrup sweetness level, and so forth. The choice color of 

pineapple refers to a deep dark yellow color of the 

pineapple meat. The color is preferred by most 

customers. Canned products made with the choice color 

pineapple are generally sold at a higher price than the 

same products made with the standard color fruit. 

However, the color of the pineapple cannot be identified 

until the fruit is peeled, but fresh pineapple is sold to the 

canned manufacturers in bulk and unpeeled. Only 

monthly ratios of pineapple with choice and standard 

colors can be estimated. Canned manufacturers must 

sometimes buy additional fresh pineapple to ensure that 

there are enough choice color fruits to serve the pre-

ordered and future demands. Any leftover fruits after all 

demands are fulfilled must be processed right away as 

fresh pineapple is perishable by being canned and stored 

in the warehouse for future orders. Some leftover is 

discarded as waste because there is no room available in 

the warehouse or it is too costly to keep it as a safety 

stock. Under all these conditions, the objective of a 

canned pineapple manufacturer is to determine a 

production plan that maximizes the total profit. 

Canned pineapple manufacturers are generally facing a 

production planning problem under seasonal supply of 

fresh pineapple. A number of decisions needs to be 

addressed in the planning, specifically multiple products 

(cuts and can sizes based on the available colors) to be 

manufactured over multiple planning periods and under 

a warehouse capacity constraint. There are also several 

production related costs involved, adding additional 

complexity to the problem. 

Certain aspects of this production planning problem 

were studied by Kogan et al. (1996). Their planning was 

to be responsive to customer demands as much as 

possible with make-to-order production, while 

considering make-to-stock products and minimizing 

inventory and purchasing costs. Soman et al. (2006) 

tested a conceptual framework for production planning 

and inventory management in a food industry with a 
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combined make-to-stock and make-to-order production. 

Chen et al. (2014) examined pricing and production of a 

combined make-to-stock and make-to-order system. 

Any demands that could not be immediately satisfied 

were backlogged or lost. They focused on monotonicity 

of the optimal control policy and the optimal price. 

Grillo et al. (2017) formulated a model that aimed to 

maximize two conflicting objectives, total profit and 

mean product freshness, of a fruit supply chain. 

 

This paper focus on multi-products multi-periods 

production planning for make-to-order demands in the 

canned pineapple industry in which the raw material—

fresh pineapple—is perishable and available seasonally. 

A challenge in this research is to determine the amount 

of fresh pineapple to purchase while the colors of the 

pineapple vary each month. 

 

The organization of this paper is as follows. The next 

section describes the problem in more details, and the 

mathematical model is formulated. Then a numerical 

example in which certain data are based on a canned 

pineapple manufacturer in Thailand is presented, and its 

results are discussed. Finally, the last section concludes 

the paper. 

 

PROBLEM FORMULATION 

Problem Description 

Since pineapple is a seasonal fruit, its acquiring price is 

cheapest when it is in season. Like many other fresh 

fruits, pineapple is perishable and must be processed as 

soon as it is harvested, often by canning or drying. 

Canned pineapple has a larger market than the dried one 

because of its longer shelf life and industrial standards 

are more acceptable worldwide. 

Canned pineapple products are influenced by at least 

three factors: the color of the fruit, the cut, and the size 

of the can. In addition to fresh pineapple cost, several 

other costs are involved in the production such as can 

cost, sugar (to make the syrup) cost, water cost, labor 

cost, energy cost, and inventory holding cost. 

Warehouse storage availability during multiple planning 

periods is also a common issue for any canned 

pineapple manufacturer. Certain demands of canned 

pineapple are pre-ordered several months ahead of the 

delivery date to secure the goods at reasonable prices. 

The production planner of the canned pineapple 

manufacturer must determine the quantity of the fresh 

pineapple to purchase as well as the types of canned 

pineapple products and their quantities to manufacture 

in each time period in order to maximize the total 

profits. It is possible that some products are not sold 

right away but are stored in the warehouse to serve 

future demands. The products are usually palletized 

when kept in the warehouse. Each pallet contains a 

different number of cans depending on the can size. 

Mathematical Model 

The following mathematical model is a system of 

equations established to reflect the multi-products 

multi-periods production planning problem described 

above. Its objective is to maximize the total profit.   

 

Indices 

 i Pineapple color i =1,2,3,…,I 

 j Pineapple cut j =1,2,3,…,J 

 k Can size          k =1,2,3,…,K 

 t Month     t =1,2,3,…,T 

 

Parameters 
𝑃𝑟𝑜𝑓𝑖𝑡  Total profit (baht)  
𝑅𝑒𝑣𝑒𝑛𝑢𝑒  Total revenue (baht) 
𝐶𝑜𝑠𝑡  Total costs (baht) 
𝐷𝑡

𝑖𝑗𝑘   Demand of canned pineapple with 

color i cut j can size k in month t 

(cans) 
𝑃𝑂𝑡

𝑖𝑗𝑘   Price of canned pineapple with color i 

cut j can size k in month t (baht) 
𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘   On-hand inventory of canned 

pineapple with color i cut j can size k 

in month t (cans) 
𝐶𝐶𝑘   Cost per can of can size k (baht) 
𝐶𝐸𝑘  Energy cost to manufacture a can of 

pineapple in can size i (baht/can) 
𝐶𝐿𝑗𝑘   Labor cost to manufacture a can of 

pineapple with cut j in can size k 

(baht/can) 
𝐶𝑃𝑡  Average cost of fresh pineapple per 

kilogram in month t (baht/kilogram) 
𝐶𝑆𝑘  Sugar cost to manufacture a can of 

pineapple in can size k (baht/can) 
𝐶𝑊𝑘  Water cost to manufacture a can of 

pineapple in can size k (baht/can) 
𝐻  Inventory holding cost per pallet per 

month (baht/pallet/month) 
𝑄𝐶𝑘  Quantity of can size k per pallet 

(cans/pallet) 
𝑊𝑃𝑘  Weight of fresh pineapple needed to 

fill a can of size k (kilogram) 

 𝛿  Proportion of fresh pineapple by 

weight that can be canned 

(percentage) 
𝐺𝑃𝑡

𝑖  Proportion of pineapple color i 

available in month t (percentage) 
𝐶𝑎𝑝𝑡  Maximum product quantity that can 

be manufactured in month t (cans) 
𝑄𝐶𝑂𝑚𝑎𝑥

𝑡   Maximum inventory that can be kept 

in month t (pallets) 

 

Decision Variables 

𝑋𝑡
𝑖𝑗𝑘   Quantity of canned pineapple product 

with color i cut j can size k to be 

produced in month t (cans) 
𝑄𝑃𝑡   Quantity of pineapple that is bought in 

month t (kilograms) 
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Objective Function 

The objective function is to maximize the total 

profits. Some costs are included for the completion of 

the model and may not affect the decision. They are also 

used as a means to communicate within the case study 

manufacturer. 

Maximize    Profit    

(1) 

where revenue and cost are described by Equations (2) 

and (3) 

 

                     (2) 
 

𝐶𝑜𝑠𝑡 =    𝐶𝑃𝑡 ∙ 𝑄𝑃𝑡 +     (𝐶𝐶𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+

𝑇

𝑡=1

    (𝐶𝐸𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝐿𝑗𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑆𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑊𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+    𝐻 ∙  
  𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘
𝐽
𝑗=1

𝐼
𝑖=1

𝑄𝐶𝑘
             

𝐾

𝑘=1

𝑇

𝑡=1

(3) 

 

𝐶𝑜𝑠𝑡 =    𝐶𝑃𝑡 ∙ 𝑄𝑃𝑡 +     (𝐶𝐶𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+

𝑇

𝑡=1

    (𝐶𝐸𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝐿𝑗𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑆𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑊𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+    𝐻 ∙  
  𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘
𝐽
𝑗=1

𝐼
𝑖=1

𝑄𝐶𝑘
             

𝐾

𝑘=1

𝑇

𝑡=1

(3) 

 

𝐶𝑜𝑠𝑡 =    𝐶𝑃𝑡 ∙ 𝑄𝑃𝑡 +     (𝐶𝐶𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+

𝑇

𝑡=1

    (𝐶𝐸𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝐿𝑗𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑆𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+     (𝐶𝑊𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗 =1

𝐼

𝑖=1

𝑇

𝑡=1

+    𝐻 ∙  
  𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘
𝐽
𝑗=1

𝐼
𝑖=1

𝑄𝐶𝑘
             

𝐾

𝑘=1

𝑇

𝑡=1

(3) 

 

+   𝐻 ∙  
  𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘
𝐽
𝑗=1

𝐼
𝑖=1

𝑄𝐶𝑘
             

𝐾

𝑘=1

𝑇

𝑡=1

                          (3) 
 

where                is described by Equations (4). 

 (4)   

and let                      for all i, j, and k.                                       

 

Constraints 

1. For each color, the raw material usage cannot exceed 

the available raw material in each month: 
 

             (5) 

  

2. The production cannot exceed the capacity in any 

month: 

                            (6) 

 

3. The stock kept must not exceed the warehouse space 

availability in each month: 

  

 (7) 

 

4. The monthly pre-ordered demands must be 

completely fullfilled: 

(8) 

5. The decision variables and parameters must satisfy 

the following conditions.  

          (9) 

             (10) 

  (11) 

                   (12) 

 

NUMERICAL EXAMPLE 

In this paper, only eight canned pineapple products are 

considered with the following variety: color i = 1 

(choice), i = 2 (standard); cut j = 1 (slice), j = 2 (tidbit) 

and can size k = 1 (0.6 kilograms per can), k = 2 (3 

kilograms per can). The planning covers four 

consecutive months (t = 1,2,3,4). The average prices of 

fresh pineapple in month 1 to 4 are 6.4, 6.5, 6.7, 7.0 

baht per kilogram, respectively. 

 

The can cost (CC), energy cost (CE), labor cost (CL), 

sugar cost (CS), and water cost (CW) of each product 

are shown in Table 1. A pallet can accommodate up to 

20 smaller size cans (k = 1), or 10 of the larger ones (k = 

2). Each pallet incurs about 40 baht per month as its 

inventory holding cost. 

 

Table 1: Production Costs by Product 

 

Product Production Cost (Bath/Can) 

i j k CC CE CL CS CW 

1 1 1 1 0.3 0.4 0.2 0.25 

1 1 2 6 1.5 1.5 0.6 0.75 

1 2 1 1 0.3 0.45 0.2 0.25 

1 2 2 6 1.5 2 0.6 0.75 

2 1 1 1 0.3 0.4 0.2 0.25 

2 1 2 6 1.5 1.5 0.6 0.75 

2 2 1 1 0.3 0.45 0.2 0.25 

2 2 2 6 1.5 2 0.6 0.75 

 

The price of different canned pineapple products (PO) 

often varies on a month basis and can be summarized in 

Table 2. The table also shows the monthly pre-ordered 

demands for all the canned products, and the ratio of 

choice-color pineapple estimated based on a monthly 

basis. This ratio is uncertain and may change year by 

year. Two scenarios of this ratio are explored. The first 

one is when the ratio varies in a larger range (LR) than 

from 0.3-0.7; and the other one is when it varies in a 

smaller range (SR) from 0.4-0.6. 

Once a fresh pineapple is peeled and cored, only about 

80% of the original weight is left to be processed and 

canned. Due to the warehouse space availability, the 

manufacturer may hold up to 4,500,000 cans in the 

warehouse in any time period, or an equivalence of 

100,00 pallets. 

 

 

𝐼𝑛𝑣𝑂𝑡
𝑖𝑗𝑘  

𝐼𝑛𝑣𝑂𝑡
𝑖𝑗𝑘 =  𝐼𝑛𝑣𝑂𝑡−1

𝑖𝑗𝑘 + 𝑋𝑡
𝑖𝑗𝑘  − 𝐷𝑡

𝑖𝑗𝑘   ∀ 𝑖, 𝑗, 𝑘, 𝑡 

  (𝑊𝑃𝑘 ∙ 𝑋𝑡
𝑖𝑗𝑘

)

𝐾

𝑘=1

𝐽

𝑗=1

≤ 𝛿 ∙ 𝐺𝑃𝑡
𝑖 ∙ 𝑄𝑃𝑡   ∀ 𝑖, 𝑡 

𝐶𝑎𝑝𝑡 ≥    𝑋𝑡
𝑖𝑗𝑘

𝐾

𝑘=1

𝐽

𝑗=1

𝐼

𝑖=1

       ∀𝑡 

𝐼𝑛𝑣𝑂𝑡−1
𝑖𝑗𝑘 + 𝑋𝑡

𝑖𝑗𝑘 ≥ 𝐷𝑡
𝑖𝑗𝑘   ∀ 𝑖, 𝑗, 𝑘, 𝑡 

𝑋𝑡
𝑖𝑗𝑘 𝜖 𝑖𝑛𝑡𝑒𝑔𝑒𝑟     ∀ 𝑖, 𝑗,𝑘, 𝑡 

𝑋𝑡
𝑖𝑗𝑘 ≥  0            ∀ 𝑖, 𝑗, 𝑘, 𝑡 

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 =     (𝑃𝑂𝑡
𝑖𝑗𝑘 ∙ 𝐷𝑡

𝑖𝑗𝑘
)

𝐾

𝑘=1

𝐽

𝑗=1

𝐼

𝑖=1

𝑇

𝑡=1

 

𝐼𝑛𝑣𝑂𝑡−1
𝑖𝑗𝑘 ≥ 0      ∀ 𝑖, 𝑗, 𝑘, 𝑡 

𝐼𝑛𝑣𝑂0
𝑖𝑗𝑘 = 0          ∀ 𝑖, 𝑗, 𝑘 

𝑃𝑟𝑜𝑓𝑖𝑡 = 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 - 𝐶𝑜𝑠𝑡 

  
  𝐼𝑛𝑣𝑂𝑡

𝑖𝑗𝑘
𝐽
𝑗=1

𝐼
𝑖=1

𝑄𝐶𝑘
 

𝐾

𝑘=1

≤ 𝑄𝐶𝑂𝑚𝑎𝑥
𝑡    ∀𝑡 

𝑄𝑃𝑡 ≥ 0                ∀ 𝑡 
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Table 2: Monthly Price per Can and Pre-Ordered 

Demand by Product 

 

Mo

nth 

Produc

t 

PO 

(Baht/

Can) 

Demand 

(Can) 

Ratio of 

Choice-

color 

Pineapple 

i j k   LR SR 

1 1 1 1 16 600,000 0.7 0.6 

1 1 2 25 -   

1 2 1 16 640,000 0.7 0.6 

1 2 2 59 160,000   

2 1 1 15 - 0.3 0.4 

2 1 2 24 200,000   

2 2 1 16 320,000 0.3 0.4 

2 2 2 56 60,000   

2 1 1 1 20 860,000 0.6 0.5 

1 1 2 25 -   

1 2 1 17 880,000 0.6 0.5 

1 2 2 59 240,000   

2 1 1 15 - 0.4 0.5 

2 1 2 24 280,000   

2 2 1 16 440,000 0.4 0.5 

2 2 2 51 80,000   

3 1 1 1 16 248,000 0.4 0.5 

1 1 2 25 328,000   

1 2 1 17 244,000 0.4 0.5 

1 2 2 59 272,000   

2 1 1 15 - 0.6 0.5 

2 1 2 24 320,000   

2 2 1 17 480,000 0.6 0.5 

2 2 2 62 276,000   

4 1 1 1 15 1,000,000 0.3 0.4 

1 1 2 25 -   

1 2 1 17 960,000 0.3 0.4 

1 2 2 59 180,000   

2 1 1 15 - 0.7 0.6 

2 1 2 22 640,000   

2 2 1 14 1,000,000 0.7 0.6 

2 2 2 62 -   

 

Results 

The production planning problem above was solved 

using Excel Solver. The results are shown Table 3. 

 

From the table, the results show that in both scenarios 

the production plan tends to take advantage of low 

average fresh pineapple costs in earlier months by over-

manufacturing certain products in the months prior to 

the delivery date even though inventory holding costs 

are incurred. Let a triplet (i,j,k) represents a product 

with color i, cut j and can size k. In the SR scenario for 

example, the production of product (1,1,1) and product 

(2,1,2) in month 3 exceed their monthly demand. The 

excess quantities of these products together with 

additional production in month 4 are to serve their 

demands in month 4. Similarly, in the LR scenario the 

production of product (1,1,1) in month 3 can 

accommodate both demands for months 3 and 4. 

Another example is product (1,2,2) in the LR scenario. 

Its production is accumulated over months 1, 2, and 3 to 

serve the demand in months 3 and 4. The results of 

some other canned pineapple products in Table 3 also 

exhibit similar early production. 

 

Table 3: Production Plan for Large and Small Range of 

Choice-Color Pineapplr Ratios Compared to Demands 

 

From production planning results of both scenarios, the 

quantities of fresh pineapple to purchase each month 

must be determined to meet production plan as shown in 

Figure 1. From the figure, the quantities of fresh 

pineapple to purchase in both scenarios are the highest 

in month 3. This is because the price of the fresh 

pineapple increase in month 4, so it is worthwhile to 

manufacture some excess canned pineapple in month 3 

and keep it in stock for a month before selling it in 

month 4. In general, the quantities of fresh pineapple to 

purchase in the SR scenario is lower or close to that in 

the LR one, except for month 3.  

M

o

nt

h 

Product Demand 

(Can) 

Production Plan 

i j k LR SR 

1 1 1 1 600,000 600,000 965,599 

1 1 2 - - 3,534 

1 2 1 640,000 640,000 640,002 

1 2 2 160,000 508,000 161,332 

2 1 1 - - - 

2 1 2 200,000 200,000 200,000 

2 2 1 320,000 320,000 320,000 

2 2 2 60,000 60,000 60,000 

2 1 1 1 860,000 860,000 494,401 

1 1 2 - - 7 

1 2 1 880,000 880,000 879,998 

1 2 2 240,000 324,000 238,668 

2 1 1 - - - 

2 1 2 280,000 280,000 280,000 

2 2 1 440,000 440,000 440,000 

2 2 2 80,000 80,000 145,554 

3 1 1 1 248,000 448,125 1,248,000 

1 1 2 328,000 328,000 324,459 

1 2 1 244,000 244,000 244,000 

1 2 2 272,000 20,000 270,000 

2 1 1 - - - 

2 1 2 320,000 338,729 588,413 

2 2 1 480,000 480,000 480,000 

2 2 2 276,000 276,000 210,446 

4 1 1 1 1,000,000 799,875 - 

1 1 2 - - - 

1 2 1 960,000 960,000 960,000 

1 2 2 180,000 - 180,000 

2 1 1 - - - 

2 1 2 640,000 621,271 371,587 

2 2 1 1,000,000 1,000,000 1,000,000 

2 2 2 - - - 
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Figure 1: Quantity of fresh pineapple to be purchased 

each month in both scenarios (in kilogram) 

 

Based on the pre-ordered demands and pre-determined 

revenue per can of all the canned pineapple products. 

The total revenue is 242,056,000 million baht. 

However, the production plans based on the two 

scenarios offer different total profit because they incur 

different costs, particular the pineapple cost and the 

inventory holding cost as shown in Table 4. 

 

Table 4: Pineapple Cost, Inventory Holding Cost, and 

Profit in The Two Scenarios (In Baht) 

 

Financial Item Scenario 

LR SR 

Pineapple Cost 114,571,382 114,449,393 

Inventory Holding 

Cost 

4,315,200 4,100,800 

Other production Costs 48,799,600 48,799,600 

Total Costs 167,686,183 167,349,793 

Total Profit 74,369,817 74,706,207 

 

Table 4 reveals that when the variation in the ratio of 

the choice-color pineapple fluctuates in a smaller range, 

the total profit is 336,390 baht higher than when this 

ratio varies in a larger range. This is because the fresh 

pineapple cost and the inventory holding cost in the SR 

scenario are lower than those in the LR scenario. A 

reason that the fresh pineapple (raw material) cost in the 

LR scenario is higher because in certain months the 

manufacturer needs to buy excess fresh pineapple so 

that there is enough choice-color pineapple to satisfy the 

product demands. 

 

CONCLUSION 

This paper studies a production planning problem that is 

normally experienced by a canned pineapple 

manufacturer. Pineapple is a seasonal fruit. Its price and 

availability of choice-color pineapple differ throughout 

the year. Several production and inventory holding costs 

are considered in this study. A mathematical model of 

this problem is formulated with eight different canned 

products under warehouse storage space limitation and 

pre-ordered demands over four consecutive months. The 

objective is to maximize the total profit. Two scenarios 

are experimented to examine how different ratios of 

choice-color pineapple availability affect the planning 

and total profit. 

 

The numerical results show that the production plans in 

both scenarios tend to over-manufacture some products 

when the price of the fresh pineapple is low and allow 

to incur inventory holding cost to keep the excess 

products until they are later needed to serve the 

demands. The ratio of choice-color pineapple 

availability slightly affects the total profit. The scenario 

when the ratio of choice-color pineapple availability 

varies within a smaller range offers a lower fresh 

pineapple cost and inventory holding cost than those of 

the scenario when this ratio fluctuates within a larger 

range. 
 

This study focuses on make-to-order production. Due to 

seasonal availability of the fresh pineapple, a common 

practice in the canned pineapple industry is to make-to-

stock some of the products to serve future demands. 

This is because the cost of the fresh pineapple which is 

the main ingredient of the canned pineapple products 

are the cheapest and its availability is peaked during the 

pineapple season. The optimal production plans 

obtained consider various production and inventory 

holding costs, estimated ratios of choice-color pineapple 

availability, and warehouse storage limitation to serve 

pro-ordered demands. 

 

Excess fresh pineapple acquired so that there would be 

sufficient choice-color products to serve the customers 

could be used to produce make-to-stock products before 

it is wested. Future research may suggest make-to-stock 

quantities of different canned pineapple products based 

on the forecasted demands. 

 

The results of this research can be used as a guide to 

canned pineapple production planning when there are 

changes in fresh pineaaple prices and color ratios. With 

this guide, a raw material purchasing plan and selling 

promotions could be set ahead of time.  
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Abstract—NPC [non-player characters] have progressed 

over the past two decades, they fulfil a number of different 

roles, each with different problems and development 

techniques. When fulfilling the role typically reserved for 

human-players, a problem occurs because they can be 

identified as NPC by observing their gameplay behaviours. 

This has negative consequences when deployed in a team-based 

game where eliminations impact game objectives. This 

research investigates the key combat characteristics exhibited 

by players during certain scenarios, analysing the data 

acquired through experiments to determine where generalised 

patterns emerge. It also explores the combat awareness of 

players when NPCs have overly tuned combat skill, and 

determine how effective standard game industry techniques 

are for creating believable NPCs. 

Keywords—NPC; Player Modelling; Gaming; Behaviour; 

Gameplay 

I. INTRODUCTION  

This paper explores the combat behaviour of human 
players in a FPS [first person shooter] game, and to 
determine what elements of their combat can be modelled for 
NPC [non-player character] imitation. It also examines how 
much combat awareness players have when NPCs are not 
modelled to imitate human behaviours. 

This paper details two experiments, Firstly, an 
experiment was undertaken to capture how subjects reacted 
to common FPS combat situations, these range from 
suddenly appearing targets to varying target size. The second 
experiment focuses on the combat perception of NPCs when 
modelled using current standard techniques; those commonly 
used in the games industry, with emphasis on fast reaction 
speed and accuracy. 

These experiments help show that players exhibit 
generalised patterns of behaviour that can be modelled in 
NPCs to imitate human players, this would present a novel 
approach to NPC development. It also highlights the 
potential impact of poorly modelled NPCs and when NPCs 
fulfil a player role, when they do not exhibit the same 
behaviours as players, it has negative effect on immersion 
and entertainment. 

II. BACKGROUND 

A. Non-Player Character 

Non-player characters have been an important aspect of 
gaming since the birth of the video game industry; they fulfil 
an array of different roles and are an important entity for 
most video games. In the FPS genre, enemy NPCs often 
fulfil one of the following roles; 

 Boss: These NPCs have a variety of mechanics and 
tactics; they should present a challenging experience 
and have a prominent presence in the title. 

 Elite Mobs: These NPCs are strong enemies that require 
more attention than trash mobs and often have more 
health and/or strong weapons. 

 Trash Mobs: These NPCs are the most frequent type of 
enemy; they are individually the weakest category of 
enemy in the title. 

The purpose of an NPC in a title can vary, but generally 
they can only fulfil one of the following stances toward the 
player at a given time; 

 Friendly: When an NPC is friendly, this often means they 
are an ally and a non-threat. 

 Neutral: An NPC with a neutral stance will not attack the 
player unless attacked or some in-game situation 
causes a change. 

 Enemy: An enemy is an NPC that will attack the player 
and are seen as a threat. 

Finally, there are NPCs that fulfil the role normally 
reserved for a human-player; these NPCs are expected to 
provide the same amount of challenge that is experienced 
when playing against human opponents. These NPCs can be 
employed in team-based games should one side have more 
players than the other; thus, evening the teams. Other 
application for these NPCs are for when the player wants to 
experience the multiplayer game, but does not necessarily 
want to play against actual human-players, these type of 
NPCs are often referred as bots. 

B. NPC Modelling Techniques 

There are a number of common techniques used in the 
gaming industry for developing the mechanisms necessary 
for NPCs. Depending on the action of the NPC will in part 
determine what type of solution will be required; 

 A* Algorithm: Traversing the environment is an 
important function for an NPC, A* algorithm provides 
heuristic approach for the path finding. 

 Finite-State Machine: Ensuring NPCs are actively 
pursuing an objective, it is important that NPCs can 
switch between tasks depending on the current situation. 
FSM [finite-state machines], provide a good solution as 
the NPC can only occupy one state at a time, and can 
transition to a new state when the condition requirement 
is met. 

 Scripting: Scripting is a powerful tool for NPCs because 
scripts can be used to run exclusively for the NPC, they 
can be used to obtain external data, such as scanning for 
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enemies. It can also monitor internal data, for example, 
keeping track of health and ammunition. 

 Behaviour Tree: BT [Behaviour Tree] can be used to 
model NPC behaviour; they are particularly powerful 
when creating complex behaviour for decision making. 
BTs can also be influenced through event-driven 
mechanisms, this makes BTs a very powerful tool which 
can be visually illustrated and quickly implemented. 

It should be noted that there is a number of techniques for 
NPC development; with the role they will fulfil influencing 
which techniques will be most suitable. 

C. Modelling Player Gameplay 

The patterns and combat characteristics of players can be 
modelled by observing how they react and respond to 
commonly occurring situations and recording the combat 
efficiency as the fight unfolds. The core attributes for combat 
are; 

 Reaction Time: This is how long it takes for the player to 
respond to a situation as it occurs. For example, when an 
enemy suddenly appears, this can be modelled by timing 
how long it takes for NPCs to react. 

 Accuracy: Combat accuracy is a crucial aspect of combat 
efficiency because higher the accuracy, the faster they 
can eliminate the target and it helps determines skill 
level. Modelling accuracy can be achieved by adjusting 
the probability to hit the target based on skill and 
situational data. 

 Combat Awareness: While combat awareness is an 
abstract notion and can be quite vague, it can be modelled 
by comparing the data variance between difference 
scenarios which are likely to occur during play. The 
patterns that emerge could then be used in the model to 
display situational human-like combat gameplay.  

While these combat attributes are important, it is also 
vital to determine what mechanisms influence these 
attributes and what affect they have on generalised patterns. 

D. What is Gameplay? 

The term gameplay can be quite ambiguous and so when 
trying to model gameplay it presents a problem as to what 
needs to be modelled. Fabricatore [1] describes gameplay as 
the actions completed by a player as the game unfolds; this is 
supported by Sedig et al [2] that suggests gameplay is the 
emergence of experience from the actions of a given player. 
For the purposes of this paper, gameplay should be extended 
to include that of NPCs and therefore define gameplay as; 

‘Actions or decisions taken by an entity, within the 
parameters of the specific game mechanisms and rules’ 

This statement suggests gameplay is therefore derived from 
the mechanisms of a game, and the gameplay emerges when 
actions are performed with the constraints of the rules. 

III. MOTIVATION 

While NPCs fulfil a vast variety of roles, when tasked 
with standing in for a human player it is vital they are 
capable of imitating the general characteristics of a player. 
When NPCs are easily identified by an opposing human 
player, they can become the primary focus for the opposition, 
especially if the combat behaviour of the NPC performance 

is low or predictable. When there are consequences attached 
to dying, such as in a death match where the objective is to 
get more eliminations than your opposition, having a poor 
performing NPC can impact the overall enjoyment of the 
game. This presents a unique problem, having a poorly 
modelled NPC can impact enjoyment, but also having 
uneven teams can be a negative and unfair experience. 

We believe to have an engaging multiplayer experience 
where NPCs have the capability of fulfilling player roles; 
they should ideally be indistinguishable from human 
participants. This type of NPC needs to be flexible in combat 
behaviour; similarly to how randomly selected players will 
have random skill levels. They could also have a positive 
impact on single player experiences as well, because NPCs 
modelled on the performance of an individual and scaled to 
match the ability of the player, would provide a more 
challenging experience. 

IV. RELATED RESEARCH 

A. Non-Player Character AI Techniques 

While traditional techniques are often used in the 

gaming industry, research into applying complex AI 

[artificial intelligence] techniques have been undertaken. 

With regards to believability and fulfilling a player role, 

Pfau et al [3] have explored using deep learning to simulate 

player behaviour by using DPBM [deep player behaviour 

modelling]. In this research they applied DPBM by 

generating an action based off its current state description 

using a neural network where the weighted choice is based 

of real-time feedback and previously captured human player 

gameplay. Their results yielded promising progress with a 

significant selection of subjects finding the NPCs to be 

undistinguishable from human players. 

 

Research undertaken by Galvin and Madden [4] focused 

on using RL [reinforcement learning] to gradually train the 

NPC to improve its skill, cataloguing the skill in intervals as 

it is progressing, then enabling the NPC to dynamically 

select a desired skill level in real-time, which they called the 

skill experience catalogue. When experimenting with 

combat behaviour, they successfully created a skill timeline 

with five milestones; each milestone matched the 

proficiency of a fixed-strategy opponent with varying skill.   

B. Believability Identification 

Research by Warpefelt [5] stated that NPCs have 
significantly improved in believability over the past 
generation; however, further research is required. They 
developed a matrix called GAM [Game Agent Model]; this 
builds upon the Carley & Newell fractionation matrix, by 
categorising NPCs in five levels of social complexity. Their 
findings show that the higher the complexity the more likely 
the illusion of believability fails and when an NPC fails to be 
believable, it can cascade across the GAM.  

Hinkkenen et al. [6] created a framework to evaluate the 
believability of NPCs in a game, using player based 
perception. They propose that NPCs believability can be 
reduced to three key aspects, movement, behaviour and 
animation and by improving these will improve believability. 
Similar research conducted by Togelius et al. [7] suggest that 
to evaluate believability in NPCs, it is more accurate to use 
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an external observer, who are impartial to the game, which 
form the basis for the Turin test for bots. 

Kersjes and Spronck [8] argue that using only techniques 
such as decision trees and finite-state machines is detrimental 
to believability and that when adding emotion to NPCs it can 
create more individualistic and diverse NPCs. This is 
somewhat supported by Hamdy and King [9] who argues 
that to imitate human players, NPCs must exhibit traits 
intrinsic to humans, such as, emotion, interpretation and 
memory, and to use a MARPO-type architecture for 
modelling NPCs. 

C. NPC Behaviour 

Bakkes et al. research [10] into rapid adaptation AI show 
that NPCs were able to adapt to current situations by 
gathering information of its domain and exploiting it 
accordingly in a case-based system. This enables NPCs to 
adapt its behaviour based on its opponent by accessing 
previously stored gameplay samples and then producing a 
suitable behaviour. They show that in strategy situations, 
their approach proved effective for enabling NPCs to adapt 
to its current condition and when combined with scaling 
difficulty able to define the effectiveness of NPCs. 

 This is supported by Delatorre et al. [11] who highlight 
the negative impact of overly difficult NPCs and that their 
study shows players are more immersed when the rules are 
unknown. This can be interpreted for NPCs as a whole, and 
so when NPCs are predictable or overly difficult, it 
significantly affects the player perception and enjoyment. 

V. EXPERIMENTS 

In order to accurately model the combat behaviour of 
human players, a number of experiments were performed to 
understand some of the parameters of this behaviour.  The 
following section details the combat experiments by having 
subjects complete a series of scenarios and by playing 
against NPCs with no dedicated combat modelling. The 
purpose of the first experiment is to determine if subjects 
exhibit generalised patterns in their gameplay, and to 
evaluate the main mechanisms that influence combat 
behaviour. The second experiment analyses the combat 
awareness subjects possessed when facing NPCs that were 
over tuned to have unrealistically fast reactions and accuracy, 
this will help identify just how observant players are of their 
opposition and the effects of poorly modelled NPCS. 

A. Experimantal Environment 

All experiments were developed using Unity3D and all 
subjects were selected anomalously. Subjects were required 
to download and run the experiment on their system and use 
their peripherals. After experiment completion, data was sent 
and stored on an online database. 

B. Combat Experiment 

This experiment consists of four scenarios, each with five 
stages, as subjects progress through the stages the difficulty 
increasing by tweaking the constraint. 

a) Single Target 

This scenario consists of targets spawning individually, 
the objective is for the subject to move their cursor and left 
click over the target to eliminate it before it self-destructs 
(figure 1). 

 
Fig. 1. Single Target Example 

The initial self-destruct time was set to 2.5 seconds, with 
a reduction of 0.5 seconds per stage; in the final stage self-
destruct was at 0.5 seconds. This experiment was intended to 
find the base reaction time to respond to a target suddenly 
appearing at a random location. The distance between the 
cursor and target was recorded to account for any effect 
distance has on time to click. 

b) Increasing Spawn Rate 

This scenario was designed to simulate the effect of new 
targets suddenly appearing while one or more targets are still 
active. The initial spawn rate was set to 1.12 seconds, then as 
the subjects progress, the spawn timer reduced by 0.225 
seconds, with the final stage spawn rate at 0.275 seconds. 
The targets have a flat 2 second self-destruct time, which 
does not change throughout the scenario (figure 2). 

 

 
Fig. 2. Increased Spawn Rate Example 

 The experiment was intended to determine if subjects 
have targeting sequences and if patterns emerge in their 
targeting techniques as more targets are present on the 
screen. This is an important scenario because it is not 
unusual for new targets to appear during combat. 

c) Grouped Targets 

This scenario analyses the targeting patterns exhibited 
when a group of targets spawn at a given time. The initial 
stage consisted of three target, with an additional two targets 
added per stage, therefore, the final stage will have eleven 
targets (figure 3). 
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Fig. 3. Grouped Targets Example 

Targets will self-destruct after 5 seconds, with the time 
and distance to targets recorded as in previous experiments. 
Targeting decisions are an essential aspect of combat 
behaviour, this scenario aims to identify if subjects employ 
personal techniques to increase efficiency. 

d) Varying Size 

Size is a crucial aspect of a 3D game, because size can 
denote distance to the target, this means targets of various 
sizes are likely to be presented to the player. The initial size 
is set to 0.6 inches, with the size decreasing by 0.1 inches per 
stage; the final stage has a size of 0.2 inches (figure 4). 

 

Fig. 4. Size Targets Example 

Targets spawn every 2 seconds and have a self-destruct 
timer of 2 seconds. The scenario will determine if there is a 
performance drop as the target size decreases, and if size has 
a detrimental effect to combat efficiency.  

C. Combat Awareness 

This experiment is a general DM [death match] scenario, 
there are two NPCs and the winning criteria are to obtain five 
eliminations before the opponents. The map consists of a 
large reception area with eleven rooms; there is a slight 
variance in room sizes (figure 5). 

 

Fig. 5. Increased Spawn Rate Example 

There is only one weapon which has one automatic fire 
mode, jumping has been disabled to simplify the experiment. 
There are two types of collectables, a medic-pack which 
increases the players health by 50% and an ammunition-pack 
which adds one clip worth of ammunition to the players 
overall stash.  

The main purpose of this experiment is to gauge the 
feedback from subjects with regards to how human-like the 
NPC combat gameplay appears when using those basic 
techniques which are commonly employed. Another purpose 
is to determine to what extent subjects are aware of their 
opponents combat skill, and what impact this has on overall 
enjoyment of the experience.  

a) NPC 

The NPCs were designed to have unrealistic combat skill, 
they have instant reactions and perfect accuracy, this high 
degree of performance was chosen to fully evaluate player 
awareness. NPCs scan for opponents by constantly checking 
the viewport of the attached camera, it cycles through 
opponent world position to calculate if the opponent is in 
front of them, then using ‘line casts’ to determine if the 
target can be seen. When the NPC successfully identifies a 
target, the scanning is paused and the NPC engages in 
combat, when combat ends the scanning is resumed. 

During combat the NPC will only attack when the target 
is in range and can be seen, they move towards the target 
when out of range and begin attacking when the range 
threshold has been crossed. If the target flees out of sight, the 
NPC will resume scanning and continue to roam the map. 
Reloading only occurs when the NPCs clip is out of 
ammunition during combat, or if reloading can be performed 
when out of combat. 

For navigation, a standard slighted weighted A* 
algorithm was used, with increased cost for walkable nodes 
close to non-walkable nodes. Figure 6 shows the A* grid 
(left) and the map (right), the darker the shade of grey the 
more cost to use the node. 

 
Fig. 6. A* Algorithm Grid and Map 

When roaming NPCs create a list of locations they are 
going to visit, this was done by placing points of interest 
throughout the map, these points are used to create a list 
starting with the closest, then closest to the previous item in 
the list. When all points are in the list the NPCs creates a 
route to the first item, when a point has been reached, it is 
removed from the list and a new route is created to the next 
item. As roaming is the default navigation behaviour, all 
other activities have higher privilege, when roaming is 
stopped and then restarted, a new list is created. 

Decision-making uses FSM [finite-state machines] with a 
BT [behaviour tree] philosophy, this was done by giving 
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activities a priority order and transitions to different states 
can only occur when the behaviour tree is satisfied. The FSM 
uses a static methodology, transition conditions to other 
states are always the same, for example, when the NPCs 
health is below 50%, they will stop roaming and go to a 
medic-pack location. 

An NPC manager was created to enable combat, 
navigation and decision-making scripts communicate, and to 
store crucial data about the NPC, such as health. 

The NPC also monitored itself and depending on its 
current situation can cause transitions to a different state, this 
method of control enabled the NPC to ensure it is always had 
a state occupied and to perform subtle tasks, for instance 
reloading. 

b) Collectables 

Collectables were achieved by attaching a collision box 
to a game object, the boundary of the collision box was 
increased so the player does not need to run through the 
object but pass by very close. When the players collision box 
intersects with the collectables collision box, a check is 
performed to determine if they player can use the item and if 
so the item is destroyed and correct stats added to the player. 
The collectable respawns 5 seconds after collection in the 
same place; all collectables have a set location which does 
not change. 

Collectables will only be taken if they can be used and 
will not increase the maximum health or ammunition of a 
player. Therefore, if a player has 1 health point missing and 
they pick up a health-pack they will only receive 1 health 
point. If a player passing through a collectable that they 
cannot use, the collectable is not collected or destroyed. 

c) Constraints 

A series of constraints were added to simplify the process 
so more focus could be applied to the main objective of the 
experiment. Jumping can be a key identifier of human-
controlled character but they sometimes jump unnecessarily, 
and as there are no pitfalls in the experiment, jumping is not 
required. 

There is only one weapon, all players start with an assault 
rifle which has one automatic fire mode, this was decided as 
it removes the need to balance weapons and combat strength 
to ensure a fair fight. No scopes were added, but a crosshair 
was added to help assist subjects as they were effectively 
shooting off the hip. 

d) Environment 

The environment of the map is all static and non-
interactive, there are no doors and lighting is ambient only. 
Bullet holes are shown on walls and ceiling, this provides 
feedback when shots missed their target. 

As it was important a smooth experience would yield 
more accurate results, it was decided limiting the number of 
non-player to player potential actions would be beneficial. 

VI. RESULTS 

The results show there is conclusive evidence to suggest 
that player combat behaviour can be modelled and when 
NPC combat is modelled poorly, it can have a negative effect 
for players.  

a) Modelling Player Combat Behaviour 

The results from the reaction experiments show that 
patterns do emerge with regards to player combat behaviour, 
these behaviours could be modelled to develop human-like 
NPCs. Figure 7 displays the result of the single target 
experiment, the average reaction time was 0.73 seconds with 
a standard deviation of 0.42. 

 

Fig. 7. Single Target Average Reaction Time 

While there was some dispersion amongst the individual 
results, the majority of the successful hits were clustered 
between 0.6 – 0.8 seconds, this provides a good basis for the 
average responsiveness for NPC in a model. 

When targets were spawning at an increased rate, it had a 
noticeable effect on reaction time, and suggests that when 
more targets are in view of the player, it can often have a 
negative effect on combat efficiency on that player. Figure 8 
shows the reaction time for the increased spawn rate, the 
average reaction time was 0.81 seconds with a standard 
deviation of 2.83. This is an important behaviour and it could 
be argued when targets appear during combat, it has a slight 
effect on reactions because the player needs to factor the new 
target into their current strategy. 

 

 

Fig. 8. Increased Spawn Rate Reaction Time 

The analysis of the grouped experiment suggest subjects 
capable of formulating a strategy for attacking the targets, 
while tactics varied, the majority of the subjects first attacked 
the targets that spawned to form clusters, and then targeted 
the solo targets. When comparing the average reaction time 
between single target and grouped targets, there is a 
significant difference, there was better efficiency when 
multiple targets spawn than when they spawned one at a time 
(figure. 9). 
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Fig. 9. Comparison Reaction Time 

This is an important discovery because it suggests that 
there is a slight overhead when formulating a response, and 
that the initial number of targets does not have a noticeable 
time effect when formulating this response. It is also 
interesting when comparing with the increased spawning 
because in that scenario the strategy needed to be frequently 
updated, this proves that there is some overhead time needed 
to calculate a strategy. 

When evaluating the effect size had on reaction time, 
there is a noticeable increase in average reaction time as the 
target got smaller. Figure 10 shows the reactions time of the 
large target (0.6 inch) and the smallest (0.2 inch), the cluster 
of results clearly show subjects were able to dispatch the 
large targets faster than the smaller targets. 

 

 

Fig. 10. Size Reaction Time Correlation 

The importance of this finding is that it proves precision 
has an effect on reaction time, and with a difference of 0.19 
seconds, which mean it can be modelled. It should also be 
noted that target distance from cursor did not have a 
noteworthy effect, and it was precision that the biggest 
effect. It could also be argued that precision will have an 
exponential negative effect on reaction time, the smaller the 
target becomes, the more precise and thus longer it will take 
to dispatch. 

A pattern also emerged when analysing the targeting 
sequence when multiple targets appeared at separate times, 
figure 11 highlights the results when three or more targets 
were present on the screen. 

 

 

Fig. 11. Three or More Target Sequence 

While the majority seem to stick to the strategy of 
targeting the oldest target, there were some subjects that 
were target switching as the number of targets grew. This 
implies flexibility in the combat gameplay for some subjects, 
and the ability to adapt to changing situations needs to be 
modelled for NPCs. 

Lastly, when analysing the results for missed shots, there 

was evidence to conclude that when subjects missed a target 

they responded by rapidly taking more shots. This scatter 

shot behaviour did not seem to be present during the easier 

stages, but was more visible in the latter. This further show 

the adaptiveness of human-players and it is important NPCs 

are not static in their behaviour but able to employ different 

tactics when needed. 

b) Player Combat Awareness 

The results from the combat awareness experiment show 

a high degree of awareness from subjects, and when NPCs 

are overly tuned in combat efficiency, it can have a negative 

effect on enjoyment. Figure 12 shows the general perception 

of the NPCs in relation to how human-like they appeared. 

 

 
Fig. 12. How human-like did the NPCs appear 

The result provides a good indication that when NPCs 

are not modelled to imitate human-players they can be 

clearly identified as non-human controlled, despite having 

the same combat actions available. When evaluating where 

the combat failed to appear human-like, figure 13 highlights 
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that both reaction speed and accuracy were selected by most 

subjects. This is interesting because it proves players do 

have a good understanding of the combat efficiency of their 

opposition and when this efficiency is higher than usual, it is 

detected.   

 

 
Fig. 13. Combat Awareness Identification 

When analysing the feedback of the overly tuned combat 
efficiency, the general consensus is focused on the fact that 
the NPCs had perfect aim (figure 14). This supports the 
claim that players have good perception of combat 
awareness, and that poorly modelled combat can have a 
detrimental effect on overall enjoyment. 

 

Fig. 14. Combat Awareness Feedback 

It should be noted that subjects were aware that they were 
playing against NPCs, judging by the tone of the feedback, if 
this combat model was used in a multiplayer title, there could 
be accusations that cheaters were prevalent in the game, 
which is expressed in some of the comments. This is a vital 

discovery because it suggests NPCs that are too skilled have 
the appearance of cheaters, and the perception of cheaters 
has a profound negative effect on the game reputation and 
player entertainment [12]. 

This survey was necessary because it shows there is a 
problem when using industry standard techniques for 
developing NPCs to imitate human players. It shows that 
players are acutely aware of the combat behaviour of their 
opponent and when displaying behaviours that are not 
commonly identified in human players, it influences their 
opinion of that opponent. 

The data acquired from the survey could be used as a 
guide as to what areas of combat have the biggest impact on 
believability of the NPC. For example, when modelling the 
targeting and reaction speed of NPCs, it is imperative that 
they resemble human players as this perception was 
identified as a key area where believability failed. 

This survey along with the data acquired from the combat 
experiments could be used to model the core combat 
attributes for NPCs. For instance, by implementing a skill 
based attribute, NPCs accuracy and reaction speed could be 
controlled individually to resemble that of a human player 
around the same combat skill level. 

VII. CONCLUSION 

This paper has shown that there is a quantitative element 

to generalised player combat efficiency and patterns emerge 

which can be modelled. Target distance did not have a 

noticeable effect on reaction time; however, there was an 

overhead cost for precision which did have a clear effect on 

reaction time. Subjects exhibited targeting strategies when 

numerous targets spawned together, and when new targets 

were spawning before old targets had been dispatched, there 

was evidence that it had a slight effect on combat efficiency. 

 

Subjects had a clear awareness of the increased NPC 

combat efficiency; this had a profound negative effect on 

how human-like the NPC appeared, with the majority of the 

responses indicating accuracy and reaction time to be the 

cause. A number of responses also highlighted that the 

combat efficiency was reminiscent to that of cheating 

players; this paper believes the impact of overly potent NPC 

skill could have negative consequences towards overall 

enjoyment. 

VIII. FUTURE WORK 

While it was clear patterns in combat behaviour emerged, 
future work needs to be undertaken to model the patterns for 
NPC development, an analysis completed to determine the 
effectiveness of the model. Furthermore, combat is one part 
of gameplay, to provide a complete model; experimentation 
will be required in navigation and decision-making with the 
final objective to undertake a Turing-test for bots. 
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ABSTRACT 

Flexibility and in particular volume flexibility is an im-
portant topic for industrial manufacturing companies. In 
this context, the harmonization of the available and re-
quired capacity is a central task, especially with increas-
ing fluctuations in customer demand. In classical ap-
proaches, this is considered only by the use of additional 
capacities and there are only a few approaches that com-
bine aspects of personnel planning with production plan-
ning. Therefore, this article presents a linear optimization 
model for master production scheduling that includes as-
pects of personnel requirements planning. It is used to in-
vestigate different strategies for the use of overtime and 
temporary workers in order to achieve different levels of 
volume flexibility. With regard to the monetary and so-
cial impacts, the results indicate that overtime has a 
stronger influence to achieve volume flexibility than the 
use of temporary workers. However, both are affected by 
substantial deficits in human working conditions. But the 
results also imply a promising potential for improving the 
social aspects without a significant increase in costs. 
 
INTRODUCTION 

Environmental uncerntainty, the increasing variability of 
products and processes require a high degree of flexibil-
ity from industrial production companies (Jain et al. 
2013). Thus, companies have to meet shorter delivery 
times and life cycles, a wider range of products as well as 
incresead customization (Toni and Tonchia 1998). The 
wider range of products and the shorter product life cycle 
have increased the fluctuations in demand (Francas et al. 
2011). To overcome these fluctuations, companies have 
to achieve volume flexibility. For this, balancing availa-
ble capacity with capacity requirements has become im-
portant (Francas et al. 2011). Companies implement a va-
riety of strategies to attain this harmonization. These in-
clude the use of overtime and employment of temporary 
workers (Qin et al. 2015). An intuitive use of these flexi-
bility measures can be disadvantageous, but a reasoned 
implementation can reduce costs (Hemig et al. 2014). 
In conventional approaches of hierarchical production 
planning, as described e.g. in Herrmann and Manitz 

(2015), a harmonization of capacities is realized on the 
levels of Aggregate Production Planning (APP) and Mas-
ter Production Scheduling (MPS) by pre-production and 
additional capacities. Further approaches integrate as-
pects of personnel requirement planning. However, the 
flexibility measures are not analysed in terms of volume 
flexibility as well as their monetary implications. For this 
reason, this paper investigates the employment of tempo-
rary workers and the use of overtime hours at the level of 
MPS. Different levels of the required volume flexibility 
are modelled by normally distributed customer demands 
with different standard deviations. The flexibility costs of 
the different fluctuations in demand are determined, 
whereby temporary workers and overtime are permitted 
or not permitted as flexibility strategies. 
Additionally, sustainable developments have become in-
creasingly important in research and industry. This is 
driven by various interest groups like environmental ac-
tivists as well as government agencies and other factors 
like a shortage of skilled workers. For labor-intensive 
processes, the available capacity is primary defined by 
the number of employees and their utilization. Therefore, 
measures to achieve volume flexibility particularly influ-
ence the human working conditions. Thus, this paper also 
investigates the impact of flexibility measures on social 
aspects. These include the employee utilization, devia-
tions from regular working hours, the amount of overtime 
and the share of temporary workers. 
For this, the paper is structured as follows. Section 2 pre-
sents a literature review. In section 3 the optimization 
model is described and the case study as well as the in-
vestigated flexibility strategies are introduced in section 
4. The results and the discussion are outlined in section 
5. Finally, a conclusion is presented in section 6. 
 
LITERATURE REVIEW 

Flexibility at industrial manufacturing companies include 
several dimensions where there is no general agreement 
on its definition (Saleh et al. 2009; Yu et al. 2015). One 
reason for this is that each company has its individual un-
derstanding of flexibility (Jain et al. 2013). For an over-
view of the most common flexibility definitions used by 
different authors, the reader is referred to Jain et al. 
(2013). In the literature, the flexibility dimensions are as-
signed to different classes by several authors (e.g. Sethi 
and Sethi 1990; Koste and Malhotra 1999). Koste and 
Malhotra (1999) distinguish between the following four 
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levels: individual resource level; shop floor level; plant 
level and functional level. This paper deals with the in-
creasing fluctuations in demand, which require an appro-
priate volume flexibility of manufacturing companies. 
This volume flexibility is related to the plant level (Koste 
and Malhotra 1999) and has become an important com-
petitive strategy (Jack and Raturi 2002). Volume flexibil-
ity is a measure of the ability of a production system to 
efficiently adapt to changing demands in response to 
changing socio-economic conditions (Jack and Raturi 
2002; Sillekens et al. 2011; Jain et al. 2013). 
The plant level of flexibility is reflected within the oper-
ational production planning. APP and MPS are the core 
elements of operational production planning (Günther 
and Tempelmeier 2020). The aim is to satisfy the fluctu-
ating demand for the finished products with existing re-
sources by defining production programs and determin-
ing the utilization of resources (Günther and Tempel-
meier 2020). For this medium-term planning horizon, the 
working time flexibility of employees is of particular im-
portance (Sillekens et al. 2011). The deployment of the 
workforce is organized, for instance, via shift models and 
working time accounts, and temporary workers addition-
ally have a significant importance (Sillekens et al. 2011). 
A general working time flexibility is represented in basic 
models of APP and MPS by the use of additional capac-
ities. However, concrete aspects such as legal restrictions 
or the costs of building up or removing resources are not 
considered. In addition, no distinction is made between 
concrete measures (e.g. use of temporary workers, use of 
overtime), which limits an analysis of concrete strategies 
for achieving volume flexibility. 
Therefore, there are a few approaches which present an 
extension of the basic models in this respect by adding 
aspects of human resource requirements planning to the 
operational production planning. Hemig et al. (2014) 
consider an integrated production and workforce sched-
uling problem. The focus is on generating a minimum-
cost schedule for the production of a forecasted demand, 
taking into account the application of volume flexibility 
tools. The problem is modeled as a (nonlinear) mixed-
integer program and solved using dynamic programming. 
Bose et al. (2016) consider the strategic capacity plan-
ning in a multi-product, multi-plant configuration under 
demand uncertainty. A two-stage stochastic program-
ming model is presented to determine capacity and prod-
uct-plant configuration to maximize expected profit. The 
model is solved to understand the effect of product-plant 
configurations on expected profit and investment in ca-
pacity. Treber et al. (2016) present an approach for the 
management of production networks. The focus is on ca-
pacity planning and the use of tools that make the work-
force more flexible. In particular, aspects of workforce 
flexibility are mapped via a mathematical optimization 
model. Furthermore, a function is implemented for ac-
counting errors in the forecasted demand. 
While the monetary evaluation of different flexibility 
strategies is established, impacts regarding social sustain-
ability have not been considered so far. As already men-
tioned, flexible deployment of employees is necessary to 

ensure the required volume flexibility. But, this directly 
influences the human working conditions and is thus an 
influencing factor with regard to social sustainability. 
From a survey of works council ermerges, that there are 
deficitis in working conditions, e.g. the intensity of work, 
the pressure to perform, the number of overtime hours 
and the deviations from standard working hours are de-
scribed as significant problems (Ahlers 2017). Further, 
the use of temporary workers can lead to social inequali-
ties, as temporary workers are disadvantaged in terms of 
income and career mobility (Giesecke and Groß 2004). 
Furthermore, temporary workers seem to be exposed to 
higher psychological stress due to the uncertain work per-
spective (Virtanen et al. 2005). According to Nerdinger 
et al. (2014), the consequences of unhealthy working 
conditions can be an increased heart rate, frustration or 
increased errors, which in the long term leads to psycho-
somatic illnesses, resignation and demotivation. The 
BKK Health Report 2017, for example, attributes 25% of 
lost work days to musculoskeletal disorders and 16% to 
mental illnesses (Knieps and Pfaff 2017). In addition, the 
DAK Health Report 2018 shows an increase of more than 
160% in days lost from work between 1997 and 2017 
(Storm 2018). Furthermore, besides these significant 
consequences for health, the absence of employees also 
restricts the volume flexibility of companies. 
To the best of the authors' knowledge, there are no papers 
that combining operational production planning with as-
pects of human resource requirements planning and con-
sidering the monetary and social effects of using tempo-
rary workers and overtime to ensure volume flexibility. 

MODEL FORMULATION 

The linear optimization model presented here is based on 
Trost (2018) and Trost et al. (2020) where a control of 
work intensity and basic aspects of personnel require-
ments planning are included. To ensure the volume flex-
ibility, the building and reducing of available capacity 
(employees) is integrated. The following notation is used: 

Sets 
1,… ,  set of employee groups, indexed by eg 

1,… ,  set of production segments, indexed
by j 

1,… ,  set of products, indexed by k 

1,… ,  set of time periods, indexed by t 

0,… ,  set of lead-time periods for capacity 
load, indexed by z 

Parameters 

 available capacity per period and em-
ployee of employee group eg 

,  demand per product k in period t 

, ,  capacity load factors for lead-time pe-
riod z, production segment j and prod-
uct k 

 inventory holding costs per unit and pe-
riod for product k 
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 initial inventory level for product k 

 maximum inventory level for product k

 cost rate for hiring an employee from
employee group eg 

 cost rate for layoff an employee from
employee group eg 

 maximum permitted employee utilisa-
tion per production segment j 

 cost rate per employee of employee
group eg 

,  initial number of employees per em-
ployee group eg and production seg-
ment j 

,  maximum number of employees per
employee group eg in production seg-
ment j 

 number of periods for overtime balanc-
ing 

 lead-time periods for hiring employees
of employee group eg 

 lead-time periods for employee turno-
ver of employee group eg 

Decision Variables 

,  available capacity per production seg-
ment j in period t 

,  capacity requirement per production
segment j in period t 

,  inventory level per product k in pe-
riod t 

, ,  number of hired employees of em-
ployee group eg in production segment
j and period t 

, ,  number of layoffs of employee group
eg in production segment j and period t

,  used overtime per production seg-
ment j and period t 

, ,  number of employees of employee
group eg, production segment j and pe-
riod t 

,  production quantity per product k in pe-
riod t 

Objective Function 

The objective function minimizes the total costs from in-
ventories, employees, and worker hiring as well as layoff 
(see equation (1) to equation (6)). 
 

	 :	 	  (1)
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 ∙ ,  (3)

			 	 ∙ , ,  
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 ⋅ , ,  (5)
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Constraints 

First, as general constraints there are the inventory bal-
ance sheet (equation (7)), the definition of the initial and 
maximum inventory level (equation (8) and equation (9)) 
and equation (10) determine the capacity requirements. 
 

, , , ,  
(7)

∀	1	 k	 K; 	∀	1	 t	 T

,  ∀	1	 k	 K (8)

,  ∀	1	 k	 K; 	∀	1	 t	 T (9)

, , ∙ , ,  (10)

∀	1	 j	 J; 	∀	1	 t	 T Z
 
The aspects of human resource requirements planning are 
modelled as follows. The available capacity is integrated 
by equation (11), the employee hiring and layoff  by the 
employee balance sheet (equation (12)) and the initial 
employee level  by equation (13). Between the regular 
and temporary employees are distinguished by different 
employee groups ( ) and also different lead times for 
hiring ( ) and layoffs ( ) are modelled. Equation 
(14) represents that the available number of (skilled) em-
ployees is limited on the labour market. 
 

, , ∙ ,  (11)

∀	1	 j	 J; 	∀	1	 t	 T 

, ,  , , , , , ,  

∀	1	 eg	 EG; 	∀	1	 j	 J; 	∀	1	 t	 T (12)

, , ,  (13)
∀	1	 eg	 EG; 	∀	1	 j	 J 

, , , 	 (14)
∀	1	 eg	 EG; 	∀	1	 j	 J; 	∀	1	 t	 T
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With regard to the consideration of overtime the maxi-
mum utilization of employees is modelled by equation 
(15). Overtime can occur if the maximum utilization 
( ) is over 100 %. The control of overtime is 
achieved by equation (16) to equation (18). However, 
overtime do not result in additional costs because they 
have to be compensated within a specific time interval 
(by equation (17)) which meets legal restrictions. When 
the maximum utilization is less than 100% the equation 
(16) to equation (18) are not restrictive. 
 

∙ , ,  (15)
∀	1	 	 ; 	∀	1	 	  

 
, , ,  (16)

∀	1	 	 ; 	∀	1	 	  

, 0 (17)

∀	1	 	 ; 	∀	1	 	  

,	 0 ∀	1	 	 (18)

 
Finally, the non-negative conditions and the integer con-
ditions are defined in equation (19) and equantion (20). 
 

, 	, , 	, , 	, , , 	, , , 	, , , 	, , 	 0 (19)
∀	1	 	 ; 	∀	1	 	 ;
∀	1	 	 ; 	∀	1	 	  

 
, , ∈  (20)

∀	1	 	 ; 	∀	1	 	 ; 	∀	1	 	  

 
CASE STUDY AND FLEXIBILITY STRATEGIES 

The case study considered here is based on Trost et al. 
(2019). At first, general parameters are presented in Ta-
ble 1. The different employee groups ( ) represent the 
regular ( 1) and temporary employees ( 2). 

Table 1: General Parameters 

Parameter Value 
 2 

 2 
 2 
 3 

 1 
 
Further, Table 2 presents the employee related parame-
ters for regular and temporary workers, which are based 
on a Saxon railway company with a IG Metal collective 
agreement for the metal and electrical industry. Due to 
the experience gap of temporary workers, they have a 
lower available capacity (  in seconds) than regu-
lar workers, which means that for given capacity load 
factors a lower productivity is depicted. However, the 
hiring and layoffs of temporary workers are outsourced 

to an external service provider, resulting in shorter lead 
times (  and  in periods) and lower cost rates 
(  and ). But due to the agency fees, the cost 
rate per employee and period ( ) are higher for 
temporary workers than for regular workers. 

Table 2: Employee parameters per worker class ( ) 

Parameter  1 2 

  524 400 393 300 
	  15 000 1 500 
	  60 000 100 
  3 1 
  3 0 

  3 671 5 435 
 
Finally, Table 3 contains the inventory cost rate ( ), the 
maximum inventory level (  in quantity units) and the 
capacity load factors ( , ,  in seconds). Note, that the ca-
pacity load only occur in lead-time period 1. 

Table 3: Further parameters 

Parameter  1 2 

  115 165 

  30 000 37 500 

, ,  1 3 867 4 092 

 2 13 976 10 184 
 
In order to investigate several required volume flexibility 
situations, different customer demands ( , ) are distin-
guished. A constant demand with 40 000 units of product 
one and 50 000 units of product two is the initial demand 
situation. Based on this, three normally distributed de-
mand courses with a coefficient of variation from 5 %, 
10 % and 20 % are regarded. To achieve this volume 
flexibility, the following four strategies are applied:  

 Strategy 1 enables the use of regular employees and 
temporary workers ( , 1	500 and 

, 4	500), as well as 20 % overtime 
hours related to the regular working time ( 	
1.2). The overtime hours have to be compensated in 
accordance with the working time law § 3 (Germany) 
within an half a year ( 5). 

 Within Strategy 2, temporary workers cannot be em-
ployed ( 	 1.2, , 1	500, 

, 4	500 and , 0). 

 For Strategy 3, overtime cannot be used ( 	
1.0, , 1	500 and , 4	500). 

 Finally, in Strategy 4 neither overtime nor temporary 
workers are permitted ( 	 1.0, 

, 1	500, , 4	500 and 

, 0). 
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RESULTS AND DISCUSSION 

For this investigation, the results of the four strategies 
considered for achieving volume flexibility are com-
pared. Strategy 1, which allows the use of temporary 
workers as well as overtime, serves as a benchmark. 
These strategies are applied to the four demand courses. 
In order to increase the statistical significance, five ran-
dom demand series are realized for each normally distrib-
uted demand course. In total, 64 different planning prob-
lems are considered. Each planning problem regard a 
planning horizon from 84 month ( 84). However, a 
6-month warm up as well as run out phase are taken into 
account, so that the results from 72 months are analysed 
( 72). The results were obtained using CPLEX 12.10 

on a 3.30 GHz PC with 192 GByte RAM. Each problem 
could be solved within 12.44 seconds on average. 
First, the monetary effects of the different strategies per 
demand course are considered. Table 4 presents the total 
costs for Strategy 1 as well as the relative deviations of 
the other strategies per demand course. Unrelated to the 
used flexibility strategy, the total costs increase with in-
creasing required volume flexibility. These flexibility 
costs results from an increased pre-production, an in-
creased number of employed regular as well as temporary 
workers and increased adjustments in the number of em-
ployees. Thus, an increase of all cost components (inven-
tory costs, staffing costs, hiring costs and layoff costs) 
can be observed.

Table 4: Total costs for strategy 1 and relative deviations of the further strategies for each demand course 

 Demand courses 
 

Constant 
5 % coefficient of 

variation 
10 % coefficient of 

variation 
20 % coefficient of 

variation 
Strategy 1    719 607 417 MU       730 834 953 MU           746 430 404 MU           770 407 813 MU    
Strategy 2 + 0.04 % + 0.26 % + 1.19 % + 0.96 % 
Strategy 3 + 0.03 % + 0.87 % + 2.24 % + 3.68 % 
Strategy 4 + 0.04 % + 1.75 % + 4.10 % + 6.26 % 

In more detail, it emerges that for a constant demand 
course the waiver of temporary workers and/or overtime 
hours have only a small monetary impact from maximum 
0.04 %. Further, within Strategy 2 (no temporary work-
ers) a moderate increase in costs for all demand courses 
from maximum 1.19 % occur. In comparison to this, 
Strategy 3 (no overtime) result in higher flexibility costs 
than Strategy 2. Accordingly, not using overtime is asso-
ciated with higher flexibility costs than not using tempo-
rary workers. It is concluded that the use of overtime has 
a greater contribution for achieving volume flexibility. 
The waiver of overtime and temporary workers (Strategy 
4) cause increased flexibility costs up to 6.26 %. Thus, 
the (partial) waiver of the considerd flexibility measures 
result in negative monetary effects. However, in some 
cases, the cost increase is low, especially when the re-
quired volume flexibility is low. With higher required 
volume flexibility, there is also a low increase in costs if 
only the the employment of temporary workers is not per-
mitted. 
Concerning the social impact, we consider the before 
mentioned deficits in human working conditions. For 
this, Table 5 reports the average worker utilization to as-
sess the work intensity ( ) and the amplitude of worker 

utilization to assess the deviations of standard working 
hours ( ). Table 6 present the use of overtime 
for Strategy 1 and Strategy 2 by the share of periods with 
used overtime ( ) as well as the mean ( ) and max-
imum ( ) overtime within these periods related to 
the regular working time. For Strategy 3 and Strategy 4 
overtime is excluded.  
Table 7 reports the employment of temporary workers for 
Strategy 1 and Strategy 3 by the share of periods in which 
temporary workers are employed ( ), the average 
share of temporary workers within these periodes ( ) 
and the maximum share of temporary workers ( ). 
For Strategy 2 and Strategy 4 temporary workers are ex-
cluded. All results refer to production segment one, note 
that production segment two contains analogous effects. 
Table 5 to  
Table 7 indicate that with higher required volume flexi-
bility a higher deviations from regular working hours, use 
of overtime and employment of temporary workers oc-
cur. However, the average employee utilization decreases 
with increasing volume flexibility and with the absence 
of (single) flexibilty measures (Strategy 2 to Strategy 4) 
further reduction in average utilization occur. 

Table 5: Mean utilization ( ) and amplitude of utilization ( ) for production segment one 

 Demand courses 
 

Constant 
5 % coefficient of 
variation 

10 % coefficient of 
variation 

20 % coefficient of 
variation 

         
Strategy 1 100.00 % 0.14 % 99.04 % 14.28 % 98.26 % 31.75 % 96.76 % 51.06 % 
Strategy 2 99.87 % 0.00 % 98.69 % 16.22 % 97.01 % 33.93 % 95.24 % 55.11 % 
Strategy 3 99.87 % 0.03 % 98.84 % 7.84 % 97.71 % 17.17 % 95.69 % 29.34 % 
Strategy 4 99.87 % 0.00 % 97.65 % 10.32 % 95.06 % 21.64 % 91.63 % 37.41 % 
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Table 6: Share of overtime periods ( ) as well as mean ( ) and maximum overtime ( ) for production seg-
ment within these periods and related to the regular working time 

 Demand courses 
 

Constant 
5 % coefficient of 
variation 

10 % coefficient of 
variation 

20 % coefficient of 
variation 

             
Strategy 1 79.17 % 0.02 % 0.03 % 35.56 % 2.19 % 5.99 % 40.83 % 4.28 % 13.68 % 41.11 % 7.43 % 19.15 % 
Strategy 2 0.00 % 0.00 % 0.00 % 33.89 % 2.34 % 6.92 % 33.89 % 4.41 % 13.81 % 36.39 % 7.39 % 19.79 % 
 

Table 7: Share of periods with temporary workers ( ) as well as mean ( ) and maximum ( ) share of tem-
porary workers for production segment one within these periods and related to all employees 

 Demand courses 
 

Constant 
5 % coefficient of 
variation 

10 % coefficient of 
variation 

20 % coefficient of 
variation 

             
Strategy 1 20.83 % 0.15 % 0.15 % 30.56 % 1.82 % 6.63 % 33.33 % 4.08 % 10.57 % 36.11 % 6.01 % 17.65 % 
Strategy 3 0.00 % 0.00 % 0.00 % 40.39 % 2.63 % 10.82 % 45.00 % 4.45 % 15.01 % 44.44 % 7.68 % 23.39 % 
 
More in detail, with Strategy 1 and constant demand 
overtime and temporary workers are used. Because the 
available capacity from the optimal number of employees 
are not sufficient to satisfy the demand, a small amount 
of overtime is required. Since this has to be compensated 
within 6 months, the employment of a temporary worker 
is necessary in some periods. By not using (single) flexi-
bility measures (Strategy 2 to Strategy 4) and a constant 
demand, the optimal number of employees is increased 
and no additional overtime or temporary workers are re-
quired. However, the average employee utilization is 
lower. With normally distributed demand courses, per-
mitting overtime (strategy 1 and strategy 2) leads to sig-
nificantly higher fluctuations in working hours and, in 
some cases, to an extensive use of overtime. If the use of 
temporary workers is not permitted in this context (strat-
egy 2), working time fluctuations are even higher. For 
example, the maximum overtime of 19.79 % that occur 
at Strategy 2 and 20 % demand variation correspond to 
approximately 7.5 hours per week for a 38-hour work 
week. Accordingly, the fluctuations in working hours of 
55.11 % correspond to varying weekly working hours of 
approximately 24.6 to 45.5 hours per week in relation to 
a standard working time of 38 hours per week. With the 
avoidance of overtime (Strategy 3 and Strategy 4) these 
fluctuations in working hours decrease. However, if the 
employment of temporary workers is permitted while 
overtime is avoided (Strategy 3), an increased employ-
ment of temporary workers occur as well. For this, even 
with low fluctuations in demand, the share of temporary 
workers is in some cases higher than 10 % and temporary 
workers are employed in more than 40 % of the periods. 
Strategy 4 excludes the use of overtime and the employ-
ment of temporary workers, which corresponds to a 
stronger social orientation and result, in some cases, in a 
significantly lower average employee utilization. In com-
parison to Strategy 1, which allows overtime and tempo-
rary workers, the fluctuations in working hours can be 
reduced by Strategy 4 as well. However, the reduction is 

not as strong as in Strategy 3, in which only overtime is 
avoided. 
In summary, the use of overtime and temporary workers 
can reduce flexibility costs compared to not using these 
flexibility measures. However, in some cases, the 
achieved cost savings are small. But the social impact of 
these measures is negative. The avoidance of single flex-
ibility measures does not lead to a comprehensive im-
provement of the social aspects, since restrictions of sin-
gle social characteristics are compensated by the deterio-
ration of other social aspects. Thus, we suggest that it 
might be more beneficial to limit for certain social as-
pects, e.g. fluctuations in working hours and the share of 
temporary workers, than to avoid it. The described mon-
etary effects from avoiding a measure lead us to expect a 
corresponding potential for social improvements without 
a significant increase in costs. 
 
CONCLUSION 

The article demonstrated the monetary and social impact 
of the employment of temporary workers and the use of 
overtime. From the presented literature review it was 
pointed out that there are only a few approaches that con-
sider production planning and personnel planning simul-
taneously. Further there are deficits in investigations re-
garding the impact on the use of overtime and temporary 
workers to archive volume flexibility. To address this 
gap, a linear optimization model for MPS was presented. 
The results indicate that ensuring the necessary volume 
flexibility impacts the human working conditions. Partic-
ularly in the case of higher fluctuations in demand, there 
are strong deviations from regular working hours, includ-
ing frequent and, in some cases, extensive use of over-
time. In addition, there is a frequent employment of tem-
porary workers and, in some cases, a high share of tem-
porary workers. The monetary impact of avoiding the 
flexibility measures demonstrate that this not necessarily 
cause a significant increase in costs even with higher 
fluctuations in demand. However, the use of overtime 
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contributes more to achieving volume flexibility than the 
use of temporary workers, as indicated by higher flexibil-
ity costs for overtime avoidance than for temporary 
workers avoidance. 
Finally, the working conditions might be improved by 
limiting specific social aspects without causing a signifi-
cant increase in costs. The investigation of suitable limits 
is left for future work. 
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ABSTRACT
This paper tackles area surveillance with a moving camera
by change detection. None of the existing datasets for
change detection meets a surveillance scenario where a
camera is mounted on a moving platform and pointed
in the direction of moving. Thus, this paper creates a
new dataset including several challenging points. For
this dataset, this paper employs a composable method and
proposes some components. To evaluate the proposed
components, some corresponding classic methods were
also tested on the dataset. As a result, the proposals
outperformed them. Moreover, this paper investigated the
relationship between the parameters of the components
and their performance.

INTRODUCTION
Surveillance systems have been attracting attention be-
cause they have a great potential to reduce the workload
of monitors. Surveillance systems can be applied to vari-
ous fields such as urban monitoring, agriculture, and traffic
analysis with manifold sensors. In recent years, some sen-
sors have been mounted on Unmanned Aerial Vehicles or
Unmanned Ground Vehicles (UGVs) as the development
of industrial technologies. This paper aims to automati-
cally observe areas for security using these autonomous
vehicles. To do so, this paper overviews some previous
methods and datasets in the following paragraphs and pro-
poses a new dataset and method.

Regarding the area monitoring, there are two types of au-
tomatic methods: target-limited and target-agnostic. The
target-limited methods focus on a specific anomaly in-
cluding human behaviors ( Morais et al. 2019; Singh et
al. 2018). While the target-limited methods performed
well, they cannot be a complete replacement for humans
because they can only detect the expected target. The
idea of combining them does not work because one can-
not obtain or even list all possible abnormal patterns. The
target-agnostic methods assume the available data as a
distribution of normal situations and detect samples far
from it as anomalies ( Chu et al. 2019; Hao et al. 2019).

The target-agnostic methods for area surveillance can be
roughly divided into two groups based on situation types.
One group is for the place where people are NOT supposed
to be. Methods of this sort have to be able to detect the
emergence or disappearance of anything. The other group
is for the place where people appear. In such places,
detectors are required to report anomalous behaviors of
humans too. The former situation can be solved by change
detection (CD) and the latter by anomaly detection. The
former is more important in practice because if there are
people, they can take action.

Although a large number of studies devised CD methods,
all of them employed fixed cameras. While research of this
kind plays an important role in surveillance, blind spots of
the fixed cameras can arouse a controversy over security.
The blind spots can be reduced by mounting cameras on
a moving platform such as autonomous vehicles.

There are only four datasets for CD with moving vehi-
cles. One dataset, known as VDAO (Silva et al. 2014),
was created inside an offshore facility. A camera on a
mobile robotic platform on a straight rail was used. This
dataset contains 15 different abnormal objects such as
bags. (Sakurada and Okatani 2015) constructed two
datasets consisting of panoramic images: TSUNAMI and
GSV. TSUNAMI captured scenes of tsunami-damaged ar-
eas in Japan. GSV is a collection of images on Google
Street View. The last dataset is the so-called VL-CMU-
CD dataset (Alcantarilla et al. 2018). It includes pictures
taken in the city of Pittsburgh, PA, USA, over a year.

The four CD datasets with moving devices do not suf-
fice for area surveillance. Every dataset but VDAO (i.e.
TSUNAMI, GSV, and VL-CMU-CD) was not designed
for the field of surveillance. Thus, their change types such
as buildings are not anomalous. The VDAO dataset only
contains abandoned objects, not humans. Moreover, they
do not contain looming motion. Such motion is unavoid-
able if one employs a moving camera in a narrow place in-
cluding a hallway. In response to the inadequacy of the ex-
isting datasets, a new CD dataset is created with a moving
monocular camera on a hallway. Compared to the existing
datasets, the proposed one has some challenging points:
1) looming motion, under which everything varies grad-
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ually in size and position; 2) non-identical trajectory and
inconsistent viewing angles, which cause parallax leading
to false alarm; 3) illumination change due mainly to dif-
ferent times of the day. The dataset is detailed more in the
EXPERIMENTS AND RESULTS section. To tackle the
proposed dataset, a composable procedure is employed as
in (Carvalho et al. 2019). However, it was proposed for
the VDAO dataset, so three new components are designed
for the proposed dataset: Video Compression (VC), Tem-
poral Alignment (TA), and Frame Comparison (FC).

To evaluate the proposed TA and FC components, classic
TA and FC methods are also tested. (Evangelidis and
Bauckhage 2013) proposed a TA method using local de-
scriptors. One of the TA datasets they tackled is similar
to the proposed dataset, which contains looming motion.
(Carvalho et al. 2019) proposed a structured method for
the VDAO dataset and employed Zero-mean Normalized
Cross Correlation (ZNCC) for dissimilarity calculation.

The contributions of this paper are two-fold.
• A dataset has been created with a moving monocular

camera. This is the first video-CD dataset that has
looming-motion for area surveillance.

• A structured way has been proposed to deal with the
proposed dataset.

METHOD

This paper employs a composable procedure as in (Car-
valho et al. 2019) with three new components. Figure
1 illustrates its whole procedure, where dotted line boxes
indicate that the corresponding part was originally pro-
posed in the literature, and filled-in boxes are the new
components that this paper proposes. The input is a pair
of videos: reference video and target one. The method
detects changes in the target video against the reference
one. The first process, VC, is a novel process for reducing
the computation cost of the downstream processes. TA
synchronizes a compressed version of the target video to
that of the reference one. SA performs image registration
between each target frame and the matched reference one.
FC computes dissimilarity values of each matched frame
pair and binarizes them with a threshold.

For each component, visual information of videos needs to
be extracted. To do so, famous CNN architectures, called
VGG13 and VGG16 (Simonyan and Zisserman 2014), are
used. They consist of three types of layers: convolution,
max pooling, and fully connected layer. In this paper, all
the fully connected layers of VGGs are discarded because
the components demand just spatial information, not fea-
tures for classification. Training a deep network requires
a considerable amount of data and time. Therefore, this
paper exploits the pre-trained parameters of VGGs on the
ImageNet dataset (Deng et al. 2009). For VC and TA, the
last pooling layer of VGG16 is replaced with global aver-
age pooling (GAP) (Lin et al. 2013). GAP is considered
to lose spatial information. However, it seems that this

weakness potentially renders a matching method insensi-
tive to parallax or too partial textures. The GAP version
of VGG16, noted as VGG16’, returns a 𝐶 dimensional
feature map for the input image.

Temporal Alignment

Spatial Alignment

Video

Compression

Change Detection

Video

Compression

Reference

Video

Target

Video

Change

Map Proposal

Original

Figures 1: The Whole Procedure of the Proposed Method

Proposed Video Compression (VC)
With the aim of area surveillance, it is not necessary to
inspect all frames since several consecutive frames con-
tain almost the same contents. Therefore, VC reduces
redundant frames according to the similarity of sequen-
tial ones. Let 𝑆𝑟 = {𝐼𝑟1 , 𝐼𝑟2 , ..., 𝐼𝑟𝑛𝑟 }, 𝑆𝑡 = {𝐼 𝑡1, 𝐼

𝑡
2, ..., 𝐼

𝑡
𝑛𝑡 }

be the reference sequence and the target one, respec-
tively. 𝑛𝑟 and 𝑛𝑡 are the number of the reference
frames and that of the target ones, respectively. The
aim of this component is to retrieve key frame indices
𝑋𝑟 = {𝑖𝑟1 , 𝑖𝑟2 , ..., 𝑖𝑟𝑛𝑟𝑐 }, 𝑋 𝑡 = {𝑖𝑡1, 𝑖

𝑡
2, ..., 𝑖

𝑡
𝑛𝑡𝑐 }. 𝑛𝑟𝑐 and 𝑛𝑡𝑐

are the number of the reference key frames and that of
the target ones, respectively. Unless otherwise noted, all
the frames but the key frames are to be disregarded in the
ensuing processes. VC is performed in a chronological
manner as in Algorithm 1, where 𝑐𝑜𝑠_𝑠𝑖𝑚(𝑣1, 𝑣2) is the
cosine similarity value of two vectors 𝑣1, 𝑣2. Note that
this step processes independently the target video and the
reference one.

Algorithm 1 Video Compression
In: 𝑆, 𝑇𝑐 // 𝑆: set of video frames. 𝑇𝑐: threshold.
Out: 𝑋 // 𝑋: set of key frame indices.
1: array 𝑋 ← {1}
2: 𝑙 ← 1
3: while 𝑙 < 𝑆.𝑙𝑒𝑛𝑔𝑡ℎ do
4: for ℎ = 𝑙 + 1 to 𝑆.𝑙𝑒𝑛𝑔𝑡ℎ do
5: if 𝑐𝑜𝑠_𝑠𝑖𝑚(𝑉𝐺𝐺16′(𝑆[𝑙]), 𝑉𝐺𝐺16′(𝑆[ℎ])) <

𝑇𝑐 then
6: 𝑋 .append(h)
7: break
8: end if
9: end for
10: 𝑙 ← ℎ
11: end while
12: return 𝑋
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Proposed Temporal Alignment (TA)
TA matches frames in the target video to those in the
reference video. This paper proposes a new TA method
using deep features. Let �̂� = {�̂�1, �̂�2, ..., �̂�𝑛𝑡𝑐 } be the
indices of the matched reference frames. �̂� is calculated
by Equation (1).

𝑘𝑙 = arg max
ℎ

𝑐𝑜𝑠_𝑠𝑖𝑚(𝑉𝐺𝐺16′(𝐼 𝑡
𝑖𝑡
𝑙
), 𝑉𝐺𝐺16′(𝐼𝑟𝑖𝑟

ℎ
)),

(1)
where 𝑙 = 1, 2, ..., 𝑛𝑡𝑐 . To prevent abruption from the
previously matched index, a search range is restricted as
ℎ ∈ {𝑚𝑏𝑎𝑐𝑘

𝑙 , 𝑚𝑏𝑎𝑐𝑘
𝑙 + 1, ..., 𝑚front

𝑙 }. 𝑚𝑏𝑎𝑐𝑘
𝑙 , 𝑚

front
𝑙 are

calculated by Equations (2), (3), respectively.

𝑚𝑏𝑎𝑐𝑘
𝑙 =

{
𝑖𝑟1 if 𝑙 = 1,
max(𝑖𝑟1 , �̂�𝑙−1 − 𝑏𝑎𝑐𝑘) otherwise,

(2)

𝑚
front
𝑙 =

{
front if 𝑙 = 1,
min(𝑖𝑟𝑛𝑟𝑐 , �̂�𝑙−1 + front) otherwise,

(3)

where 𝑏𝑎𝑐𝑘 and front are hyperparameters, discussed in
the EXPERIMENTS AND RESULTS section.

Spatial Alignment (SA)
It is impossible to take all videos in an exactly consistent
angle or position. Consequently, even if TA perfectly syn-
chronizes the input videos, the matched frame pairs will
have different image planes. Thus, SA, or image registra-
tion, is performed with Homography transformation. Let
𝐻 (𝐼1, 𝐼2) be a transformed image of 𝐼1 to 𝐼2. The outside
of an image plane is treated as black (i.e. RGB value (0,
0, 0)), when it gets into the image plane by Homogra-
phy transformation. This black area would be detected
as change in the following stage. Therefore, the counter-
part of the target frame is masked. 𝐼 ′ signifies a masked
version of an image 𝐼.

Proposed Frame Comparison (FC)
The last component of the proposed method is FC. FC
compares the spatiotemporally aligned frame pairs in the
upstream processes and calculates dissimilarity maps. Af-
ter that, it computes change maps by binarizing the dis-
similarity maps with a threshold. Dissimilarity maps are
obtained based on the idea by (Kim et al. 2017). They
proposed a similarity calculation method with the VGG13
network for template matching. Feature maps of a tem-
plate image and a target one were extracted from a mid-
convolutional-layer of the network. The target feature map
was searched with a sliding window in order to determine
the patch of the target image most similar to the template
image. They used Normalized Cross Correlation (NCC)
as a similarity criterion.

A feature map of the 𝑚-th target frame and that of
the matched reference frame are denoted as 𝑀 𝑡

𝑚 =
𝑉𝐺𝐺13((𝐼 𝑡𝑚) ′), 𝑀𝑟

𝑚 = 𝑉𝐺𝐺13(𝐻 (𝐼𝑟
�̂�𝑚
, 𝐼 𝑡𝑚)), respec-

tively. Note that the target frames and the reference ones,

in the setting of this paper, have the same resolution, mean-
ing their feature maps are of the same shape. This fact en-
ables the feature maps to be compared in a position-wise
manner as 𝑆𝑀𝑚,𝑖, 𝑗 = 𝑐𝑜𝑠_𝑠𝑖𝑚(𝑀 𝑡

𝑚,𝑖, 𝑗 , 𝑀
𝑟
𝑚,𝑖, 𝑗 ), where

𝑖 ∈ {1, 2, ..., 𝐻}, 𝑗 ∈ {1, 2, ...,𝑊}, and 𝑀 𝑡
𝑚,𝑖, 𝑗 and 𝑀𝑟

𝑚,𝑖, 𝑗
are 𝐶-dimensional vectors. It is noteworthy that NCC
corresponds to cosine similarity when the target pair is
two vectors. By following (Kim et al. 2017), one can
obtain a similarity map since it was proposed for template
matching. Thus, it is converted into a dissimilarity map
as 𝐷𝑀𝑚,𝑖, 𝑗 = 1 − 𝑆𝑀𝑚,𝑖, 𝑗 .

A multi-scale option is introduced as in (Carvalho et al.
2019) with some modifications. (Carvalho et al. 2019)
obtained different-scale maps by resizing an frame. Sub-
sequently, they resized them to the input size and just
added them up. This way can be followed, but there are
some constraints because of the CNN attribution. Some
CNN layers downsample an image. While their process-
ing, they would discard the right-end or bottom-end infor-
mation of the input image not even considering it due to
the filter size or the stride of those layers. VGG13 has five
pooling layers, the window size of which is 2 × 2. The
other layers of VGG13 do not affect the output size. For
this reason, the resolution of the input should be divisible
by 25 = 32 to avoid loss of spatial information. Moreover,
the aspect ratio of the proposed dataset is 16:9. Putting
these conditions together, two resolution candidates are
obtained: 512×288 and 1024×576. This paper extracts
features only from the final pooling layer of VGG13. The
feature maps from it contain the most abundant peripheral
context than those from the preceding layers.

Three weight types are proposed to combine different-
scale dissimilarity maps 𝐷𝑀 𝑘 , 𝑘 ∈ {1, 2, ..., 𝑛𝑑𝑚}. 𝑛𝑑𝑚
denotes the total number of 𝐷𝑀 . Equation (4) shows how
to create a weighted map, 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝐷𝑀 .

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝐷𝑀𝑖, 𝑗 =
∑
𝑘

𝑤𝑘𝑟𝐷𝑀 𝑘
𝑖, 𝑗 , (4)

where 𝑟𝐷𝑀 𝑘 is the resized 𝐷𝑀 𝑘 to the input size
(𝑊𝑜𝑟𝑔, 𝐻𝑜𝑟𝑔) with nearest neighbor interpolation.
𝑖 ∈ {1, 2, ...,𝑊𝑜𝑟𝑔} and 𝑗 ∈ {1, 2, ..., 𝐻𝑜𝑟𝑔} are 𝑥𝑦-
coordinate positions. 𝑤𝑘 is the 𝑘-th weight. One weight
type is MAX as in Equation (5).

𝑤𝑘 =
max(𝐷𝑀 𝑘 )∑𝑛𝑑𝑚
𝑙=1 max(𝐷𝑀 𝑙)

. (5)

A change is more detectable by a suited-scale map than
the other scale maps. Thus, using a certain-scale map
probably results in higher dissimilarity values for the
corresponding-scale change than the other scale maps.
Based on this idea, the MAX weight type is designed not
to miss changes. Another is EQUAL as in Equation (6).

𝑤𝑘 =
1

𝑛𝑑𝑚
. (6)

In EQUAL, all weights have the same value. The third
weight type is LARGE as in Equation 7. Assume the
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size of 𝐷𝑀1 be the smallest of the maps 𝐷𝑀1, 𝐷𝑀2, ...,
𝐷𝑀𝑛𝑑𝑚 and set 𝑤1 as the possible maximum weight.

𝑤𝑘 =


1

1 +∑𝑛𝑑𝑚
𝑙=2 max(𝐷𝑀 𝑙)

if 𝑘 = 1,

max(𝐷𝑀𝑘 )
1 +∑𝑛𝑑𝑚

𝑙=2 max(𝐷𝑀 𝑙)
otherwise.

(7)

With the LARGE weight, the smallest dissimilarity map
is assigned with the possible maximum weight. In other
words, the weights of the other scale maps would have
smaller weights than the case of the other weight types.
The smallest map contains the spatially roughest infor-
mation, meaning it includes less environmental effects
such as parallax than the other maps. Thus, the LARGE
weight is expected to mitigate environmental effects caus-
ing false alarm. Once the weighted map is obtained by
Equation (4), a change map can be calculated by binariz-
ing the weight map. The threshold value is discussed in
the EXPERIMENTS AND RESULTS section.

EXPERIMENTS AND RESULTS
Dataset
The existing datasets do not contain anomalous changes.
Therefore, a new dataset has been created by recording
some looming-motion videos with a radio-controlled ve-
hicle. The vehicle ran on a straight corridor at a speed
of 0.5 meters per second, and never moved backward. Its
trajectories were not identical, and the viewing angle of
the vehicle was inconsistent. The proposed dataset in-
cludes two sets of a reference and six target videos about
1.5 minutes long each, so the total number of the videos
is fourteen. The two sets were captured at different times
of the day: day and night. Table 1 shows what kind
of changes the target videos contain. Each of the target
videos was temporally, spatially aligned to the time-wise
corresponding reference video. For TA assessment, each
target frame was temporally aligned to a reference one at
hand. Subsequently, dissimilarity maps were calculated
by comparing each of the aligned frame pairs. To evaluate
FC performance, each change was labeled with a bound-
ing box. The proposed dataset is challenging due mainly
to parallax or strong illumination change.

Parameter setting
The proposed method has some adjustable parameters. 𝑇𝑐
was set to 0.995. For TA, 𝑏𝑎𝑐𝑘 was fixed to zero since the
camera never moved backward in the dataset. Preferable
values for front were roughly searched for by grid search
with a set of values (3, 5, 7, 10). Consequently, this pa-
per chose front= 7 for the day targets and front= 3 for
the night ones. As referred to in the METHOD section,
a multi-scale option was employed, and the input images
were resized to two scales: 512×288 and 1024×576. For
ZNCC, this paper followed (Carvalho et al. 2019) and
prepared scales: 20×11, 40×22, 80×45, and 160×90. Be-
sides, another scale 320×180 was also tested for a deeper
survey. The window size of ZNCC was set to five.

Table 1: Change Types in the Proposed Dataset

time data name included change type

day

fallen person (fallen)
bottle

standing person (standing)
umbrella (dropped)

walking
person (walking)
umbrella (leaning)
door

stacked two boxes (stacked)
separate two boxes (separate)
bag bag

night

fallen
person (fallen)
bottle
shoe

standing
person (standing)
umbrella (leaning)
shoe

walking
person (walking)
umbrella (dropped)
shoe

stacked two boxes (stacked)
separate two boxes (separate)
bag bag

Experiment
The proposed TA method was compared with (Evange-
lidis and Bauckhage 2013). To give a quantitative com-
parison, this paper followed (Diego et al. 2013). They
set a ground-truth interval [𝑙𝑡 , 𝑢𝑡 ] for each index 𝑡 of a
sequence and calculated TA errors as in Equation (8).

𝑒𝑟𝑟 (𝑡, 𝑘𝑡 ) =
{

0 if 𝑙𝑡 ≤ 𝑘𝑡 ≤ 𝑢𝑡 ,

min( |𝑙𝑡 − 𝑘𝑡 |, |𝑢𝑡 − 𝑘𝑡 |) otherwise,
(8)

where 𝑘𝑡 is the 𝑡-th index matched by a TA method and 𝑡 ∈
{1, 2, ..., 𝑛𝑟𝑐}. The one-by-one ground truth 𝐺𝑇𝑡 , which
the proposed dataset included, was expanded by one on
the negative and positive sides (i.e. 𝑙𝑡 = max(1, 𝐺𝑇𝑡 −1),
𝑢𝑡 = min(𝑛𝑟𝑐 , 𝐺𝑇𝑡 + 1)). Table 2 shows rates of frames
with equal or less than each error. TA with VGG16’
provided better results than (Evangelidis and Bauckhage
2013) in all the videos. In case of 𝑒𝑟𝑟 = 0, the error
gaps are at least 8.9% (day/separate) and at most 54.5%
(day/fallen). Even when comparing the 𝑒𝑟𝑟 = 0 results
by VGG16’ and the 𝑒𝑟𝑟 ≤ 2 results by (Evangelidis
and Bauckhage 2013), most of the former results are bet-
ter. Comparing the day with the night, both methods
rather struggled to align the day sequences. Looking at
𝑒𝑟𝑟 = 0, the gaps between day/Average and night/Average
are 14.9% (VGG16’) and 39.6% (Evangelidis and Bauck-
hage 2013). This is because sunlight through windows
formed different shapes on the wall and floor and affected
the surrounding brightness, making the day videos of the
proposed dataset more challenging. This sunlight wors-
ened (Evangelidis and Bauckhage 2013) more strongly
than VGG16’ because the former method using local de-
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scriptors unfortunately captured the sunlight changing its
form. On the other hand, such local changes were invisi-
ble for VGG16’ thanks to its GAP.

With the TA results by VGG16’, the FC performance of
the proposed pipeline was evaluated by the area under
the receiver-operator curve (AUC). VGG13 and ZNCC
with the three weight types were compared as shown in
Table 3. This result only exhibits the best combination
of scales: [512×288, 1024×576] for VGG and [20×11,
40×22, 80×45] for ZNCC. Table 3 indicates three notable
points. Firstly, VGG13 outperformed ZNCC in all of the
scenarios. Secondly, both methods performed the worst
on day/walking and night/stacked for each time. What
deteriorated them is investigated in the following para-
graph. Thirdly, the weight type provided just a marginal
difference. This is because if just a single pixel in one
of the different-scale maps has a high value, it pushes up
the weight of that map. Therefore, all weights ended up
getting almost the same value.

Table 4 shows AUC scores of the FC methods with and
without the proposed TA results. Only the LARGE weight
type was shown as it performed the best. At day/walking
and night/stacked in Table 4, large gaps can be seen. This
suggests the failure of TA led to the terrible FC per-
formance. This suggestion was confirmed by counting
detectable pixels, which were non-masked ones in the
METHOD section. The inner rate columns in Table 4
show each detectable pixel rate (%). Non-change areas
are the outside of bounding boxes, and change areas are
the inside. As one can see, the change inner rates for
day/walking and night/stacked are obviously low, mean-
ing a large part of the change areas was regarded as un-
changing. Therefore, Table 4 proves TA plays a pivotal
role in CD.

This paper expanded on how scale sizes affected results.
Table 5 shows AUC scores for VGG13 and ZNCC with
single scales. Smaller resolutions provided better scores
because the AUC was a pixel-wise criterion. That is, a
method tuned for larger objects contributes to the score
more than smaller ones. Also, this tendency can be
found in the best set of scales for ZNCC ([20×11, 40×22,
80×45]). Another notable point is that, comparing the
AUC scores in Table 5 with the AUC scores using the TA
ground truth in Table 4, the combination of multi scales
enhanced the detection ability. In addition to the AUC,
this paper looked into the relationship of scales and dis-
similarity values for each object. This paper calculated the
median of dissimilarity values belonging to each change
type or the background and then a ratio of each object me-
dian to the background one. If a ratio is less than 1.0, the
corresponding change is indistinguishable from the back-
ground. The higher it is, the more detectable the change is.
Note that the looming motion in the videos significantly
varies the size of changes. Thus, Table 6 only shows “per-
son” and “bottle”, a large and a relatively small change,
in {day, night}/fallen. One can see the tendency of larger

resolutions spotting smaller changes and vice versa.

Finally, to discuss the FC performance for each change
type, a ratio of each object median to the background one
was computed with VGG13 ([512×288, 1024×576]) and
ZNCC ([20×11, 40×22, 80×45]) as shown in Table 7.
The weight type was fixed to LARGE as in Table 4. Ta-
ble 7 indicates some characteristics of ZNCC and VGG13.
ZNCC shows distinctively strong and weak points. It
failed to detect the smallest change, “bottle”. Moreover,
the value for a relatively small object “umbrella” is signif-
icantly smaller than the other changes except for “door”.
Note that although “shoe” might sound small, it appears
close to the vehicle trajectories. Thus, “shoe” looks big in
the proposed dataset. On the other hand, VGG13 success-
fully detected “bottle”. Its ratio is actually close to 1.0, but
this result seems reasonable because “bottle” is not only
small but also unobtrusive in the proposed dataset. For
the other changes including “umbrella”, VGG13 almost
impartially spotted them. This implies that VGG13 does
not largely depend on the input scales. This is because its
convolutional layers acquire surrounding information.

CONCLUSION

This paper aims to automatically monitor areas for security
using a moving camera instead of humans. None of the ex-
isting CD datasets was designed for such a purpose. Thus
a new dataset for area surveillance has been built with a
UGV. Subsequently, this paper has introduced a structured
method and devised three components for it: VC, TA, and
FC. For FC, three ways to combine different-scale maps
have also been proposed. To perform an evaluation, the
proposed TA and CD methods were compared with classic
methods. Through the experiments, this paper showed the
effectiveness of the proposed method in area surveillance
using a moving camera.

There are some limitations in the proposed method. First,
the proposed CD method cannot detect changes in a target
frame if the matched reference frame does not contain the
spatially corresponding region. In terms of false positive,
there were some times the method falsely detected objects
as changes due to difference in viewing angle or position
and the sunlight. Second, the FC performance strongly de-
pends on the preceding procedure: TA and SA, as shown
in Table 4. Third, if changes appear in a dominant part of
an image, TA and SA would provide a poor result. Finally,
the reference video has to contain the whole scenes of the
target video. This limits a range of applications.

A piece of the future work is to improve the proposed
method by overcoming the limitation. It is necessary to
research how to make methods robust to environments.
Evaluation-wise, this paper performed an evaluation with
the pixel-wise AUC. As aforementioned, it tended to give
better scores to a method tuned for larger changes. This
tendency is not appropriate for surveillance. For this
reason, a new frame-level evaluation should be consid-
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Table 2: Frame Rates (%) with Equal or Less than Each Error for TA

VGG16’ georgios
time data 𝑒𝑟𝑟 = 0 𝑒𝑟𝑟 ≤ 1 𝑒𝑟𝑟 ≤ 2 𝑒𝑟𝑟 = 0 𝑒𝑟𝑟 ≤ 1 𝑒𝑟𝑟 ≤ 2

day

fallen 68.1 80.1 84.3 13.6 20.4 26.7
standing 52.3 70.5 76.7 8.0 11.9 14.8
walking 55.7 73.4 83.7 18.2 26.1 34.5
stacked 78.7 88.1 94.1 38.6 46.0 49.0
separate 78.8 90.2 90.7 69.9 85.0 89.1
bag 67.7 80.8 83.8 18.2 23.7 27.8
Average 66.9 80.5 85.6 27.8 35.5 40.3

night

fallen 91.3 96.9 100.0 81.6 87.2 91.3
standing 95.3 97.9 98.4 68.6 79.1 84.3
walking 98.5 100.0 100.0 85.8 92.9 93.9
stacked 79.7 91.9 97.7 54.7 65.7 70.9
separate 68.0 74.6 80.1 27.6 40.3 51.9
bag 97.8 100.0 100.0 86.0 91.6 98.3
Average 81.8 93.6 96.0 67.4 76.1 81.8

Table 3: AUC Scores with the Proposed TA Component for FC

VGG13 ZNCC
time data MAX EQUAL LARGE MAX EQUAL LARGE

day

fallen 0.870 0.871 0.871 0.745 0.739 0.738
standing 0.842 0.842 0.842 0.731 0.730 0.729
walking 0.686 0.688 0.689 0.654 0.661 0.663
stacked 0.860 0.862 0.863 0.708 0.709 0.704
separate 0.813 0.817 0.818 0.765 0.784 0.786
bag 0.926 0.925 0.925 0.812 0.803 0.801
overall 0.833 0.834 0.835 0.736 0.738 0.737

night

fallen 0.913 0.914 0.914 0.834 0.837 0.838
standing 0.915 0.916 0.916 0.821 0.820 0.820
walking 0.917 0.921 0.922 0.864 0.877 0.879
stacked 0.584 0.583 0.583 0.512 0.513 0.515
separate 0.899 0.899 0.899 0.837 0.840 0.841
bag 0.901 0.903 0.904 0.808 0.812 0.811
overall 0.855 0.856 0.856 0.779 0.783 0.784

Average 0.844 0.845 0.845 0.758 0.760 0.760

Table 4: Change/Non-Change Inner Rates (%) and AUC Scores with and without the Proposed TA Component

TA_VGG16’ TA_GROUND_TRUTH

time data non-change
inner rate

change
inner rate VGG13 ZNCC non-change

inner rate
change

inner rate VGG13 ZNCC

day

fallen 83.2 97.1 0.871 0.738 86.9 98.6 0.908 0.770
standing 80.2 92.9 0.842 0.729 85.4 90.8 0.869 0.754
walking 79.4 69.8 0.689 0.663 82.0 85.9 0.831 0.738
stacked 86.7 100.0 0.863 0.704 88.3 100.0 0.853 0.691
separate 92.3 86.2 0.818 0.786 93.6 81.1 0.798 0.786
bag 81.4 97.9 0.925 0.801 83.5 100.0 0.966 0.862

night

fallen 92.6 98.5 0.914 0.838 92.5 97.9 0.914 0.842
standing 87.9 99.6 0.916 0.820 88.1 98.1 0.929 0.841
walking 91.2 95.1 0.922 0.879 90.5 97.3 0.936 0.889
stacked 86.7 64.9 0.583 0.515 88.5 98.1 0.861 0.727
separate 82.5 98.6 0.899 0.841 87.3 99.4 0.940 0.869
bag 93.5 93.4 0.904 0.811 94.2 93.4 0.911 0.815

Average 0.845 0.760 0.893 0.799
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Table 5: AUC Scores for Different Scales with the TA Ground Truth

VGG13 ZNCC
time data 512×288 1024×576 20×11 40×22 80×45 160×90 320×180

day

fallen 0.910 0.880 0.703 0.766 0.764 0.738 0.699
standing 0.865 0.841 0.706 0.741 0.719 0.683 0.631
walking 0.848 0.790 0.731 0.725 0.678 0.618 0.571
stacked 0.837 0.831 0.572 0.689 0.717 0.719 0.697
separate 0.815 0.757 0.834 0.758 0.677 0.607 0.550
bag 0.952 0.949 0.762 0.842 0.863 0.824 0.754
overall 0.871 0.841 0.718 0.753 0.736 0.698 0.650

night

fallen 0.908 0.890 0.807 0.830 0.818 0.768 0.710
standing 0.919 0.905 0.787 0.835 0.804 0.704 0.609
walking 0.936 0.895 0.891 0.865 0.819 0.740 0.663
stacked 0.833 0.854 0.686 0.709 0.726 0.728 0.699
separate 0.936 0.918 0.847 0.856 0.834 0.796 0.747
bag 0.909 0.880 0.793 0.815 0.793 0.707 0.599
overall 0.907 0.890 0.802 0.818 0.799 0.740 0.671

Average 0.889 0.866 0.760 0.786 0.768 0.719 0.661

Table 6: The Ratio of Each Median of Two Objects to the Background One for Each Scale

VGG13 ZNCC
time change 512×288 1024×576 20×11 40×22 80×45 160×90 320×180

day person 3.39 2.76 1.90 4.36 4.80 3.58 2.54
bottle 2.78 2.64 1.20 1.09 3.40 2.54 2.14

night person 4.95 3.13 13.50 20.00 13.67 5.41 2.64
bottle 0.92 1.64 0.50 0.33 0.33 1.29 1.15

Table 7: The Ratio of Each Object Median to the Background One

person bottle umbrella door box bag shoe
VGG13 3.23 1.46 2.82 2.80 3.30 3.38 2.91
ZNCC 6.10 0.70 2.70 3.20 6.40 5.50 4.40

ered. Finally, the proposed dataset contains little vari-
ation. Thus, it is required to record videos in different
seasons or weather. On top of that, other places such as
curves should be included.
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ABSTRACT 

Global warming and CO2 emission reduction targets 
mandate a closer look to energy system planning on 
different levels. In this work we model a typical 
residential area that will be built and has to be equipped 
with a cost optimized, decentral energy system with a 
high degree of energy autarky and integration of 
renewable sources. We sketch out the optimization 
problem and show that the optimization can be done 
using open data and an open source tool, the Helmholtz 
Framework for Integrated Energy System Assessment 
tool, FINE, exclusively. 
The energy system model chooses from a predetermined 
set of technologies, takes into account a temporal 
discretization approach for energy demands as well as for 
energy production capacities and considers decentralized 
sector coupling options. As a result, we get a cost-
optimized energy system structure as a base for energy 
system design. 

INTRODUCTION  

“CO2 emission reduction and increasing volatile 
renewable energy production mandate stronger energy 
sector coupling and the use of energy storage” (Ripp and 
Steinke 2019) and the investigation of decentral power 
supply. 
In support, we model, optimize and assess the energy 
system of a residential area including a typical, time-
discrete consumption structure as well as a multi modal, 
energy system. Main optimization targets are Goals 
Seven (Affordable and Clean Energy) and Eleven 
(Sustainable Cities and Communities) of the United 
Nations’ Sustainable Development Goals (UN SDG, 
https://sdgs.un.org/goals) - in addition to the 
minimization of costs for the applied technologies and 
the referring commodities.   
Along with the trend to open science (Hilpert et al. 2018), 
we use open source data for demands, applied 
technologies and commodities in conjunction with the 
Helmholtz open source Framework for INtegrated 
Energy System Assessment (FINE, Welder et al. 2018b). 
On top of being available without additional cost, open 

source data and software ensure that our model is 
reproducible and can easily be developed further by 
interested communities. Furthermore, the open source 
modelling software FINE ensures high quality of code 
and functions as it will be constantly scrutinized by a top 
qualified scientific community – especially within the 
highly reputed Helmholtz Association (Balter 2015). 
This kind of optimization tool, and further developments 
of it, can help with the choice of sectors, technologies and 
connections to incorporate for any kind of residential or 
industrial area. Thereby it can be a support to anybody 
who intends to design, plan or implement an energy 
network (Lund et al. 2017). Interested parties might 
include project developers, building contractors, 
planning offices, local authorities, institutional investors 
or credit institutions. 
Existing studies on sector coupling modelling include for 
instance considerations of the integration of hydrogen 
into energy models (Welder et al. 2019), national energy 
systems (Welder et al. 2018; Welder et al. 2019; Ball et 
al. 2007) or appraisals of different modelling approaches 
(Hilpert et al. 2018). 
In this work we enhance existing research with a use case, 
in which we show, that the open source optimization tool 
FINE is well suited to design and optimize a multi modal 
energy system for a real-world residential area. And it 
can be done using open source tools and open data, 
exclusively. 

PROBLEM STATEMENT 

The core of our decision problem is a residential area for 
which we want to configure an energy system that takes 
into account all of the framework conditions below. That 
means that from a given portfolio of technologies for 
energy production and supply, a technology mix should 
be chosen, that, considering the framework conditions, 
leads to minimized energy system costs and CO2 
emissions [capital expenditure (CAPEX) and operational 
expenditure (OPEX)]. Thus, the output of our energy 
system planning delivers recommendations for a future 
design of the system.  
In rough terms our model follows a call for bids for the 
design of a residential area on a four-hectare commercial 
fallow land area in the city center of Brake in 
northwestern Germany. So, we will also be able to 
discuss our findings with the mayor of Brake to provide 
some input concerning the energy system of the final 
design of the area. 

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
Lelio Campanile, Andrzej Bargiela (Editors) 
ISBN: 978-3-937436-72-2 / 78-3-937436-73-9(CD) ISSN 2522-2414 
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FINE helps to capture the time-dependence of energy 
demands, fluctuation of renewable energy production 
and sector coupling options. 
 
For our use case, we model a typical residential area 
(composition see Figure 1) including the following 
framework conditions: 
• 65 residential units (houses & apartment blocks) 
• Integration of public and commercial infrastructure 

(Figure 1 and Table 1) 
• Decentralized energy supply and a high degree of 

self-sufficiency (in terms of energy) 
• Integration of renewable energy sources and 

components (technology portfolio see Figure 2) 
• Individual traffic with a high share of electro mobility 
• Creation of a heat compound system as an isolated 

solution 
All energy demands in this work are stated in yearly 
numbers. 
 
 
Objective Function 

Target of the optimization process is to minimize the total 
costs (CAPEX and OPEX) of the energy system (Welder 
et al. 2018a), to maximize revenues from feeding surplus 
electricity into the public electricity grid, and to minimize 
induced CO2 emissions (covered in the OPEX).    
 
 Min → Costs over Lifetime 

= 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + �𝑂𝑂𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 −  �𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡

𝑛𝑛

𝑡𝑡=1

𝑛𝑛

𝑡𝑡=1

  

Figure 1:  Schema of Buildings, Components and Grid 

 
 

Table 1: Demands and Capacities of Residential Area Infrastructure per Building Type 

 

Infrastructure 
classification Building Type No. of 

Buildings

No. of 
House 
holds

No. of 
Residents

/Unit

Electricity 
Demand 
[kWh]

Heat 
Demand  
[kWh]

 Roof Surface 
for Solar 
Thermal/ 

Photovoltaic 
System [m²]

PV 
Potential 
Capacity 

[kWp]

Solar 
thermal 
Capacity 

[kW]

P2H 
Capacity 

[kW]

Max. 
Battery 
Storage 
Capacity 

[kWh]

Max. 
Heat 

Storage 
Capacity 

[kWh]

Multi-Family House 3 8 3 114,880 108,000 300 48.0 103.8 255.0 150.0 295.3
Multi-Family House 1 6 3 29,091 27,000 100 16.0 34.6 85.0 50.0 78.4
Multi-Family House 4 4 3 76,587 72,000 400 64.0 138.4 340.0 120.0 196.8
Multi-Family House 7 2 3 69,608 100,800 560 89.6 193.7 595.0 140.0 176.4

Family House 5 1 4 24,755 45,000 250 40.0 86.5 425.0 50.0 84.5
School - - - 25,000 262,500 500 80.0 173.0 85.0 30.0 -
Nursery - - - 7,500 78,750 100 16.0 34.6 85.0 - -

Sports Hall - - - 26,250 70,000 320 51.2 110.7 85.0 - -
Workshop - - - 9,000 33,700 450 72.0 155.7 85.0 - -
Hospital - - - - - 600 96.0 207.6 - - -

Grocery Store - - - 6,075 10,125 200 32.0 69.2 85.0 - -
Bakery (Int. in MFH 6 HH) - - - 150,000 54,000 - - - - - -
Gym (Int. in MFH 6 HH) - - - 19,440 16,200 - - - - - -

Hairdresser (Int. in MFH 6 HH) - - - 5,265 12,555 - - - - - -
Total 20 21 - 563,451 890,630 3,780 604.8 1307.7 2125.0 540.0 831.4

Residential

Public

Commercial
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Figure 2: Schematic Diagram of Technology Composition and Interdependencies 

 

In order to evaluate the competitiveness of the 
resulting energy system we also simulate the 
referring Levelized Cost of Energy (LCoE) for 
power and heating of the resulting system. 

LCOE =
SUM OF COSTS OVER LIFETIME

SUM OF ENERGY PRODUCED OVER LIFETIME 

=  
∑ 𝐼𝐼𝑡𝑡 + 𝑀𝑀𝑡𝑡 + 𝐹𝐹𝑡𝑡

(1 + 𝑖𝑖)𝑡𝑡
𝑛𝑛
𝑡𝑡=1

∑ 𝑊𝑊𝑡𝑡
𝑛𝑛
𝑡𝑡=1

 

It:   Investment expenditures in the year t 
Mt: Operations and maintenance    
      expenditures in the year t 
Ft:  Fuel expenditures in the year t 
Wt: Energy generated in the year t 
i:    Interest rate 
n: Expected lifetime of the energy system 
(Panos 2017). 

Whereas F comprises methane and hydrogen.  

 
Constraints: 
• All energy production, except from natural gas, 

must be from renewable sources  
• For purchased electricity from local utility we 

assume eco-electricity contracts 
• Overproduction can be sold 
• CO2 emissions are controlled via penalty costs 

 
Assumptions: 
• Commodity prices keep constant 
• Power- and heat demands are time-varying 
• All data input is deterministic 
• CAPEX and OPEX for cables (electricity) and 

pipelines (heat, H2, natural gas) are not 
considered. Our model is confined to identify the 
necessary performance levels 

 

The planning horizon for our model conforms to the 
predicted technological life-spans for most of 
technologies for choice, which is 20 years. 
Thus, we can characterize the optimization that we 
solve, as dynamic decision making (DDM, Hotaling 
et al. 2017) for a defined period of time with 
predetermined options (Figure 2) and deterministic 
planning. The stochastics of exogenous parameters 
to the system are not considered in our study (see 
section Solution Approach). 

SOLUTION APPROACH 

Modelling- and Optimization Tool 

For solving our problem, we use the Framework of 
INtegrated Energy System Assessment (FINE), that 
was developed by the Helmholtz Energy Computing 
Initiative (HCEI, Welder et al. 2018a and 2018b). 
For download, documentation, tutorials and 
examples please refer to https://github.com/FZJ-
IEK3-VSA/FINE.) 
FINE is an open source, Python based framework 
that offers algorithms, component and commodity 
libraries, variables, and data import features to 
model, optimize and assess energy systems. It can 
tackle the challenge of representing the spatial, the 
temporal as well as the sector-coupling dimensions 
of multimodal energy systems. Load- and feed-in 
profiles can be considered in full temporal 
resolution. The component libraries comprise state 
of the art options for all parts of the system: Source, 
conversion-, sink-, storage- as well as transmission 
component and commodity choices.  
We adapt the Urban District Optimization (UDO) 
workflow, that is recommended by HCEI, to our 
needs. (https://github.com/FZJ-IEK3-VSA/FINE 
/blob/master/examples/District_Optimization 
/Urban_District_Optimization_Workflow.ipyn): 
First, based on the structure of the residential area, 
the energy demands (electricity and heat) have to be 
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determined. In the second step, the possible 
technology portfolio with the relevant techno-
economic parameters has to be identified. In the third 
step, all data requirements for determining the load 
profiles are to be established and the data must be 
processed. The technology portfolio and the load 
profiles are input information to the fourth step, the 
modelling of the energy system model in FINE 
(Example see Figure 3).  
 

 
Figure 3: Example of Commodity Sources Definition 

In this step the energy system is modeled using the 
subclasses sources, sinks, conversions, storages and 
transmissions. After modelling the energy system, it 
has to be optimized to get a recommendation for the 
energy system structure of the residential area. For 
this optimization we use the FINE standard solver 
Gurobi in the current version 9.1.1. 
We were able to define all choices of components 
and commodities for our residential area model as 
well as the associated cost- (CAPEX and OPEX), 
capacity and demand variables in FINE. It is also 
possible to define a presetting that includes all of the 
framework conditions mentioned above, including 
time series for the time-dependence of energy 
demands and production. 
Our model includes the following energy system 
components (Figure 2):  
• Sources: Photovoltaics, solar thermal collectors, 

biogas plant, electricity purchase, hydrogen 
purchase, natural gas purchase 

• Conversion: Geothermal, gas boilers, combined 
heat and power plant (CHP), P2H 

• Storages: Battery storages, thermal storages 
(high, low) 

• Transmission (commodities): Electricity, 
hydrogen, natural gas, biogas, heat (high) 

• Sinks: Electricity demand, heat demand, 
electricity sales PV, electricity sales CHP 

Collection, Preparation and Processing of Data 
The accuracy and results in energy system modelling 
depend on the availability, selection and 
preprocessing of input data. For our model we need 
electricity and heat demands, load profiles, 
generation capacities as well as techno-economic 
parameters. Temporal and spatial scales determine 
level of detail and resolution requirements. 

Our residential area consists of 26 buildings, a 
biogas plant, a CHP as well as a central heat storage 
in a spatially distributed network with 26 nodes and 
a transformer (Figure 2). 
The investigated annual electricity and heat demands 
of the residential, public and commercial units as 
mentioned in Table 1, depend on the number of 
residents and households per building, the number 
and usage of electrical vehicles (e-vehicles) and 
individual user behaviour for hot water demand 
(Worm and Rathert 2015; Mailach and Oschatz 
2016; Stadtwerke Gießen AG, n.d.)  
In our model, the temporal resolution is one hour 
which results in 175,200 time steps for twenty years.  
The basis for the simulation of the loads and 
generation profiles is the historical weather data by 
the German Weather Service (DWD) with mean 
temperatures for the period of 2010 to 2020 on 
hourly level for the Bremen region. 
The annual demands are distributed temporally as 
well as according to the load profiles for electricity 
and heat demand. The load profiles we use are 
provided by the project DemandRegio (Gotzens et 
al. 2020; https://github.com/DemandRegioTeam/), 
as well as by the Open Source Load Profile 
Generator (Pflugradt 2016; 
https://www.loadprofilegenerator.de/) for e-vehicles 
and hot water profiles.  
For the electricity demands the following profiles are 
applied: 
 

Table 2: Applied Load Profiles Buildings 

 
 
The profiles for electricity demand consider the 
seasonality in general and a daily factor in case of 
profile private households (H0).  
The e-vehicle profiles are also generated using the 
Load Profile Generator and distributed among the 
residential buildings: 
 

Table 3: Applied Load Profiles E-Vehicles 

 
 
Furthermore, we use the Technical University of 
Munich (TUM) Sigmoid Function 
(BDEW/VKU/GEODE-Leitfaden 2018). This 
function uses the annual heat demand, above 
mentioned historical mean temperature and the 

Building Type
Private Households H0 Household dynamized
School, Nursery, Workshop G1 Commerce in General
Sportshall, Gym G2 Businesses with heavy to predominant 

consupmtion in the evening hours
Grocery Store G3 Commerce Continous
Bakery, Hairdresser G4 Sales Outlet/Barber Store

Load Profile

No. Charging Power
[kW]

3 CHS01 Family, 2 children, single family home, 2 Cars 3.5
9 CHR02 Couple, 30-64 years, with work, multi-family 

house, 30 km commuting distance
11

5 CHR51 Retired, >65 years, multi-family house, 5 km 
commuting distance

11

4 CHR07 Single, with work, muliti-family house, 30km 
commuting distance

22
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parameters in its specification 33 (medium heating 
demand) to calculate the hourly heat demand per 
building type. 
Depending on the building type, the following heat 
profiles are used: SpaceHeating-EFH for Family 
Houses; SpaceHeating-MFH for Multi-Family 
Houses; GKO: Local authorities for School, Nursery 
and Sports Hall; MK: Metal and automotive for 
Workshop; BA: Bakery for Bakery; HA: Retail and 
wholesale for Grocery Store; BD: Other operational 
service for Gym and Hairdresser.  
Hot water profiles are generated using the Load 
Profile Generator for a 3-person household and a 4-
person household. 
For the photovoltaics (PV) and solar thermal energy 
generation profiles the above-mentioned historical 
weather data with direct and diffuse solar radiation 
data is used to calculate the global solar radiation on 
an hourly basis. The maximum installable capacity 
for PV and solar thermal collectors is determined by 
the available roof area and has to be split between 
both. The module efficiency factor for PV is set to 
0.16 and the solar constant to 1,000 W/m². For solar 
thermal the overall equipment effectiveness is set to 
0.3 and tilt factor of 1.1. FINE then calculates the 
hourly electrical (PV) and thermal (solar thermal) 
yield with the help of global solar radiation, 
installable capacity and set P-Ratio of 0.85 (PV, 
Quaschning 2013). 
The area that could be used for geothermal 
collectors, theoretically would be limited by the 
existing area. For simplification purposes, we 
assume it as unrestricted so that all necessary heating 
capacities can be installed. 
For the central high heat storage, we allow for a 
capacity of 35,000 kWh and a lower limit of 2,500 
kWh. For the local heat storages, aggregated from 
low and high heat, maximum capacities are specified 
in Table 1. 
The battery storages capacity for each building can 
be extracted from Table 1. 
Maximum capacities of local Power-to-Heat (P2H) 
comprise 85 kWh at every residential infrastructure, 
the School, Sport Hall, Nursery, Workshop and 
Grocery Store each. A central P2H plant 

encompasses a maximum of 2,000 kWh and a lower 
limit of 500 kWh at the central heat storage location.   
CHP capacities comprise one 500 kWh unit with a 
lower limit of 100 kWh and one 1,500 kWh unit with 
a lower limit of 500 kWh at the CHP location as well 
as two 500 kWh units with a lower limit of 100 kWh, 
each, at the Hospital location. 
We assume the cost structure of the technology 
portfolio (Tables 4 and 5) based on the following 
studies: Fattler et al. 2019; Lauinger et al. 2016; 
Lindberg et al. 2016a; Lindberg et al. 2016b; Mayer 
et al. 2015; Samweber and Schifflechler. 2017; 
Stenzel et al. 2019; Sterchle et al. 2016; Streblow and 
Ansorge 2017; Bundesnetzagentur 2021; Kraft-
Wärme-Kopplungsgesetz - KWKG 2020. 
Other techno-economic parameters include the 
following: 
 

Table 4: Other Techno-Economic Parameters 

 
 
For power and gas from local utility, we assume 0.33 
and 0.2 kg/kWh CO2 emission into the atmosphere. 
In our model we impede these emissions by applying 
penalty costs of 1,000€/kg CO2. 
We assume that the distribution grids for electricity, 
natural gas, biogas and hydrogen are already in 
place. Therefore, the costs for the distribution grids 
are not part of the optimization.  
Kannengiesser et al. 2019 suggest that a clustering of 
20 typical time periods would be the most 
appropriate trade-off between accuracy and 
computional load, in their setting. Still, due to 
restrictions of time and computing capacities, we 
applied a clustering of 5 typical periods. For that 
same reason a mixed integer programming gap 
(MIPGap) tolerance of 0.0005 is set.

Table 5: Technology Portfolio - Cost Structure 

  

Interest Rate 4%
Household Electricity Price 0.2986 €/kWh

Household Natural Gas Price 0.0615 €/kWh
PV Feed-In Tarif 0.08 €/kWh

CHP Feed-In Tarif 0.073 €/kWh
Purchase Price Biogas 0.12 €/kWh

Purchase Price Hydrogen 0.285 €/kWh

Installation Technologies CAPEXCap CAPEXFix OPEXCap Efficiency
PV 1,400 €/kWp 1,000 € 1.0% of CAPEXCap -

Solar Thermal 1,400 €/kWp 1,000 € 1.0% of CAPEXCap -
Geothermal Heat Pump 1,700 €/kWth - 1.3% of CAPEXCap -

Condensing Boiler 200 €/kWth 5,600 € 5.0% of CAPEXCap 95.0%
PH2 350 €/kWth - 2.0% of CAPEXCap

Battery Storage 1,300 €/kWel 2,000 € - 0.01%/h
Heat Thermal Storage 55 €/kWth - - 0.1%/h

CHP 720 €/kWel - 4.0% of CAPEXCap 45%el/40%th
Battery Storage 1,000 €/kWel - - 0.01%/h

Heat Thermal Storage 18 €/kWth - - 0.1%/h

Local

Central
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RESULTS 

With regard to the overall effort for the simulation, 
we can state that the biggest share goes into research 
and preparation of the required data. The work 
needed for the modelling depends on the size of the 
problem, e.g. the number and variation of buildings, 
the temporal resolution (number of time steps) and 
the time span that is calculated. As FINE is a Python 
based software, we consider the coding process for 
the simulation as manageable. The pure calculation 
time of one simulation run depends on the size of the 
problem as well as on the configuration of the 
available hardware. For a detailed introduction 
please refer to Welder et al. 2020. All in all, FINE 
proved well suitable for the task.  
As a result of the optimization, FINE recommends 
the following mix of technologies for installation. 
The power demand is covered by photovoltaic and 
CHP. In addition, a central electricity battery storage 
with a capacity of approx. 26 kWh is suggested. The 
power system results in total costs of approximately 
2 Mio. EUR for 20 years. The heat demand of the 
locations is covered by CHP capacities. 
Furthermore, the residential houses will be supplied 
by local geothermal capacities. In the location 

‘School’ a condensing boiler plus a Power-2-Heat 
(P2H) capacity is suggested. In addition, thermal 
storages are planned as a local solution. Biogas and 
(green) hydrogen are used as fuels for the CHP. 
Biogas is also used in the condensing boiler. The 
total costs of the heating system amount to 
approximately 2.54 Mio. EUR. The aggregated 
results of the energy system optimization are shown 
in Table 6. Elements of the technology portfolio that 
have not been considered by the optimization are not 
mentioned in the table. 
The levelized costs of electricity for our system 
amount to 0.15 EUR/kWh. The levelized costs of 
heat amount to 0.12 EUR/kWh. (The LCoE are 
calculated with an interest rate of zero; costs of 
distribution are not considered in the model). 
Based on data of the Federal Office of Statistics 
(Statistisches Bundesamt 2021), the average costs of 
electricity sum up to approximately 0.3 EUR/kWh in 
2020; for district heating approximately 0.1 
EUR/kWh. That means, in the FINE optimized 
system about 0.15 EUR/kWh could be spend on 
electricity cables as distribution capacities. 
Considering the results of our study, it seems 
possible to build and operate a competitive and 
sustainable energy system with zero CO2-emissions.

 

Table 6: Optimization Results - Recommended Energy System Structure and Cost Information 

 

PV Generation - Hospital Unit
PV capacity 86 kW

PV generation 88,516 kWh/a

Heat Geothermal (All residential buildings receive geothermal energy)
Geothermal capacity 78 kW

Geothermal generation 390,438 kWh

Fuels
Biogas 1,400,012 kWh/a

Hydrogen 59,349 kWh/a

CHP Electric Capacity [kW] Electricity Generation [kWh] Heat Generation [kWh]
Central CHP 100 228,591 203,192

Local CHP - Hospital 125 352,326 313,178

Boiler Capacity [kW] Heat Generation [kWh]
Boiler - School 51 160,013

P2H Capacity [kW] Heat Generation [kWh]
Local PH2 - School 2 2,970

Storage Capacity [kWh]
Central Battery (Medium) 26
Local Thermal High Heat 423
Local Thermal Low Heat 112

CAPEX/OPEX CAPEX [EUR] OPEX [EUR/a]
PV 122,033 1,210

Geothermal 132,291 1,712
Central CHP 72,219 2,909

Local CHP - Hospital 89,781 3,616
Boiler 15,884 514
P2H 793 16

Central Battery (Medium) 26,245 -
Local Thermal High Heat 23,261 -
Local Thermal Low Heat 6,137 -

Fuel Costs [EUR/a]
Biogas 168,001

Hydrogen 16,914

Levelized Costs of Heat Total Costs [EUR] EUR/kWh
CHP 1,614,928

Geothermal 459,677
Boiler 430,411
P2H 10,029

Storages 29,398
Total costs 2,544,442 0.1189

Levelized Costs of Electricity Total Costs [EUR] EUR/kWh
CHP 1,825,903
PV 146,240

Storages 26,245
Total costs 1,998,387 0.1502

Electricity Demand 665,408
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CONCLUSIONS  

Our main finding is that FINE is an appropriate tool 
to model and optimize energy systems based on open 
access energy data. The consideration of time-
dependent demand and supply fluctuation as well as 
sector coupling options are features that will be 
needed to handle future energy system management. 
Based on the problem statement of creating a 
sustainable energy system for a residential area, we 
were able to show that specifically in terms of LCoE 
our result appears to be competitive with current 
(conventional) energy systems.  
In future research and applications, the results of the 
study can be transferred to similar energy system 
planning problems like other residential areas, 
industrial compounds or village structures.  
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ABSTRACT

Understanding battery capacity degradation is instru-
mental for designing modern electric vehicles. In this
paper, a Semi-Empirical Model for predicting the Ca-
pacity Loss of Lithium-ion batteries during Cycling and
Calendar Aging is developed. In order to predict the Ca-
pacity Loss with a high accuracy, battery operation data
from different test conditions and different Lithium-ion
batteries chemistries were obtained from literature for
parameter optimization (fitting). The obtained models
were then compared to experimental data for validation.
Our results show that the average error between the
estimated Capacity Loss and measured Capacity Loss is
less than 1.5% during Cycling Aging, and less than 2%
during Calendar Aging. An electric mining dumper, with
simulated duty cycle data, is considered as an application
example.

INTRODUCTION

The transport sector is one of the largest global
emitters of carbon dioxide (CO2), accounting for about
22% of the total emission (Kluschke et al., 2019).
Electric cars have proven to be an efficient way of
reducing these emissions in passenger transport, but
electrification of heavy-duty vehicles (e.g. trucks, forest
harvesters and mining dumpers) is more challenging,
mainly due to limitations in battery technology. Among
others, Liimatainen et al. (2019) concluded that battery
electric trucks have not been a viable option to replace
traditional diesel-powered ones because of the high
energy requirements and low energy density of batteries.
Furthermore, the absence of charging facilities in off-
road conditions may render electrification of forest har-
vesters impractical. On the other hand, heavy-duty vehi-
cles are typically tailored for a specific application niche,
and their production batches are much smaller than those
for passenger cars, which means that application-specific

design optimization is both necessary and can also have
a significant effect on the vehicle performance — and
thus on business profitability. At the heart of this design
optimization is an understanding of the performance of
lithium-ion (Li-ion) batteries.

One major difference between internal combustion
engine vehicles (ICEV) and battery electric vehicles
(BEV) is that the energy system in the latter degrades
during use. While the performance of a diesel engine
remains largely unaffected by repeated refuels and use,
this is not the case for Li-ion batteries (LIBs): The
capacity of LIBs decreases in both repeated cycling
and storage. Moreover, the LIB degradation process
depends on the battery chemistry and the way (or path)
of usage. Dubarry and Devie (2018) concluded that the
LIB cell temperature history had the strongest impact on
degradation followed by the C-rate (i.e. charge/discharge
current) and the state of charge (SoC). Also, they found
that LIBs lose capacity faster at low SoCs during cal-
endar aging and under small SoC swings while under
cycling.

It is obvious from the above discussion that design
optimization for heavy-duty battery electric vehicles
(HDBEV) must address battery degradation. The upshot
is that, in contrast to passenger cars, since a HDBEV
is designed for a specific application, the typical usage
conditions — including temperature, SoC and C-rate
— can often be estimated with more accuracy during
design. Battery system design optimization for HDBEVs
thus requires parametric mathematical models of battery
aging, estimated from real-world cycling and storage
tests. The purpose of this article is to address this
concern.

In this article, a Semi-Empirical Model (SEM) is
proposed for estimating the capacity loss (Closs) for
different LIB chemistries during cycling and calendar
aging. The model is developed based on the effect
of four different parameters, namely temperature, time,
depth of discharge, and C-rate current. The model is
able to estimate the Closs of LIBs with a high accuracy
and low computation complexity compared to the other
models. This model can be used for optimizing LIB sys-
tems for different chemistries throughout their lifetime
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Figure 1: Capacity Loss Estimation methods.

in realistic operation conditions. The contribution of this
article is elaborated in the next section.

RELATED WORK
LIB degradation is usually measured by Closs. It re-

flects the ability of the LIB to store and to supply energy
relative to its initial conditions, considering the energy
and power requirements of the application (Berecibar
et al., 2016). Many different methods for the Closs

estimation were presented in recent years and in general
they can be divided into three approaches, which are
shown in Figure 1.

The measurement based methods by themselves can-
not be used for the estimation of the Closs during design
of the battery system as these methods requires the
analysis of the measured data during operation of the
LIB.

The data-driven approach includes methods, where
the previously collected information about operation of
the LIB is used to find the dependency between the
collected information and Closs. Different algorithms
such as Support Vector Regression algorithm (Liu et
al., 2020), Fuzzy logic (Yang et al., 2020) and Neural
Networks (Naha et al., 2020) were investigated for Closs

estimation. These methods allows to estimate the Closs

with good accuracy in case of the availability of a
sufficient amount of previously collected data. However,
these methods are computationally intensive and are
sensitive to the size and quality of the experimental
dataset applied during the training, which are not always
available.

The model-based approach (Cacciato et al., 2016)
may yield better results for the Closs estimation in case
of the low amount of the experimental data. It can
be done by applying a model, which should describe
the processes occurring in the LIBs. Such models can
be used offline and they directly provide the required
information on the Closs — or the required information
can be obtained during comparison of the calculated and
measured data in real time. If a very high accuracy
for the Closs estimate is needed, the second type of
the battery model, so called adaptive model (Cen &
Kubiak, 2020), is often recommended in the literature.
The adjustment of the adaptive model parameters and
Closs estimation after comparison with measured data
can be done by using such algorithms as Kalman Filter,
Particle filter, Sliding mode observer etc. As it was
reported by (Andre et al., 2013), the use of the adaptive
models allows to estimate Closs and State of Charge
(SoC) simultaneously with estimation error under 1%.

Despite the high accuracy of the Closs estimation, a high
computational complexity may limit the applicability
of the adaptive models during battery system design
where high accuracy is not always necessary. In this
case, offline models such as SEM (Singh et al., 2019)
may be more useful as they may estimate the Closs

with acceptable uncertainty in case of the lack of the
experimental data and they have low computation com-
plexity. In the SEM approach, one attempts to identify a
(simple) parametric function that describes the capacity
reduction, through parametric optimization.

The applicability of the SEM approach for the Closs

estimation during storage (Grolleau et al., 2014) and
cycling (Bocca et al., 2015) were widely shown for
different LIBs. However, the presented models were
usually verified for the same LIBs, from which the SEMs
were created and the use of the presented algorithms
for the creation of the SEMs for other type of the
LIBs is not well discussed. Therefore, the research work
described in the present article focused on the analysis
of the applicability of the commonly used approach for
the creation of the SEMs of different LIBs at different
operation conditions.

SEM SPECIFICATIONS

In this article the most commonly used models,
which can estimate the capacity loss Closs of the LIBs
during Calendar Aging Ccal

loss and Cycling Aging Ccyc
loss

are analysed. These semi-empirical models were previ-
ously used for the modeling of the Closs in LFP cells
(Wang et al., 2011), NMC cells (Schmalstieg, Käbitz,
Ecker, & Sauer, 2014), NCA cells (Petit, Prada, &
Sauvant-Moynot, 2016) and they are briefly described
below.

Calendar Aging

The two main factors that affects the Calendar Aging
are the T and SoC. The general equation for the
Calendar Aging estimation can be presented as:

Ccal
loss = B(SoC) · e−

E
R(T−Tref ) · tz, (1)

where B is the pre-exponential factor that depends on
SoC, T is the temperature expressed in K, Tref is the
reference temperature also expressed in K and is equal to
298.15, R is the gas constant, E is the activation energy
of a reaction, expressed in J/mol, t is the time in days,
and z is a constant. The pre-exponential factor B can
be presented as:

B = a1 · SoC + a2 (2)

Where a1 and a2 are fitting constants. Equation 1 can
be used to estimate the Closs of the LIB during long
period storage.

Cycling Aging

For Cycling Aging, the Closs is mainly affected by
current I , T and number of cycles N . Furthermore, other
parameters do have a margin effect depending on the
temperature of the LIB, e.g. depth of discharge DoD,
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and the rated capacity. The general equation used to
estimate the Ccyc

loss is as follow:

Ccyc
loss = Bcyc(I) · e

− E+α·|I|
R(T−Tref ) ·Azcyc

h (3)

Where Bcyc is a pre-exponential factor which depends
on cycling current I , α and zcyc are the fitting coef-
ficients, and Ah is the full used capacity that can be
obtained using the following equation:

Ah = FCE · Cr = N ·DoD · Cr (4)

Where FCE is the full cycle equivalent, Cr is the rated
capacity.

MODEL IDENTIFICATION
The process of model identification is divided into

two parts; (a) Data Selection and Fitting, and (b) Model
Validation. These two parts are illustrated in Figure 2.

Start

Obtain the measured
data required for
the fitting process

Start fitting process

Does the model
fit the data well?

Obtain the fitting
parameters

End

(a)

Yes

No

Start

Obtain the measured
data required for the

validation process

Use the fitting
parameters obtained

from the fitting process

Calculate the
estimated Ccal

loss
and Ccyc

loss

Calculate the
error between

the measured and
estimated Closs

Is the error
less than 5%?

Model is validated

End

(b)

Yes

No

Figure 2: SEM flowchart process; (a) Data Selection
and Fitting process, (b) Model Validation process.

Data Selection and Fitting
Figure 2 (a) shows the Flow Chart of the data

selection and fitting process. As shown in this Figure,
measured data from different references, specifically
the Ccal

loss, Ccyc
loss, FCE and Time are obtained. Af-

terwards the fitting process is applied to estimate the
value of the fitting parameters. The algorithm used for
obtaining the fitting parameters is shown in Algorithm
1. In this algorithm, Mes Ccyc

loss and Mes Ccal
loss are

Algorithm 1 Data Selection and Fitting process
Input: Mes Ccyc

loss, Mes Ccal
loss

Output: Est Ccyc
loss, Est Ccal

loss,R,a1,a2,z,α,zcyc,Bcyc

Body:

1: measured← {Mes Ccyc
loss,Mes Ccal

loss}
2: estimated← {Est Ccyc

loss,Est Ccal
loss}

3: for i← 1 to 1000 do
estimated← fitting(measured)
if estimated == localminimum then

Stop
end
end

4: error← avg.( estimated−measured
measured

)
5: if error < 0.05 then
{E,R,a1,a2, z, α, zcyc,Bcyc} ← fitpar(estimated)
end

the measured Closs data needed for fitting the model,
while Est Ccyc

loss and Est Ccal
loss are the estimated Closs

output. In this process, the fitting function is using
the fminsearch from MATLAB which uses a simplex
search method (Lagarias et al., 1998) to obtain the
estimated data output. In order to decrease the overall
error between the measured and the estimated output,
the fitting function is proceed in different scenarios, e.g.
during a fixed temperature, fixed DoD = 1 − SoC,
etc., for 1000 iteration in each. For this, several fitting
parameters are calculated according to each situation.
Once the estimated output reaches the local minimum,
the average error is calculated between the estimated
output and the measured data. In this case, it’s assumed
that 5% is when the model does fit the data well.
Afterwards, function fitpar which uses the polyfit
from MATLAB is used to generate the fitting parameters
based on least square regression. Once these values are
calculated, the model validation process is started as
shown in Figure 2 (b).

Algorithm 2 Model Validation process
Input: NewMeasuredData
Output: Ccyc

loss, Ccal
loss

Parameters: R,a1,a2,z,α,zcyc,Bcyc,Tref

Body:

1: {SoC,T, I, t,N,period,Cr} ← NewMeasuredData

// Calculate Closs for Cycling Aging

2: cyc.DoD, cyc.SoC, ch1, ch2← rainflow(SoC);
cyc.I← avg. I from ch1 to ch2;
cyc.T← avg.T from ch1 to ch2;

3: Ccyc
loss ← Bcyc · e

− E+α·|cyc.I|
R(cyc.T−Tref ) · (NCr(cyc.DoD))zcyc

// Calculate Closs for Calendar Aging
4: if I == 0 then

cal.SoC = avg. (SoC);
cal.T = avg. (T);
cal.t = period ∗ 24 ∗ 3600;
B(SoC) = a1 · cal.SoC+ a2 ;

Ccal
loss ← B(SoC) · e

− E
R(cal.T−Tref ) · cal.tz

end

Model Validation

In this process, the estimated fitting parameters val-
ues are input into Equations (1)-(4), to calculate the
Closs during Cycling/Calendar aging, and the output
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is compared to a known reference, where the error is
calculated between the known Closs and the estimated
one. If the error is low (here defined as below 5%), this
shows that the model is validated and can be used to
estimate the Closs of an experimental LIB.

The method used for calculating the Closs is shown
in Algorithm 2. The information about state of charge
SoC, temperature T , current I , rated capacity Cr and
time between operation cycles is necessary for the Closs

calculation t. The loss of the capacity during cycling is
calculated from information about N , cycle start time
ch1 and end time ch2, average values of cyc.DoD and
cyc.SoC that are calculated from SoC curve by using
Rainflow algorithm in MATLAB (ASTM E1049-85,
2005). Afterwards, average values of temperature cyc.T
and current cyc.I . are calculated during a cycle to be
used in Equation 3. The calendar Closs is calculated
by considering the average state of charge cal.SoC and
average temperature cal.T of each long enough period
of time when LIBs are not used where there is no current
usage during this period.

RESULTS
To test the feasibility of the proposed model, several

LIB chemistries should be evaluated. In this work,
two different chemistries of LIBs have been chosen;
Lithium Iron Phosphate (LFP) and Lithium-Titanate
Oxide (LTO). These chemistries are among the primary
candidates for modern HDBEV systems.

Lithium-titanate battery (LTO)

Data Selection and Fitting

The measured data that is used for the fitting process
is acquired from (Dubarry & Devie, 2018). In his work,
he studied the effect of temperature ’T ’, SoC swing
range ’4SoC’, and C-rate ’C’ on the battery cells to
measure its Closs during 1400 (1C rate) to 4200 (3C
rate) full cycle equivalent as demonstrated in Figure 3(a).
Likewise, he studied the effect of ’T ’ and SoC through
61 weeks of Calendar Aging as illustrated in Figure 3(b).

Once the measured data from Figure 6 is extracted,
the fitting process is started. The fitting function for the
Cycling Aging is proceed in four different scenarios:
during a fixed DoD(40%), fixed temperature (25°C),
and fixed C-rate. Figure 4 shows the estimated Closs

(dashed line) compared to the measured one (solid line).
The average error between the estimated Closs and
measured Closs is found to be 0.63% at 50% of FCE
and 0.54 at 100% of FCE, except for one point that
shows an error of 0.72% during the 4200 FCE that can
be found in Figure 4(d) (45/0.7/3).

In the Calendar Aging fitting process, the model has
an average error of 0.8% between the estimated Closs

(dashed line) and the measured one (solid line), except
for the condition T = (55°C), SoC = 5%, as the model
does have an average error of 1.4% during this condition.

The results from the literature shows that during
Calendar Aging, the LTO tends to degrade faster while
the SoC is low compared to higher SoC, in addition to
the effect of T . For Cycling Aging, the increase in T and

C-rate has significant effect on the LTO chemistry, and
the degradation rate is faster when smaller SoC swings
4SoC is applied.

Model Validation

In order to test the performance of the proposed
model, it needs to be validated and compared to another
known measured Closs during cycling and Calendar
Aging. For the Cycling Aging, the input data needed for
the Closs algorithm is extracted from (Baure & Dubarry,
2020), and the output is compared to the Closs from
the same reference. Table 1 and Table 2 first columns
show a summary of the extracted data that is required
for the Cycling Aging Closs. Furthermore, both tables
show the measured Closs in 25/35°C, estimated Closs

and the error during 2500 equivalent cycles.

As shown in Table 1, the model does have an
average error of 0.46% during Cycling Aging in 25°C,
while it does have an average error of 1.39% in 35°C
as shown in Table 2.

Table 1: Data validation during Cycling Aging
measured in 25°C

Data cycling
measured
in 25 °C

Measured
Capacity
Loss %

Estimated
Capacity
Loss %

Error %

Median SoC = 15%,
4SoC = 5% 0.37 0.69 0.32

Median SoC = 50%,
4SoC = 5% 0.33 0.69 0.36

Median SoC = 85%,
4SoC = 5% 0.33 0.69 0.36

Median SoC = 15%,
4SoC = 45% 0.42 1.07 0.65

Median SoC = 50%,
4SoC = 45% 0.40 1.07 0.67

Median SoC = 85%,
4SoC = 45% 0.48 1.07 0.59

Median SoC = 50%,
4SoC = 75% 0.41 0.71 0.30

Table 2: Data validation during Cycling Aging
measured in 35°C

Data cycling
measured
in 35 °C

Measured
Capacity
Loss %

Estimated
Capacity
Loss %

Error %

Median SoC = 15%,
4SoC = 5% 0.54 1.60 1.06

Median SoC = 50%,
4SoC = 5% 0.58 1.60 1.02

Median SoC = 85%,
4SoC = 5% 0.54 1.60 1.06

Median SoC = 15%,
4SoC = 45% 0.62 2.48 1.86

Median SoC = 50%,
4SoC = 45% 0.59 2.48 1.89

Median SoC = 85%,
4SoC = 45% 0.70 2.48 1.78

Median SoC = 50%,
4SoC = 75% 0.58 1.62 1.04

For the Calendar Aging, the required data is extracted
and compared to the measured Closs in (Dubarry et al.,
2018). Table 3 shows a summary of the extracted data
from this reference. To estimate the Closs per 1 month,
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(a) Capacity Loss as a function of FCE (b) Capacity Loss as a function of storage time

Figure 3: LTO measured Capacity Loss during Cycling and Calendar Aging (Dubarry & Devie, 2018).

(a) Capacity Loss estimated output during a fixed DoD(40%) (b) Capacity Loss estimated output during a fixed T (25C)

(c) Capacity Loss estimated output during a fixed C − rate(2C) (d) Capacity Loss estimated output during a fixed C − rate(3C)

Figure 4: LTO estimated Capacity Loss during Cycling Aging.

Figure 5: LTO estimated Capacity Loss during
Calendar Aging.

fitlm from MATLAB is used to fit a linear regression
model to obtain this value. Afterwards, the number of
days is calculated and used as an input to the developed
model. Table 3, 4th column shows the error between

the estimated Closs and the measured one. The model
does have an average error of 1.98% in Calendar Aging.

Table 3: Data validation during Calendar Aging

Temperature
°C SoC % Capacity Loss

(%/month) Error %

-27 5 0.28 2.03
-27 99 0.28 1.95
25 50 0.05 0.67
25 100 0.05 0.68
45 20 0.76 2.74
45 70 0.24 1.76
55 5 3.97 3.37
55 81.5 0.73 2.67

Lithium iron phosphate battery (LFP)
Data Selection and Fitting

The measured data required for the fitting process
during Cycling Aging is obtained from (Wang et al.,
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(a) Capacity Loss as a function of FCE (Wang et al., 2011) (b) Capacity Loss as a function of storage time (Naumann et al., 2018)

Figure 6: LFP measured Capacity Loss during Cycling and Calendar Aging.

(a) Capacity Loss estimated output during a fixed DoD(50%) (b) Capacity Loss estimated output during a fixed T (60C)

(c) Capacity Loss estimated output during a fixed C − rate(0.5C) (d) Capacity Loss estimated output during a fixed C − rate(10C)

Figure 7: LFP Estimated Capacity Loss during Cycling Aging.

Figure 8: LFP Estimated Capacity Loss during
Calendar Aging.

2011). In his work, he measured the Closs during
Cycling Aging in the following conditions; five different
temperatures (0, 15, 25, 45, 60 °C), four levels of
DOD (90%, 80%, 50%, and 10%), and four discharges
rates (C/2, 2C, 6C and 10C). During discharge rate of

C/2, the authors results showed that at such low rate,
only temperature and FCE does have an effect on the
Closs, while DoD has a negligible effect on it. For the
Calendar Aging Closs, measured data was acquired from
(Naumann et al., 2018), where the researchers studied
the effect of different storage temperatures at the storage
SoC = 0%,50%, and 100%.

Afterwards, the fitting process for the Cycling Aging
is carried on. Similar to the LTO chemistry, the fitting
process is proceed in four different scenarios; During a
fixed DoD(50%), fixed temperature (60°C), and Fixed
C-rate (0.5C and 10C). Figure 7 shows the estimated
Closs (dashed line) compared to the measured one (solid
line). The average error is found to be 0.43% at half the
FCE for each point, and 0.54% at the total FCE.

During the Calendar Aging process, the model has
an average error of 0.45% at 450 days between the
estimated Closs (dashed line) and the measured one
(solid line), and 0.67% at 900 days.
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From the literature, it can be concluded that during
Calendar Aging, the LFP chemistry degradation rate
remains constant with SoC at given T , which means
the Closs is affected more by T and for the Cycling
Aging, the Closs is strongly affect by T and t on the
LFP chemistry, while the DoD has almost a negligible
effect especially at low C-rate (0.5C). In contrast,

Model Validation

In this section, the model is validated by comparing
the estimated Closs output to other known measured
Closs. For Cycling Aging, data needed to estimate the
Closs and compare it to a measured one is obtained from
(Marongiu et al., 2015). Table 4, first column shows a
summary of the data that used to estimate the Cycling
Aging Closs. The value of the battery temperature is kept
at 30°C, and FCE is ranged from 1700 up to 5000.

As can been seen in Table 4, the model estimated
Closs error ranges from 1.2% to 1.8%, with an average
error of 1.15%.

To validate the model in Calendar Aging, the
same method for obtaining the required data as been
used with LTO is used, and data is extracted from
(Dubarry et al., 2018) . Table 5 shows a summary
of the extracted data from this reference and the
calculated error between the estimated Closs during
Calendar Aging and the measured one. The model
does have an average error of 1.83% in Calendar Aging.

Table 4: Data validation during Cycling Aging
measured in 30°C

Data cycling
measured
in 30°C

Measured
Capacity
Loss %

Estimated
Capacity
Loss %

Error %

SoC=90%, 1C 19.7 18.5 1.2
SoC=50%, 1C 17.3 18.5 1.2
SoC=20%, 1C 6.2 7.6 1.4
SoC=90%, 3C 36.6 34.9 1.7
SoC=50%, 3C 27.9 26.6 1.3
SoC=20%, 3C 56.3 54.5 1.8
SoC=90%, 6C 15.1 13.8 1.3
SoC=50%, 6C 68.1 66.7 1.4
SoC=20%, 6C 38.6 37.1 1.5

Table 5: Data validation during Calendar Aging

Temperature°C SoC % Capacity Loss
(%/month) Error %

0 50 0.40 0.5
10 50 0.52 0.6
20 100 1.37 1.1
25 40 1.30 1.4
30 65 0.97 2.1
40 30 1.79 1.5
45 100 3.72 2.3
50 20 3.19 4.1
60 0 1.78 2.9

Application example
After presenting, identifying and validating the bat-

tery capacity degradation model using two different
types of LIBs, an attempt to predict the capacity degra-
dation using simulated duty cycle data for a Mining

Figure 9: Simulated battery duty cycle data of a
Mining Dumper.

Dumper based on (Immonen, 2003) work, is carried
out. In this example, both LTO and LFP batteries are
assumed to follow the same duty cycle, given in Figure
9 for Cycling Aging estimation, followed by 2 hours
rest time during which the battery is cooled to the initial
temperature (linear temperature decay) for the Calendar
Aging estimation.

The battery system was simulated for 1000 repeated
duty and rest cycles (described above) for both LTO
and LFP chemistries. The required data for predicting
the capacity loss, found in Figure 9, was then fed to
the proposed SEM. The results show that, for the LFP
chemistry, Ccyc

loss = 3.1%, and Ccal
loss = 8.31%. On the

other hand, for the LTO chemistry, Ccyc
loss = 5.2% and

Ccal
loss = 2.22%, indicating a clear difference in the aging

profiles of the two battery chemistries.

CONCLUSIONS

In this work, a SEM for estimating the Closs of dif-
ferent LIBs during Cycling Calendar Aging for different
operation condition has been developed. For modeling,
different LIB measurement data is required for obtaining
the models’ fitting parameters. Afterwards, the model is
validated by comparing the estimated Closs to a known
one. Results show that the proposed model is able to
estimate the Closs during Cycling and Calendar Aging of
two different LIBs (namely LTO and LFP chemistries)
with a high accuracy with a brief explanation of the
effect of different parameters on the two LIBs. Fur-
thermore, a simulated battery duty cycle of a Mining
Dumper has been used to estimate the Closs during
Cycling and Calendar Aging of a Mining Dumper.

The proposed model can be used in case of the
lack of the experimental data, where it can give out
an acceptable accuracy while having low computation
complexity and is simpler to implement in compari-
son to other model-based approaches. For instance, the
developed SEM has an average error of 2% between
the measured Closs and the estimated Closs, while the
adaptive-models do usually have an average error less
than 1%.

In the future, the proposed SEM framework should
be validated by studying different battery chemistries.
Another important topic left for future work is design
optimization — optimal cell chemistry selection in par-
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ticular — for HDBEVs, based on the proposed battery
degradation models.
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ABSTRACT 

The European Conference on Modeling and Simulation 
is a prominent but not the only conference showing 
possibilities and relevance of simulation. Meanwhile, it 
is an important field of research worldwide and current 
discussions about the industry of the future and especially 
the idea of digital twins for the simulation of forecasts in 
parallel to an existing reality increase its importance. 

All these efforts led to highly elaborated simulation 
modeling methods and tools that can be applied to 
different fields from air traffic management to zoo 
building. However, based on conference participations, 
literature research, and conversations with other 
researchers and practitioners, we observe that 
simulations are by far not being used as often as possible 
in day-to-day business. And if they are used, typically 
individual software solutions are developed that can 
hardly be transferred to other applications. So, how can 
we reduce the barriers for using simulation? 

Any simulation comes along with a profound domain 
knowledge, a modeling method, a tool for the definition 
and simulation of models, and the visualization of the 
simulation results. Different roles conduct these tasks: 
Domain experts deliver the domain specific knowledge 
and – as is the case for further members of staff – must 
be able to interpret the simulation results. Modeling and 
visualization experts develop the simulations but also 
deliver a proper presentation for the domain experts, 
probably without having a deeper understanding of these 
results. A decision on whether a simulation is conducted 
at all is made by management, possibly together with the 
information systems department. The latter roles need 
information concerning the benefits both in advance as 
well as in retrospect. 

Since we mainly work in the field of process modeling 
and simulation with the aid of Petri nets for production 
and logistics, the above made considerations encouraged 
further studies on the usage of simulation with a special 
focus on dashboard visualization of the simulation results 
in this field. A holistic approach includes the process of 
simulation development and use. The research agenda for 
which a grant could be won is explained within this paper 
and may animate other researchers to participate. 

THE SIMULATION RESEARCH DILEMMA 

A recent survey of 120 business decision-makers 
conducted in the DACH region yielded trend key topics 
– that is, not yet already establishing technologies – for
companies in 2020. Regarding the actual utilization rate
of some selected technologies in a direct process
visualization context, metadata management leads with
27,3%, followed up by business activity monitoring with
17,5% and modeling digital twins for simulation of
physical objects with 15,9%. (Roth and Heimann 2020)

In other words, around 70 to 85% of questioned 
companies do not currently utilize such technologies 
which leads to the question: What hurdles need 
practitioners to overcome in order to take more 
advantages from the simulation topic? We assume that – 
like it is the case for optimization – methods and tools are 
more in the focus of research than concrete applications 
or even an industrial usage of the methods which makes 
it hard for practitioners to apply them. Recent studies on 
optimization problems, for instance, demonstrate 
complex qualitative analysis and visualization results that 
are assessed with respect to their performance measures 
and indices (Koochaksaraei 2017). Although this is 
understandable from a research perspective, it does not 
help practitioners nor support the transfer into their day-
to-day business. 

We therefore advocate to embed simulation into a 
business perspective which has not been done 
sufficiently in the past. For example, the phases of a 
simulation study described in figure 1 ignore decisions 
on the simulation itself and does not explain the 
organizational roles involved in theses phases. 

Figure 1: Phases of a Simulation Study adapted from 
(van der Aalst et al. 2010) 

However, there is something else that matters with this 
phase model: It presumes that simulations are conducted 
for a singular purpose. 

Phase

Simulation

Study
Problem

Definition

Conceptual

Model

Executable

Model

Validated

Model

Simulation

Results

Answers

Solutions

modelling

realizing

verifying and

validating

experimenting

interpreting

(Aalst et al., 2010)

Prof. Dr. Carlo Simon ECMS-Grafiken erzeugen und neues Layout ausprobieren 3 / 9

Communications of the ECMS, Volume 35, Issue 1, 
Proceedings, ©ECMS Khalid Al-Begain, Mauro Iacono, 
Lelio Campanile, Andrzej Bargiela (Editors) 
ISBN: 978-3-937436-72-2 / 78-3-937436-73-9(CD) ISSN 2522-2414 

243



Actually, this is true for many cases like a simulation in 
advance of a technical construction of a production line. 
But especially in the cases of forecasting and digital 
twins, simulation models are needed to be executed on a 
regular base, for example at the beginning of each 
planning phase. Obviously, former simulation results 
should then have an effect on later executions. The 
simulation environment could become a learning system. 

Moreover, the term simulation results used in figure 1 
leaves space for interpretation. Of course, this is a 
mathematical result, but the way it is presented might 
have consequences concerning the conclusions drawn 
from it. Although van der Aalst et al. (2010) see the need 
for interpreting the result in order to have answers to a 
given problem, we consider it worthwhile to think about 
different possibilities to present simulation results. It 
might even be necessary to present them from different 
perspectives in a dashboard like manner. 

The adapted visualization pipeline of (Schumann and 
Müller 2000) shown in figure 2 explains the steps in 
which a visualization is developed. The major steps are 
filtering, mapping, and finally rendering. In comparison 
to figure 1, this pipeline goes one step further by also 
integrating the simulation results and their interpretation 
by the user for whom the simulation is conducted as well 
as a feedback loop to the visualization. 

 
Figure 2: Extended Visualization Pipeline adapted from 
(Schumann and Müller 2000) based on (Robertson and 

De Ferrari 1994) 

Visualization is meant to facilitate the assimilation of 
information and to compensate for the bottleneck in 
information processing. Through visualization, the 
viewer recognizes and understands connections within 
the data that would not have been recognized without 
visualization. Further, visualization can also be used to 
target the transmission of information. 

A connection is built between insight, understanding, 
and explanation – also to third parties. Thus, visualization 
is a communicative process that needs to be constantly 
repeated and improved. 

Although, in the last decades, many visualization 
systems enhanced their usability towards a better 
understanding of data, they are still difficult to use and 
are not always reliable, accurate tools for conveying 
information which limits their acceptance and use. (Telea 
2015; Hansen and Johnson 2005) 

The Managed Simulation Process (MSP) of figure 3 
overcomes the limitations mentioned above. It integrates 
management objectives relevant at the beginning and for 
the economically successful completion of a simulation. 
The additional responsibility assignment matrix (also 
known as RACI matrix) shown in figure 4 includes the 
responsible roles for each activity of this process. 

The MSP starts with a decision on whether a simulation 
is conducted at all. For this, a demand must be recognized 
first, followed by choosing a proper method and selecting 
a specific tool or consulting company. Finally, the 
simulation must be approved. 

 Then, the actual simulation is conducted which starts 
with an analysis and problem definition. Afterwards, the 
simulation model is developed (which of course may be 
a repetitive task) before the simulation can be executed. 
At the end, the simulation results have to be validated and 
probably need to be interpreted. 

Visualization is a major outcome of a simulation. 
Following the simulation pipeline, the MSP considers the 
steps of specifying the intended output, filtering relevant 
data, mapping the data to interconnected observations, 
and finally rendering the visualization. 

If simulations are conducted on a regular basis (for 
example for forecasts or production planning), the 
following steps should be iterated: First, the outcomes of 
the different simulation runs must be monitored and 
reviewed concerning their validity. Moreover, there 
exists a chance to compare the different simulation 
outcomes and to use former simulations to improve the 
model the simulation is based upon. 

At the end, the economic outcome of the simulation 
must be assessed in a control phase. This starts with an 
(economic) measure of the improvement achieved by 
simulation, a combination of the findings with other 
possible approaches, a revalue of the entire result and an 
established routine (for or against) simulation. 

 
Figure 3: Phases of the Managed Simulation Process 

Especially the RACI matrix uncovers the problem of 
establishing simulation as a regular routine in many 
corporations. 
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While management is not involved in the core tasks of 
simulation, it plays a major role at the beginning and the 
end of this process. If this is not taken into account, 
simulation might never be established as a method in a 
company. Especially a retrospective appraisal must not 
be forgotten, although this is typically not discussed in 
research papers on specific simulation methods. 

We observe the following roles: Domain experts 
deliver the domain specific knowledge for the simulation 
and participate in the entire process. They must be the 
drivers for this process. Modelers and visualizers are the 
technical experts to perform the simulation. Management 
decides on whether time and money are invested for the 
simulation. Finally, the role of procurement might not be 
underestimated. 

 
Figure 4: Responsibility Assignment Matrix of the 

Managed Simulation Process 

In the following, we use this phase model to explain 
each step of a simulation and finally our new research 
approach we want to share with colleagues. 

A DEMAND FOR SIMULATION 

In order for a simulation to be conducted, domain 
experts must notice a demand for information that cannot 
be gained by other, more direct means, or alternative 
approaches would be much more expensive than 
conducting a simulation. 

Choosing an appropriate method is a task for these 
experts together with simulation modelers. The term 
simulation modeler shall distinguish this role from other 
modeling experts who “only” develop conceptual models 
for explanation or visualization of a specific topic 
without claiming for simulation as a mathematical 
approach. 

The tool selection necessitates visualization experts as 
a further role: they advise about the feasibility of different 
solutions with regards to the simulation goals. 

The procurement department sets the financial borders 
for the investment with respect to the demands as shown 
by the domain experts. It might also influence the tool 
selection with respect to standard vendors of a company. 

Lastly, the corresponding managers need to approve of 
the planned simulation project and release it. 

THE SIMULATION MODEL 

Domain experts, modelers, and visualizers are 
responsible for model and simulation execution. 
Cooperation among them is crucial for the success of a 
simulation project: 
• As domain experts probably lack formal experience 

regarding simulation methods, they formulate the 
simulation goals and need to fully understand what 
the model does, what it does not, and what can be 
deduced. 

• The modelers need a thorough understanding of the 
formal aspects of a system but may lack knowledge 
concerning its application or the practical impacts of 
the simulation results. 

• The visualizers need to understand how the 
simulation results may be represented without 
having detailed knowledge on how to gather the 
(mathematical) simulation results. 

 
Modeling and simulation methods can be classified by 

different aspects such as whether it can be conducted by 
an algorithm or not. Computer simulations may have 
several, sometimes contradictory goals that necessitate 
different modeling approaches. (Winsberg 2019) 

If random elements have to be accounted for as for 
example customers entering a store in a queue, non-
deterministic or stochastic models are used.  

Deterministic models are used if a definite causality is 
given like in systems following natural principles. 
(Müller and Pfahl 2008) 

In chaotic systems – which nonetheless are still 
deterministic – the simulation outcome varies strongly 
even on small deviations of the start setting (Bishop 
2015). They may be of interest for scenario forecasts. 

Dynamic simulations can be influenced during runtime 
– the simulation progress may depend on more than the 
factors given at the start, for example interspersed 
production failures or machine defects. This opens the 
possibility of testing adaptation capabilities. Static 
simulations allow for directly examining the implications 
of distinct start settings as constraints don't vary between 
different runs. This distinction can also be formulated by 
referring to the time of the last usage of new input data. 
(Müller and Pfahl 2008) 

In static systems, invariant data is hardcoded in the 
model while preprocessed data is input at startup. 
Dynamic systems also use these data sets in addition to 
runtime data such as user input or sensor readings. 

Discrete simulations run in time increments (or steps) 
of fixed length. A special case are event-discrete or event-
triggered simulations where the steps don't have 
predetermined intervals. Rather, a new system state is 
computed on the moment of change. 

In a continuous model, there are no steps whatsoever. 
Instead, the system's state gradually changes over time. 
This approach is more common to flow production or 
physics. (Müller and Pfahl 2008) 
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Finally, simulations may be distinguished in 
quantitative models – yielding numerical values – and 
qualitative models – with results being generally non-
numerical. (Müller and Pfahl 2008) 

As these classifications aren't mutually exclusive, 
models of interest normally combine several of the 
mentioned aspects, resulting in what is sometimes called 
hybrid models. However, this term is not uniformly 
defined and should be treated with care. (cf. Müller and 
Pfahl 2008; Brailsford et al. 2019) 

THE MEANING OF NUMBERS 

To convey information in a clear, concise and quickly 
accessible manner, different methods can be employed. 
Beside textual descriptions or tables, for example graphs 
and diagrams are often used. Obviously, the visualizers 
play the most important part in this step while, beyond 
the specification, the domain experts only have a passive 
role. Regarding the specification, knowledge of what is 
important for the real system and what is possible as 
output from the model are needed. 

Visualizing the results 

Visualizations provide high-level information about 
underlying data and (also simulated) processes. This data 
conveys insight into diverse applications such as 
procurement, production, computed on or distribution 

 
To create a pertinent visualization of a given data set, 

the following aspects must be considered:  
• The principles underlying the modeled real system. 
• The presentation of the simulation models such that 

the domain experts can validate their correctness. 
• The possibility to retrace the simulation in 

manageable amounts. 
• Structure and quality of the input and output data. 

 
But what exactly are the requirements that lead to a 

good visualization and which visualization types are 
suitable? 

 First, one should bear in mind that a short text form 
might sometimes be the better choice compared to a 
graphical visualization, since they do usually consume 
more space. Also, tables are still suitable in many 
situations, cause they both give an overview and support 
picking relevant data. A good visualization system is 
more than a mere presentation system in that it offers the 
possibility to uncover the contents. This is what is 
actually intended by figure 2. 

According to the MSP, domain experts and modelers 
develop the data yield from the model and domain 
experts and visualizers do specify the visualization with 
the goal to transform simulation data into visualizations. 

The remaining steps of this phase are at the 
responsibility of the visualizers with the domain experts 
being informed about the proceeding. 

Mapping is a key element of visualization: this step 
converts invisible data into visible information. Mapping 
sets the visual attributes that encode the actual data. 

Rendering determines the remaining visual attributes that 
the visualizer can set. The final image is rendered using 
the processed data. (Robertson and De Ferrari 1994; 
Talea 2014) 

Nowadays, countless variations of diagrams exist and 
with the upcoming data mining discipline their number 
seems to increase daily. Choosing appropriate diagrams 
is an art and a serious discipline which needs a lot of 
experience at the same time. This may be explained with 
the aid of some well-known diagram types: 
• Point diagrams are used to depict relationships 

between categories. 
• Line plot diagrams (cf. figure 5) are suitable to 

represent continuous data, but may confuse viewers 
if their axis-inscriptions are non-linear. 

• Slope charts connect two comparison points in 
different categories. 

• Bar charts are easy to read, especially if the x-axis-
value is equal for each item, however visualizers 
must carefully decide on whether they draw them 
vertically or horizontally. 

• Stacked bar charts may represent several categories 
at once. 

 
Figure 5: Example of a Line plot: Inventory Costs for 
Storages and Accumulated Totals (Simon et al. 2020) 

Taking the following factors into account typically has 
a positive effect on a visualization: 
• The degree of prior knowledge of involved persons. 
• The visual abilities (or limitations) of the viewers 

and their general preferences. 
• Using metaphors of the target discipline. 
• Specific nature of the representation medium. 

 
Obviously, not every visualization is target-oriented 

and by wrong types of visualization the simulation's 
audience may be lost. According to Nussbaumer Knaflic 
(2015), the following should be taken into account: 
• Avoid pie charts, since their segments are difficult to 

compare for the observer, especially if they have 
almost the same size. Pie charts can often be replaced 
by bar charts which overcome these problems. 

• Also, in donut diagrams, particularly if they make 
use of 3D effects, the different segments are difficult 
to compare. 

• A second y-axis may cause confusion, if different 
areas are depicted by the x-axis.  Simple labels or 
splitting up the information over several graphs 
might be better solutions to this problem. 

• Lastly, avoid confusing colors, as shown in figure 5; 
this will be discussed later on. 
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There exist several other forms of diagrams which 
might all be useful in a specific context. An example 
unknown to a broader audience is the chord diagram 
which represents large amounts of data and their 
relationship to each other. (Jalali 2016) 

Figure 6 shows an example of a chord diagram 
connecting several points of cumulative waiting time 
calculated by a Petri net simulation of a production 
process, actually the same process of figure 5. 

 
Figure 6: Example of a Chord Diagram: Waiting Times 

of Items in Different Settings (Haag et al. 2020) 

This representation motivated to initiate the project 
described at the end of this paper to systematically do 
research on the visualization of process simulations with 
the aid of Petri nets. 

Just the right visuals: Dashboards 

The main goal of a dashboard is to create a coherent 
and coordinated picture that enables people to see and 
understand data. Dashboards convey data to ease their 
comprehension. Hereby, it is the aim to balance this goal 
with regards to efficiency and available time. On the way 
to effectiveness, accurate and functional thinking should 
be pursued (cf. Few 2013) with the option of presenting 
the data elegantly. The following ideas and criteria are 
helpful on this path (Wexler et al. 2017): 
• Like in many other occasions, start with the 

definition of the specific goal of a dashboard to be 
developed and think of a user-friendly realization of 
this goal. Often, the possibility to adapt the 
dashboard for specific user needs is beneficial. 

• Design a grid view which serves the purpose of 
clarity best, since cells of the same size make it 
easier to keep track of the data. 

• Another design principle is described as breathing, a 
form of responsiveness. 

• A purposeful use of color is crucial for users. Color 
can be a tool to determine a ranking, to define an area 
around a (neutral) center (e.g., the average), to 
separate categories by color or to set certain 
highlights. 

• Also, different font sizes help users to keep a priority 
ranking. Simple numbers or statements as headlines 
can transport a clear message of the dashboard. 

• Since dashboards are objective of discussions 
between different roles in a companies’ 
organization, they must withstand different soft 
factors as well as subjective preferences. 

 
In summary, a visual representation of monitoring data 

should be created with as little effort as possible, but this 
must lead to the best possible understanding for the 
majority of the target group consisting of management 
and domain experts. 

REGULAR IMPROVEMENT BY SIMULATION 

If simulations occur on a regular base, for instance in a 
digital twin of a real production environment to decide 
on different production strategies instantly, optimized 
simulation execution times become more and more 
important. The simulation must run fast enough to deliver 
results in a given reaction time. If simulations are used in 
planning processes instead, it must be faster and/or 
cheaper than other approaches, regardless of users’ 
wishes to receive a quick simulation result. 

Moreover, if simulations are executed and their results 
are interpreted on a regular base, a learning process 
should start with respect to the simulation itself. This is 
what the Iteration phase of the MSP expresses. 

The iteration phase starts with observing the 
simulation, its results and interpretation which should be 
automated by a monitoring system. A deeper 
understanding of the simulation results can be gained 
from the current and former simulation runs which have 
to be reviewed and compared. 

The probably most important step within this phase is 
improvement. Regular improvement cycles allow a 
constant adjustment of input data, simulation, and output 
data. A team consisting of domain experts, modelers and 
visualizers can use the lessons learned to improve the 
simulation and visualization system. 

Long term, this procedure eliminates sources of 
variation in forecast or production data. Companies may 
abbreviate this phase when a sufficient level of quality is 
achieved. 

CONTROL OF SUCCESS 

Simulation is not an end in itself and the MSP therefore 
includes the management perspective at the beginning 
and the end. Ideas for a retrospective consideration of a 
simulation can be taken from the Control phase of Six 
Sigma projects. Like in Six Sigma, also simulation is 
intended to lead to an economic improvement. 
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Also, for this final phase, a visualization is crucial, 
however on a different level. It is not about the 
visualization of simulation runs but on the effect the 
conclusions of a simulation have on the simulated 
objective, in our case a business process in production or 
logistics. If, for instance, the simulation has the objective 
to reduce the throughput time of a production line, an 
economic result might be the new customer group that 
can be attracted by this. 

A lot can be learned from Six Sigma at this point since 
also this approach considers process performance and 
process capability. Measures like defects per unit or the 
process capability index can be used. 

What is crucial here is to carry out an ex-ante and ex-
post analysis. An improvement (or probably a worsening) 
must be visible in a strategic dashboard, it must be 
verifiable and sustainable. The resulting improvements 
have to be controlled actively. (Tavasli 2007) 

THE PATH TO THE GOAL 

In order to deliver practitioners with suitable 
visualizations, a fitting modeling environment should 
provide possibilities for a wide range of application 
purposes. As theoretical foundation, we chose Petri nets 
for the following reasons: 
1. Petri nets are semantically clearly defined, well 

researched, and analyzable with the aid of the large 
toolset linear algebra provides. 

2. Petri nets provide a high modeling power and can be 
used in process contexts. 

3. We have decades of experience with modeling and 
simulation using Petri nets. 

4. With the Process-Simulation.Center (P-S.C), a web-
based modeling and simulation environment based 
on Petri nets, an advanced tool exists that doesn't 
depend on commercial third-party integration. 

 
Within a project it is the aim to do deeper research 

concerning the two phases Simulate and Visualize of the 
MSP. Since our simulation method is Petri nets, the goal 
is described as follows: 

 

Create expressive visualizations of reachability sets 
and graphs of high-level Petri nets or excerpts therefrom 
both at runtime and at the end of the simulation. 

 

To achieve this, we have established the following 
research agenda: 
1. Literature research: Identify the state of the art of 

research on visualization of reachability sets and 
graphs of high-level Petri nets. 

2. Scenario creation: Establish models of real-world 
scenarios based on logistics and production. 

3. Dashboard creation: Identify frequently used key 
performance indicators and suitable visualizations. 
Adapt these visualizations for use in dashboards. 

4. Reference modeling: Develop reference models for 
the automated and dynamic integration of 
visualizations and dashboards into simulation 
models. At this stage, applications for third party 
funding should be prepared. 

5. Prototyping: Establish prototypes for the developed 
reference models. At this stage, applications for third 
party funding should be submitted. 

6. Transfer: Infer research results to (regional) partners 
and enable them with the first iterations of usable 
prototypes and tools. 

7. Stabilization: Expand on available simulation 
scenarios from other industries and departments. 
Stabilize the implementation. 

8. Evaluation: Evaluate and document the results and 
communicate them with stakeholders and academia. 

 
As first partners in both academia and economy have 

been found already, work on the first step has begun by 
now. We plan for the reference modeling to commence 
at the end of this year. 
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ABSTRACT

Auto-scaling is one of  the most  important  features in
Cloud  computing.  This  feature  promises  cloud
computing  customers  the  ability  to  best  adapt  the
capacity of  their  systems to the  load they are  facing
while maintaining the  Quality of  Service (QoS).  This
adaptation will be done automatically by increasing or
decreasing  the  amount  of  resources  being  leveraged
against the workload’s resource demands. There are two
types and several techniques of auto-scaling proposed in
the literature. However, regardless the type or technique
of  auto-scaling  used,  over-provisioning  or  under-
provisioning problem is often observed. In this paper,
we  model  the  auto-scaling  mechanism  with  the
Stochastic  Well-formed  coloured  Nets  (SWN).  The
simulation of the SWN model allows us to find the state
of the system (the number of requests to be dispatched,
the idle times of the started resources) from which the
auto-scaling mechanism must  be  operated in order to
minimize  the  amount  of  used  resources  without
violating the service-level agreements (SLA).

INTRODUCTION

Cloud  computing  environments  offer  service  such  as
processing,  bandwidth,  and  storage.  Customers  rent
these services to deploy their applications and guarantee
a  certain  quality  of  service  for  end  users.  There  are
many important features of clouds computing but one of
those features that has made these systems successful is
obviously auto-scaling or elasticity. Auto-scaling is the
process  that  automatically  readjusts  the  cloud
computing  resources  according  to  the  current  system
load. This adaptation results in increase resources (scale
out)  when  the  workload  grows,  and  in  decrease
resources  (scale  in)  when  the  workload  drops.  The
primary benefit of  auto-scaling,  when configured and
managed properly, is that the workload gets exactly the
cloud computational resources it requires (and no more
or  less)  at  any  given  time.  Customers  pay  only  for
resources they need, when they need them. There are
several techniques of  auto-scaling for  determining the

appropriate moment to scale resource. We can cite for
example  the  Application  Profiling  Technique  (APT)
(Hector et al. 2014; Qu et al. 2016; Sharma et al. 2011),
the Static Threshold-Based Rules (STR) (Fallah et  al.
2015; Han et al. 2012), the Time Series Analysis (TSA)
(Kumar and Singh  2018; Roy et al. 2011), the Machine
Learning (ML) (Tesauro et  al.  2006),  and the  Queuing
Theory (QT) (Villela et al. 2007). 

APT is a process of finding maximum point of resource
used by an application with a certain workload. It is a
simple ways to find the desired resources at a different
point  of  time. STR is the  most  popular  technique.  It
defines  threshold  resources  utilization  to  scale  in  or
scale out. A simple example: if CPU > 80%, then scale
out; if CPU < 20%, then scale in. It is quite difficult to
set  the  correct  thresholds  and  this  must  be  done
manually.  In  this paper we propose  a  method to find
them. TS includes a number of methods that use a past
history window of a given performance metric in order
to  predict  its  future  values.  Three  methods  are  often
considered: moving average, exponential smoothing and
linear  regression.  This  technique  forecast  the  future
workload  and  resources  required.  QT  is  one  of  the
widely  used  for  modeling  Internet  applications.  It  is
used in the analysis phase of the auto-scaling process. It
estimates the performance metrics and waiting time for
the  requests.  Queuing  theory  is  a  field  of  applied
probability  to  solve  the  queuing  problem.  ML  is  a
technique  that  is  used  on  online  learning  for  the
constructing  dynamic  approach  for  the  estimation  of
resources.  It  is  a  self-adaptive  technique  as  per  the
workload  pattern  available.  See  (Al-Dhuraibi  et  al.
2018; Singh et al. 2019) for more details in auto-scaling
techniques. 

There  are  also  two  types  of  auto-scaling:  horizontal
auto-scaling and vertical auto-scaling. Horizontal auto-
scaling refers to adding more  virtual machines to the
auto-scaling group. Vertical auto-scaling means scaling
by  adding  more  power  rather  than  more  units,  for
example  in  the  form  of  additional  Core  or  CPU  or
RAM. Indeed, whatever the type and technique of auto-
scaling used, it is difficult to determine at which state of
the  system  (load,  queue  size,  CPU  % used,  etc)  the
resources should be increased or decreased in order to
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minimize the resources used and guarantee the service-
level agreements (SLA). 

In this paper, we limit ourselves to cloud systems that
allow only the STR auto-scaling method. The decision
to  scale  out  is  taken  when  the  load  (the  number  of
request) on the dispatcher is greater than or equal to N,
and  the  decision to scale  in  is  taken  when  a  started
resource (a virtual machine for horizontal auto-scaling,
a  Core or CPU for vertical auto-scaling) is idle for  α
seconds. Our goal is to determine the optimal couple (N,
α) that minimizes the used resources without violating
SLA  in  horizontal  auto-scaling  model  and  also  in
vertical auto-scaling model. We propose modeling the
auto-scaling mechanism by the Stochastic Well-formed
coloured Nets  (SWN).  We conduct  simulation of  the
models to determine the best couple (N,α) for each one.
Our model takes as input  the arrival  rate, the  service
time rate, the queue capacities, the SLA. The latter is
defined in this work by mean response time.

The  rest  of  the  paper  is  organized  as  follows:  the
following section provides a description for the systems
being modeled. The third section outlines the objective
of  the  work.  The  fourth  section  presents  the  SWN
models. The fifth presents the results of the simulation.
The last  section concludes  the  paper and gives  some
perspectives.

DESCRIPTION OF MODELED SYSTEMS

In  order  to  model  auto-scaling  mechanism  in  Cloud
Computing,  we  have  considered  the  architecture
illustrated on  Figure  1  and  described  as  follows:  we
have a  system consisting  of  a  set  of  servers  (virtual
machines: VM1, VM2, ... ) and a Load Balancer (LB).
These servers are identical and run the same stateless
application. Each server has a service rate µ. The LB
controls and manages the set of servers.

The requests arrive on LB with an arrival rate λ. The
later forward them to servers for execution. Each server
has  a  local  queue of  capacity  K that  stores  requests
waiting for  their  execution.  The LB also  ensures  the
admission control and the auto-scaling mechanisms. It
has a queue with infinite capacity. In terms of admission
control,  when  the  LB  receives  a  new  request,  it
evaluates the load of all active servers and determines
the  server  that  should  receive  the  request  (using  a
certain policy). In case of saturation of all servers, the
LB stores the request in its queue. When the queue size
of the LB reaches a length N (a predefined parameter),
the  auto-scaling  mechanism  increases  resources  by
adding a server in the case of horizontal auto-scaling or
by adding a  Core  in the case of  vertical auto-scaling.
After  this  operation,  the  requests  at  the  LB  will  be
distributed  with  the  new  capacities  or  speeds  of  the
system obtained from auto-scaling mechanism. 

Figures 1: Architecture of the modeled system

In  this  system,  when  the  horizontal  auto-scaling
mechanism is used, a server that remains idle for  α (a
predefined parameter) seconds is turned off, and in case
of vertical auto-scaling, a core that remains idle for  α
seconds is removed.

OBJECTIVE

In this work, we sought to determine the best system
states  to  operate  the  auto-scaling  mechanism.  The
system  state  is  defined  by  the  number  n of  waiting
requests on LB queue, the vector  v=(x1,  x2,…,xm) that
contains the idle times of all started resources. xi is the
idle time for  the  resource  i;  xi=0 if  the  resource  i is
executing requests;  xi=s if the resource i is free since  s
second.  If  we observe  a  system state  for  which  n=N
then we immediately add a new resource to the system
to  increase  its  capacity.  If  we  observe  a  state  of  the
system for  which  a  value  of  xi=α then  resource  i is
immediately switched off to decrease the capacity of the
system.

The  N and  α that  we  are  looking  for  are  those  that
maximize the utilization rate of resources allocated to
the application, minimize the amount of resources used
by the application, while satisfying the level of service
requested by the user through the SLA.

In  this  paper,  the  SLA is  defined by  mean response
time. To find the best N and α, we conduct simulation of
the  model,  monitor  the  mean  response  time  and  the
amount of unused resources. Indeed, in the event of an
overestimation, the indicator of unused capacity shows
the low percentage of resource utilization.  In the event
of an underestimation, the response time indicators will
show us high response time. These indicators, gathered
together, can be used to fine the best  N and  α for an
auto-scaling  approach  adapted  to  the  context  of  the
application concerned.

SWN MODELING FOR AUTO-SCALING

In this paper, we model the auto-scaling mechanism by
SWN (Chiola et al. 1993). The SWN is an extension of
colored petri nets. The main interest of this model is the
possibility to have a reduction due to the symmetries of
the Markov chain derived from the stochastic colored
Petri nets (Chiola et al. 1993; Haddad and Moreaux 2009).
In a SWN model the tokens have a color of a given set
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which allows to model the  characteristics of  different
entities of the same type (for example different types of
servers  or  different  types  of  requests);  Places  and
transitions have a color domain. A color domain of  a
place  identifies  the  tokens  it  can  contain;  that  of  a
transition  defines  the  type  of  values  used to  make it
enabled. A color domain is a finished Cartesian product
of elementary classes. Each elementary color class is a
finite, non-empty set of terminal colors whose definition
does not depend on any other color. 

The other interesting aspect of SWN for our work here
is  the  implicit  synchronization between tokens  of  the
same  class.  This  allows  us  to  easily  define
synchronizations based on the membership of a token or
the membership of a part of a token. For example, when
we  are  going  to  dispatch  requests  in  the  queues  of
different servers, we are going to do it associating for
each request  the  name of  the  server  that  is  going  to
execute it and there the implicit SWN synchronization
guarantees that this request will only be executed by a
CPU or Core of the designated server.

In this work, we are interested in horizontal auto-scaling
and vertical auto-scaling. We propose a SWN model for
each of them.

The SWN Model for Horizontal Auto-scaling

The  Horizontal  Auto-scaling  SWN  model  that  we
propose  is  shown  in  Figure  2.  For  this  model,  we
considered two types of servers: permanent servers and
dynamic  servers.  Permanent  servers  refer  to  virtual
machines that are started from the beginning and kept
running all time. They represent the initial capacity of
the system. The dynamic servers, on the other hand, are
the  virtual  machines  that  will  be  created  and  later
stopped, if necessary, by the auto-scaling mechanism.  

We have two color classes to model the servers in our
SWN model:  the  "PSRV" class  represents  permanent
servers  and  the  "DSRV"  class  represents  dynamic
servers.  The  "PSRV"  class  is  used  to  initialize  the
marking of the "RunningVM" place, the "DSRV" class
initialize  marking  of  the  "MaxCapa"  place  which
represents the maximum capacity that auto-scaling can
allocate to our system. The "RunningVM" place gives
the number of servers running at a given time.

The requests  arrive  on  the  Load  Balancer  (the  "LB"
place) through the "IncomingRequests" transition. The
"IncomingRequests"  transition  models  the  incoming
flow  of  requests  with  arrival  rate  λ.  The  immediate
transition "Affect" expresses the random dispatching of
these requests to virtual machines. This dispatching is
conditioned  by  the  existence  of  free  capacity  on  the
servers.

Figure 2: The SWN model for horizontal auto-scaling

The "IdleCapa" place models the available capacity in
the system at a given time. The initial marking  M0  of
this place is the length of  all queues of all permanent
servers.

M0(IdleCapa)=K<PSRV>

where <PSRV> gives the number of permanent servers.
The  "VMQueue"  place  represents  the  queues  of  all
running servers. Each token in this place is  <y, x> tuple
composed of a request "y" and the name of the virtual
machine  "x"  that  will  execute  this  request.  The
"Execute" transition models execution of requests and is
defined  using  the  µ service  rate.  This  transition  is
configured  in  "infinite  server"  mode  to  model  the
parallel execution of virtual machines.

In this model, the auto-scaling mechanism is modeled
by the "Create" and "StopVM" transitions. The "Create"
transition models the creation of a new VM by the auto-
scaling  mechanism.  The  "StopVM"  transition  models
the  release  of  a  VM  that  has  no  more  requests  to
execute. For  each of  the  two  transitions,  we have an
exponential distribution to model the  time required to
complete  the  task  in  question.  For  the  "Create"
transition, the rate is 1/β where β is average time needed
to create a new VM. For the "StopVM" transition, the
rate is 1/α where  α is the average time to wait before
stopping an idle VM. 

The "Create" transition requires a number N of tokens to
create a new VM. This parameter "N" corresponds to
the number of  requests exceeding the  capacity of  the
system and from which the scale out is operated. The
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worst case with this parameter N is N=1 which means
that a new VM is added as soon as there  is a single
request exceeding the system capacity. Indeed, delaying
the  addition  of  new  resources  pushes  the  system  to
make  better  use  of  the  resources  already  allocated,
hence the idea of looking for the largest N that respects
the QoS.

The defined guard on "StopVM" transition indicates that
only dynamic servers can be shut down. Stopping a VM
causes  the  disappearance  of  "K"  tokens  from  the
"IdleCapa"  place.   This  disappearance  expresses  the
removal of its queue from the overall system capacity.
The  "AddVM"  transition  adds  "K"  tokens  into  the
"IdleCapa" place when a new VM is created with the
auto-scaling  mechanism.  The  addition  of  "K"  tokens
into the  "IdleCapa" place represents the creation of  a
new queue for the newly created VM.

The SWN Model for Vertical Auto-scaling

Figure 3 gives vertical auto-scaling SWN model. Here,
we  only  have  permanent  servers.  The  computing
capacity of  these  servers  can be  increased by adding
new  cores.  The  "CoreAvailable"  place  contains  the
number  of  cores  available  on  the  physical  machines
hosting the virtual servers. A core can be added to one
of  the  running  servers,  if  waiting  requests  on  LB is
equal to N. 

Figures 3: The SWN model for vertical auto-scaling

The time required to add a Core is an exponential with
rate  1/β represented  by  "AddCore"  transition.  The
"CoreAdded" place helps to recognize the Cores added

by  the  auto-scaling  mechanism.  The  "ReleaseCore"
transition rate defines the time α after which an unused
Core is released. The other elements of the model play
the same roles as in the horizontal model (see Figures
3).

SIMULATION AND ANALYSIS OF RESULTS

Performance Measures

In  this  work,  we  use  the  following  performances
measures:

1. Average Response Time of the system (ART);
2. Average number of Resources Used (ARU).
3. Resource Utilization Rate (RUR)

These performance are calculated as follows:

ART=
E (LB ) +E ( VMQueue )

X (IncomingRequests )

ARU=E (RunningVM )

where  "E"  is  a  function of  GreatSPN(Amparore  et  al.
2016)  that  gives the  average number of  tokens of  the
place whose name is passed as an argument; and  "X" is
the  function  of  GreatSPN  that  gives  the  average
throughput of the transition whose name is passed as an
argument.

RUR=100-IC 
where 

IC={AFP − ARS    IfAFP ≥ ARS
0                  if AFP<ARS

where ARS is the average number of requests stored in 
the load balancer's queue.

ARS=
E (LB ) ∗100

E ( RunningVM ) ∗ K

and AFP is the average number of free places in server 
queues: 

AFP=
E (IdleCapa )∗ 100

E ( RunningVM ) ∗ K

Simulated Examples

To analyze these models, we used GreatSPN's simulator
(Amparore  et  al.  2016).  The  servers  on  which  the
application is running have each one a service rate  µ =
4  requests  per  time  unit.  In  this  work,  we  take  the
second as the basic unit of time for our model. We have
defined  our  basic  configuration  with  two  permanent
servers. The maximum number of extra resources that
auto-scaling mechanism  can  create  for  our  system is
limited to 10 VMs in horizontal case, and 14 Cores in
vertical case. The queue capacity K of a VM is equal to
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50.  For  the  sake  of  simplicity  and  without  loss  of
generality, we will assume that all flavours are single-
core  in  the  case  of  Horizontal  Auto-scaling.  The
creation  time  of  a  new  resource  is  an  exponential
distribution with rate 1/β=0.5. This means that it will
take 2s on average to create a new VM or add a Core in
the vertical case. The incoming flow rate λ=7. The QoS
constraint  to  be  guaranteed  is  the  “average  response
time” (ART), and it must  remain ≤ 7second. Table 1
summarizes  the  different  parameters  used  in  our
simulation.

Table 1: Simulation parameters

Parameter Values

Mean response time ≤ 7s
Service rate (µ) 4 requests per  second
VM’s Queue capacity 
(Ks)

50

LB's queue capacity (KL) ∞
Permanent servers 2 VM
Number of extra resources 10 VMs  or 14 Cores
Arrival rate λ 7
Rate 1/β 0.5
Rate 1/α {0.1, 0.5}

N
{1, 10, 20, 30, 40, 50,
60, 70, 80, 90, 100,

120}

In order to determine the best couple (N,α), we simulate
the models and calculated the performance measures for
several N values and for several α values, see Table 1.

To  quickly  find  the  best  couple  (N,α),  we  can begin
research with large N values and small values of α. For
example we can start with  N=K and depending on the
average response time observed and its acceptable limit
value, we will know if it is necessary to increment or
decrement  the  N.  However,  if  we  want  to  show  the
general  behavior  of  Auto-scaling  mechanism,  we  can
begin with  the  worst  value  N=1.  Here,  we  chose  to
present  simulation  result  with  the  last  case.  The
increment step to reach the optimal value is 10.

Table 2 shows the average response  time (ART), the
resource utilization rate (RUR), the average number of
VMs  (ARU)  used  for  horizontal  auto-scaling  as  a
function of N and α. We observe that small values of N
give  small  ART  but  lead  to  low  resource  utilization
rates. The increase of N increases the RUR; that is good
things but increase also the ART. The increase of the
latter is blocked by constraint of the SLA. So we see
clearly with the constraint on the SLA (ART must be
inferior  or  equal  to  7  second),  that  the  maximum
resource  utilization  rate  is  77.52%  with  N=70.  We
simulate  the  system  with  several  value  of  α  varying
from 2 to 10 per step 2, but in Table 2, we report result
for only  α =2 and  α =10. Comparing performance for

α=2 and α=10, we observe that  α=2 give better rate of
utilization resource.

Table 2: System performances as function of N and α
with an horizontal auto-scaling mechanism

H-Scaling α=2 α=10

N ART RUR ARU ART RUR ARU

1 4.25 45.85 2.6 2.91 29.28 2.78

10 4.28 46.46 2.59 3.02 30.52 2.77

20 4.51 48.52 2.61 3.32 33.88 2.76

30 4.78 51.68 2.6 3.65 37.42 2.74

40 5.3 57.58 2.58 4.11 42.5 2.7

50 5.9 64.39 2.56 4.44 45.96 2.71

60 6.49 71.47 2.54 4.9 51.2 2.69

70 7.04 77.51 2.54 5.21 54.4 2.68

80 7.62 84.57 2.52 5.68 59.71 2.67

90 8.15 91.11 2.51 6.06 63.62 2.66

100 8.69 96.64 2.52 6.76 71.93 2.64

120 9.9 100 2.49 7.97 85.72 2.61

Table 3 shows the average response  time (ART), the
resource utilization rate (RUR), the average number of
Cores (ARU) used for vertical auto-scaling as a function
of  N and  α.  We observe  the  same result  as  in auto-
scaling horizontal.

Table 3: System performances as function of N and α
with an vertical auto-scaling mechanism

V-Scaling α=2 α=10

N ART RUR ARU ART RUR ARU

1 4.56 71.71 2.56 3.83 68.24 2.56

10 5.06 76.82 2.52 4.2 70.81 2.52

20 5.67 83.62 2.52 4.75 75.97 2.52

30 6.37 91.39 2.5 5.34 81.8 2.5

40 6.94 97.56 2.46 5.78 86.04 2.46

50 7.44 100 2.47 6.27 91.02 2.47

60 8.18 100 2.45 6.9 97.5 2.45

70 8.82 100 2.47 7.46 100 2.47

80 9.57 100 2.43 8.12 100 2.43

90 10.1 100 2.43 8.57 100 2.43

100 10.85 100 2.45 9.35 100 2.45

120 12.32 100 2.43 10.6 100 2.43
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Figure 4 shows the evolution of the mean response time
for the two types of auto-scaling and for two α values.

Figures 4: Average Response Time as function of N 

These  results  show  that  delaying  the  addition  of
resources leads to an increase in the mean response time
for  all  types  of  auto-scaling.  They  also  show  that
delaying the release of inactive resources improves the
mean response time.

It  can  also  be  seen  that  the  average  response  time
recorded by the Horizontal Auto-scaling in this specific
case  is  smaller  than  the  average  recorded  with  the
Vertical Auto-scaling mechanism. However, in terms of
resource utilization rates, the results in Figure 5 show a
higher  utilization  rate  with  Vertical  Auto-scaling
compared to Horizontal Auto-scaling.

Figures 5: Resource Utilization Rate as function of N 

We observe in Figure 5 that delaying scale-out increases
the rate of resource utilization. It can also be seen that
delaying the  release  of  resources  naturally leads  to a
significant  waste  of  resources,  particularly  for  the
horizontal mechanism. 

The same reading can be made from Figure 6. Here, the
vertical auto-scaling recorded a better average of Cores
used.  In  addition  we  can  also  see  that  this  score
remained constant with the two α values.

Figures 6: Average number of Resources Used as
function of N 

According to these results and in order not to violate the
fixed QoS constraint, the N to be retained can be chosen
among the following values in Table 4. The best couples
were highlighted.

Table 4: The best couples

Candidate
couples

Recorded
utilization

rate

Mean
number of
Cores used

Horizontal
scaling

N=70,α=2 77.52% 2.54

N=100,α=10 71.93% 2.64

Vertical
scaling

N=40, α =2 97.56% 2.46

N=60, α =10 97.50% 2.45

CONCLUSION AND PERSPECTIVES

In  this  paper,  we  proposed  a  modeling  of  the  auto-
scaling mechanism with SWN models. We studied two
types of systems. The first system uses the horizontal
auto-scaling mechanism, and the second system uses the
vertical auto-scaling mechanism. For each system, the
arrivals  requests  follow  a  Poisson  process,  and  the
service times follow an exponential distribution.

The simulation of  models allowed us to fine  the  best
load N of LB from which we have to scale out, and the
best idle time   α of a resource from which we have to
scale in. The best couple (N, α) allows us to minimize
the number of resources to be allocated to the system on
the one hand and on the other hand to ensure a high rate
of use of allocated resources. In a future work, we want
to test our using real data. It would also be interesting to
study self-scaling mechanisms with time-varying arrival
rates.
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ABSTRACT

We investigate the properties of systems of systems in a
cybersecurity context by using complex network method-
ologies. We are interested in resilience and attribution. The
first relates to the system’s behavior in case of faults/attacks,
namely to its capacity to recover full or partial functionality
after a fault/attack. The second corresponds to the capa-
bility to tell faults from attacks, namely to trace the cause
of an observed malfunction back to its originating cause(s).
We present experiments to witness the effectiveness of our
methodology considering a discrete event simulation of a
multimodal logistic network featuring 40 nodes distributed
across Italy and daily traffic roughly corresponding to the
number of containers shipped through in Italian ports yearly
averaged daily.

INTRODUCTION

Complex networks are significantly present in many sci-
ence disciplines and have recently received much atten-
tion [Bar]. Many studies have been devoted to measur-
ing networks’ robustness against attacks or random degra-
dation failures causing deletion of nodes or connections.
Such measures are used to increase the security of complex
systems and possibly to improve their robustness [AJB00],
[KG14]. Edges of a network usually play the role of trans-
mitting information or load and maintaining network con-
nectivity. The load model of cascading failures can be
used to investigate small-world network performance sub-
ject to deliberate attacks on node and edge. Results show
that edge attacks produce more significant cascading fail-
ures than node attacks. On the other hand, in real-world
networks, the nodes vulnerable to attack are often well pro-
tected, while edges are a relatively easy target for attack-
ers [NGZL15].

Systems of systems, e.g., water treatment plants, electric
grids (power plants and associated distribution networks),
industrial plants, transportation networks, and smart homes,
are the ideal field of application for complex network theory
to obtain useful insights about the behavior of the systems
under scrutiny. In such systems, wireless communication
among components and external network access for super-

Dario Guidotti, Giuseppe Cicala and Armando Tacchella are with “Di-
partimento di Informatica, Bioingegneria, Robotica e Ingegneria dei Sis-
temi” (DIBRIS), University of Genoa, Viale Causa 13, 16145 Genoa, Italy.
E-mail: dario.guidotti@edu.unige.it, giuseppe.cicala@
unige.it, armando.tacchella@unige.it. Tommaso Gili is
with IMT Lucca ... E-mail: tommaso.gili@imtlucca.it. The au-
thors wish to thank ... The corresponding author is Armando Tacchella.

visory control and data acquisition (SCADA) make them an
ideal target for cyber-attacks. It has been demonstrated that
malicious users can gain control of such systems and/or dis-
rupt their functionality severely [FR11]. This is also true for
systems that are part of critical national infrastructure (CI).
As such, intentional or accidental incidents that alter their
normal behavior can have dramatic effects on the safety of
citizens [WFD10].

Among other security-related issues, resilience is recog-
nized as one of the keys to understanding how much damage
can be brought to a system and its surrounding environment
in case of a successful cyber-attack [DRKS08]. The con-
cept of resilience — defined as “the quality of being able
to return quickly to a previous good condition after prob-
lems” — emerges as an additional target, complementary to
protection from external threats, but not subordinate to it.
More recently, the term cyber-resilience has been coined to
identify specifically “the ability to continuously deliver the
intended outcome despite adverse cyber events” [BHSZ15],
and this is the interpretation we consider in this paper, where
we are interested in applying complex networks analysis to
obtain a measure of resilience.

Our research goal is to discriminate whether a random
fault or a cyber-attack causes the performance degrada-
tion a system incurs into and the amount of such degra-
dation. We call this attribution and we hypothesize that it
relates strongly to the ability to trace the cause of an ob-
served malfunction back to its cause(s). We need to stress
that we are not interested in the specific originating event
but rather differentiating system-related events from cyber-
related events. We find that a clear answer to this question
may be the solid basis for any attribution process targeted to
spot attackers.

We implemented complex network metrics on a realistic
multi-modal logistic system. We embedded a hypothetical
network into the Italian railway system, providing coverage
of the entire national territory using 40 terminals (nodes)
so that each one serves an area of approximately 150Km
in radius. Simulation parameters – e.g., number of trains
with their schedules and routes, number of containers with
their origins and final destinations – are chosen according
to stochastic models. Events generated by the simulator are
stored (i) in a database, and basic KPIs can be computed
out of these data. The user can inject both faults and attacks
in the simulation, so that their effects can be observed in
the results. Simulations tested our methodology’s effective-
ness considering daily traffic scenarios approximately corre-
sponding to the number of containers shipped through Ital-
ian ports yearly.

Results clearly show that complex network analysis en-
ables the assessment of cyber-resilience and gives us indica-
tions to understand whether a system’s performance degra-
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dation is due to a fault or some malicious activity.

BACKGROUND

In our methodology, we consider different topological
measures from undirected graphs.

Definition 1 (Graph) A Graph is a pair G = (V,E)
where V is a set whose elements are called vertices and E
is a set of paired vertices, whose elements are called edges.
We briefly present our measures of interest in the following.
The first measure we consider is Laplacian Energy, i.e., the
sum of the absolute values of the eigenvalues of the Lapla-
cian matrix of the graph. This quantity is often studied in
the context of spectral graph theory and chemistry studies.

Definition 2 (Laplacian Energy) [GZ06] Let G be a
graph with n vertices and no loops or parallel edges. Let
L be the Laplacian matrix of G and µi, i = 1, ..., n the
eigenvalues of L. Then the Laplacian energy of the graph is
defined as:

E(G) =
n∑

i=1

µ2
i (1)

Another measure of interest for graphs, in general, is the
centrality of vertices. In this work, we have chosen to
consider Laplacian Centrality [QFW+12] and Betweenness
Centrality [Fre77]. We use these measures to understand the
relevance of the nodes and edges of the graph.

Definition 3 (Betweenness Centrality) Let G be a graph
with n vertices and no loops or parallel edges. The Be-
tweenness centrality of the vertex i is defined by the number
of shortest paths that pass through i. Precisely, let Lhj be
the total number of shortest paths from a vertex h to another
vertex j and Lhj(i) be the number of shortest paths that pass
through the vertex i. The Betweenness centrality of vertex i
can be defined as

2

(n− 1)(n− 2)

∑
h6=i

∑
j 6=i,j 6=h

Lhj(i)

Lhj
(2)

Definition 4 (Laplacian Centrality) Let G be a graph
with n vertices and no loops or parallel edges. Let EL(G)
be the laplacian energy of G and EL(Gi) the laplacian en-
ergy of G after the vertex i has been removed. The laplacian
centrality of vertex i is defined as

EL(G)− EL(Gi)

EL(G)
(3)

Definition 5 (Community Structure and Communities) A
graph is said to have a community structure if the graph’s
nodes can be easily grouped into sets of nodes such that
each set of nodes is densely connected internally: each set
of nodes is a community. One of the reasons for the impor-
tance of communities is that they often present very different
properties than the average properties of the corresponding
network, therefore concentrating only on the average prop-
erty usually misses important and interesting features of the
network. In this work, we consider the communities gener-
ated using the Louvain algorithm [BGLL08].

Definition 6 (Giant Component) It is the largest con-
nected component of a given graph that contains a finite
fraction of the vertices. We partitioned the graph into sev-
eral connected components by removing the least impor-
tant edges according to a percolation approach [LLL+21].

Fig. 1: Graphical representation of ONTOMIL network.

Edges removal stops when the difference of the two largest
connected components’ size is less or equal to a specific
value.

ONTOMIL SIMULATOR

The simulator models an Intermodal Logistics System
(ILS) which support receiving, storing and shipping goods
packaged in Intermodal Transport Units (ITUs, also known
as “containers”). A detailed description of the context is
provided in [CCT13]. Here we restrict our attention to ILSs
wherein rail transportation is supported by a network of ter-
minals equipped with systems for fast ITU handling. The
overall network is “covered” by relatively frequent short-
distance trains with a fixed composition and a predefined
daily schedule. ITUs enter the network at some terminal and
travel to their destination according to a predefined route,
usually boarding more than one train along the way. While
this solution enables efficient utilization of resources, infor-
mation technology is vital to operate it effectively.

Operation of the simulated ILS involves several cus-
tomers forwarding their goods through the system and an
handling agent, i.e., the business responsible for managing
the entire network. Given its role, the handling agent is also
the main stake-holder, and the one who is thought to collect
key performance indicators (KPIs) to be computed on data
about the system. Transportation across the network is or-
ganized by having customers emit requests for work which
contain ITUs to be sent from a given terminal to other des-
tinations on the network. The handling agent associates to
each request for work a number of transport orders, one for
each ITU listed in the request for work. The transport order
contains all the data related to the shipping, like ITU route
through the network and expected time of delivery. Once the
ITU corresponding to a given transport order is collected at
a terminal, it is boarded on the first outgoing train whose
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destination is compatible with its route. Since trains travel
across relatively short distances, it is possible to dispatch
ITUs more than once during a 24 hours time-span.

The main activity of the simulated ILS is to satisfy the
supplied demand of transportation in a timely way in spite
of events potentially disrupting the service like, either due
to natural causes, e.g., network and rolling stock failures, or
due to malicious activity, e.g., cyber-attacks targeting sin-
gle terminals or the whole network. We describe how such
events are injected in the simulator later on as part of our
methodological approach, but here we observe that moni-
toring ITUs from the departure terminal to their final des-
tination is a key enabler for every kind of analysis on the
network. In particular, the data obtained through monitor-
ing enables the computation of KPIs which summarize the
overall status of the system and its ability to handle a given
workload over time. In particular, ONTOMIL provides the
following “standard” indicators:
1. Late transport orders on a daily basis, i.e., the number of
transport orders issued on a given date whose ITUs did not
reach the final destination on the same date.
2. Cumulative number of ITUs handled in terminals.
3. Average number of ITUs unloaded per hour in the net-
work terminals.
4. Late trains, i.e., trains suffering one or more delays with
respect to their schedule on a specific route.
5. Recent sink/source terminals, i.e., terminals wherein the
only operations were loadings or unloadings over the past
hour.
6. Number of customers whose request for work contains
transport orders backlogged for more than two days – cal-
culation done on a daily basis.
7. Number of loading and unloading operations for each
terminal on an hourly basis.
8. High-activity customers on a daily basis, i.e., those cus-
tomers shipping more ITUs than a given daily threshold.
9. Average train utilization on an hourly basis, i.e., number
of ITUs vs. number of trains travelling across the network.
10. Route utilization, i.e., cumulative number of ITUs
which traveled along a given route.
The above KPIs can be grouped in different categories. For
instance, KPI 2 and 9 are considered critical success fac-
tors, in the sense that they highlight potential flaws in net-
work organization which should be corrected to maintain
efficiency, e.g., wrong train scheduling and routing. Most
of the remaining KPIs are so called dashboard indicators,
in the sense that they provide useful information to quan-
tify the overall health status of the network, and can support
tactical decision making. Change in some of the dashboard
indicators impacts on the ability of the whole system to gen-
erate revenues for the handling agent.

The actual simulated model consists of a hypothetical lo-
gistic network covering the entire Italian territory using 40
intermodal terminals connected between them through rail-
roads. A representation of such network is given in Figure
1. Albeit ONTOMIL simulates an ideal system, the rail-
road connection correspond to the actual freight lines along
which goods are forwarded by train. As shown in Figure 2,
ONTOMIL enables the customization of different parame-
ters, including the number of simulation days, the minimum

Fig. 2: Graphical Interface for the selection of the parameters of the
ONTOMIL simulation.

number of customers insisting on any terminal on each sin-
gle day and others that affect the number of ITUs in the sys-
tem. The actual values are chosen randomly for each termi-
nal before the beginning of each day of simulation respect-
ing the bounds defined by the user. In our simulations we
considered a number of customers and ITUs that results in a
number of ITUs circulating in the network which is compa-
rable to the number of ITUs handled daily by Italian ports
and forwarded on railway trains.

METHODOLOGY

Analyzing the ILS

To analyze the ILS we abstract it as two different kinds
of graph and we analyze how they change in different tem-
poral intervals. The terminals correspond to the vertexes of
the graphs whereas the connections between the terminals
correspond to the edges of the graphs. The first graph we
considered is the Flux Graph (FG) whose weights are the
number of ITUs present on the corresponding connection
during the chosen interval of time. The second graph is the
Difference Flux Graph (DFG) whose weights are the differ-
ence in absolute value between the number of ITUs present
on the corresponding connection during the chosen interval
of time and the number of ITUs present on it during the pre-
vious interval of time. In this work we have chosen a single
day as the interval of time of interest given the characteris-
tic of the simulation. The idea behind the FG is to provide
a snapshot of the performance of the ILS during a particular
day, whereas the idea behind the DFG is to provide a snap-
shot of the evolution of the ILS between a particular day and
the next.

Fault and attack injection

In order to test the proposed methodology to analyze the
ILS, we added on top ofthe ONTOMIL simulator the capa-
bility of injecting faults and attacks. We think of the former
as naturally occurring events, e.g., delay along a line due
to a locomotive malfunction, and the latter as the result of
a malicious activity, e.g., an hacker infiltrating the shipping
network and altering the transport orders. The capability
to inject faults and attacks, alone or combined, is crucial to
demonstrate the effectiveness of the methodology proposed.
As shown in Figure 3, ONTOMIL currently supports the in-
jection of two kinds of anomalies:
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Fig. 3: Graphical Interface for the control of faults and attacks in the
ONTOMIL simulation.

• Fault on paths between terminals, where the user can tune
the “physiological” delay that affects trains traveling across
all routes with a given probability (“Normal” time delay and
related probability), and introduce a “pathological” delay
which is larger in magnitude and probability of occurrence
and it is meant to affect specific paths — including the pos-
sibility to target all the paths.
• Attach on ITU route, where the user can decide to change
the normal routing of ITUs through the network, based on
the minimum number of terminals hops, to some anomalous
routing that could be just suboptimal or plain wrong, e.g., an
ITU that should go from terminal A to terminal B is sent to
a terminal C where no connection to B exists; the attack can
affect all the terminals or just specific one, again based on
user’s choice.
It is important to observe that these anomalies do not cover
all potential incidents due to natural causes or malicious at-
tacks that can happen in a network like the one simulated
by ONTOMIL. However, train delays represent a frequent
event and alteration of transport orders is the easiest way
that an hacker has to alter the normal behavior of the net-
work and cause disruption in service. Also, they represent
two fundamentally different ways to cause such a disrup-
tion, one that relates to the physical nature of the process,
the other that relates to the control of the same. In princio-
ple, further anomalies can be injected into the ONTOMIL
simulator, but these will be the subject of future work.

EXPERIMENTAL EVALUATION

The results of our experiments can be seen in Tables I
and II. For each measure of interest, we have computed the
p-value with the Wilcoxon Signed-Rank test and the Co-
hen’s d coefficient, comparing the samples collected dur-
ing normal operation of the system and the ones collected
during the fault/attack. The goal is to understand whether
the distribution of a specific measure differs, in a statisti-
cally significant way, when considering normal operation
and fault/attack injection. Given the results, it is clear that
some of the measures of interest present distributions which
have this characteristic, because they are significantly differ-
ent during the normal operations and the fault/attack and/or
they are different based on the event injected (fault or at-
tack). In the tables, we have highlighted in green all the p-

values smaller than 10−4 and all the Cohen’s d coefficients
greater than 1.

As we would expect, the simulations without any attack
or fault do not present any statistically significant differ-
ence between the various measures. However, when the
network is under attack, the Louvain Energy measures com-
puted over the Flux Graphs present a significant difference.
Moreover, when the attack is applied to the high importance
terminals also the Giant Energy measure present a compa-
rable difference. The same phenomenon occurs for the high
importance fault simulations regarding the Louvain Energy
measure computed over the Difference Flux Graph. Regard-
ing the simulation in which both the attack and faults occurs
on the high relevance terminals and routes, all the measures
except the Giant Energy computed over the DFGs present a
significant difference.
Given the observations above we can define a set of rules

(represented as a decision tree in Figure 4) based on the sta-
tistical significance of the difference of the measures com-
puted on the data sampled during different time-windows of
the simulations. In particular, it appears clear that an attack
can be identified using the Louvain Energy or Giant Energy
measures computed on the FGs, a fault can be identified us-
ing the Louvain Energy measure computed on the DFGs and
the presence of both fault and attack can be identified by the
significance of both Louvain Energy computed on FGs and
DFGs at the same time. In general, variations of the Lou-
vain Energy computed on the FGs pinpoint attacks both on
low and high importance Terminals, whereas variations of
the Louvain Energy computed on the DFGs pinpoint faults
only on the high importance routes.
To understand the motivations behind the general inability
to identify faults on low importance routes we must refer to
Images 5, 6 and 7 in which we show the trend of two KPIs of
interest during a simulation in which the system was under
attack, one in which it was experiencing a fault and one in
which it was experiencing both. As it can be seen, the per-
formances of the system clearly deviates from normal con-
ditions either under attack and under both attack and fault,
and this happens both when their intensity is low and when
it is high. On the other hand, when only the low intensity
fault is applied, the trend of the KPIs is almost identical to
the baseline one. This shows clearly that we are unable to
identify low intensity faults because their effects on the sys-
tem are negligible.

CONCLUSIONS

We have shown that, considering a hypothetical but re-
alistic case study, complex network analysis is capable of
quantifying the decrease of resilience in a system under
fault/attack and to tell the difference between the two. As
a future work, we plan to consolidate our methodology by
further integrating by formalizing the theoretical connec-
tions between the observed measures and the dynamics of
the underlying system. On the engineering side, we wish to
extend our analysis to cover other systems of systems, and
further validate our methodology by extending it to evaluate
resilience of other critical-infrastructure facilities, with a fo-
cus on energy production plants and distribution networks.
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Experiment Simulation Louvain Energy Giant Energy
FG DFG FG DFG

EXP 1

Standard 0.341 0.701 0.233 0.142
Attack (H) 1.302 ∗ 10−9 0.039 3.091 ∗ 10−8 0.716
Attack (L) 1.339 ∗ 10−8 0.001 1.150 ∗ 10−4 0.059
Fault (H) 0.009 7.774 ∗ 10−6 0.717 0.411
Fault (L) 0.437 0.134 0.060 0.124
Both (H) 1.383 ∗ 10−9 2.789 ∗ 10−9 1.585 ∗ 10−8 0.126
Both (L) 1.983 ∗ 10−8 6.569 ∗ 10−4 0.260 0.043

EXP 2

Standard 0.653 0.020 0.919 0.289
Attack (H) 1.302 ∗ 10−9 0.527 1.417 ∗ 10−8 0.838
Attack (L) 4.790 ∗ 10−8 0.026 0.012 0.043
Fault (H) 0.454 4.458 ∗ 10−7 0.081 0.694
Fault (L) 0.143 0.988 0.114 0.452
Both (H) 2.661 ∗ 10−9 1.309 ∗ 10−8 4.790 ∗ 10−8 0.005
Both (L) 2.478 ∗ 10−8 0.069 0.105 0.924

EXP 3

Standard 0.151 0.489 0.813 0.716
Attack (H) 7.159 ∗ 10−9 0.002 4.012 ∗ 10−9 0.389
Attack (L) 1.549 ∗ 10−7 0.005 1.150 ∗ 10−4 0.754
Fault (H) 0.015 1.544 ∗ 10−7 0.382 0.988
Fault (L) 0.881 0.608 0.739 0.650
Both (H) 7.556 ∗ 10−10 9.773 ∗ 10−9 4.067 ∗ 10−8 0.208
Both (L) 1.468 ∗ 10−9 0.001 0.017 0.020

TABLE I: Table of p-values for our experiments. The Experiment column indicates the experiments of interest. The Simulation column identifies the
specific simulation inside a specific experiment, L indicates that the low importance terminals/routes were chosen for the attack/fault whereas H indicates that
the high importance ones were chosen. Louvain Energy and Giant Energy indicate the measure considered and they represent the Laplacian Energies of the
Louvain Communities graph and the Giant Component graph respectively. FG and DFG represent the Flux Graph and the Difference Flux Graph respectively.

Experiment Simulation Louvain Energy Giant Energy
FG DFG FG DFG

EXP1

Standard 0.135 0.003 0.288 0.310
Attack (H) 2.341 0.290 1.623 0.167
Attack (L) 1.682 0.576 0.802 0.409
Fault (H) 0.497 1.005 0.102 0.171
Fault (L) 0.208 0.191 0.376 0.344
Both (H) 2.033 1.683 1.567 0.272
Both (L) 1.460 0.702 0.338 0.261

EXP2

Standard 0.116 0.430 0.004 0.245
Attack (H) 2.233 0.104 1.749 0.017
Attack (L) 1.617 0.466 0.548 0.467
Fault (H) 0.242 1.285 0.321 0.200
Fault (L) 0.296 0.060 0.369 0.157
Both (H) 1.827 1.613 1.609 0.485
Both (L) 1.591 0.416 0.431 0.027

EXP3

Standard 0.260 0.031 0.040 0.017
Attack (H) 1.698 0.585 1.969 0.200
Attack (L) 1.295 0.598 0.940 0.118
Fault (H) 0.499 1.535 0.203 0.044
Fault (L) 0.052 0.188 0.060 0.194
Both (H) 2.012 1.681 1.446 0.339
Both (L) 2.043 0.672 0.481 0.488

TABLE II: Table of the Cohen’s d coefficients for our experiments. The Experiment column indicates the experiment of interest. The Simulation column
identifies the specific simulation inside a specific experiment, L indicates that the low importance terminals/routes were chosen for the attack/fault whereas H
indicates that the high importance ones were chosen. Louvain Energy and Giant Energy indicates the measure considered and they represent the Laplacian

Energies of the Louvain Communities graph and the Giant Component graph respectively. FG and DFG represent the Flux Graph and the Difference Flux
Graph respectively.
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Fig. 4: Graphical representation of the rules extracted by our analysis on the ILS.
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Fig. 5: Trends of the KPIs Late ITUs and Number of Backlogged
Customers during a simulation subject to an attack.
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Fig. 6: Trends of the KPIs Late ITUs and Number of Backlogged
Customers during a simulation subject to a fault.
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Fig. 7: Trends of the KPIs Late ITUs and Number of Backlogged
Customers during a simulation subject both to a fault and an attack.
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ABSTRACT

The paper is devoted to the task of finding the root
cause of anomaly in a distributed information and com-
puting system. An approximate approach is considered
to detect implicit anomalies with accuracy to the object
(of a component of the technical device, a node of a net-
work infrastructure, an application or of an information
resource). The approximate solution is based on the
use of integral parameters that allow you to identify an
anomaly, but do not allow you to indicate its cause. To
work with such methods for determining the root causes
of anomalies, auxiliary data is required, which is called
metadata in the work.

The work describes a metadata construction algo-
rithm and shows ways of using metadata to build an
object in which the root cause of the anomaly is lo-
cated. An approximate solution to the problem of find-
ing the root cause of an anomaly with a help of quickly
computable values of integral parameters is necessary to
reduce the time of interruption of work processes due to
implicit anomalies. It is assumed that small subsystems
and nodes are easier to replace than to delve into the
study of the cause.

INTRODUCTION

The increase in the size of distributed information and
computing systems (DICS) exacerbates the problem of
timely detection of failures, errors and shutdowns due
to conflicts with information security (IS) requirements
(hereinafter, anomalies). Implicit anomalies do not
demonstrate their damage immediately, and Root Cause
Analysis (RCA) is required to analyze and restore them.
The problem of a remote search of implicit anomalies
root causes is often a complicating factor. Modern op-
erating systems can collect a large amount of data for
RCA. However, remote analysis requires to transfer this
data to the system administrator or IS officer (Grusho
et al., 2020a), but most of this data will not be in de-
mand, and their transfer over communication channels is
not cheap and is not always possible. Big data requires
more computing resources. RCA acceleration is often
achieved by successful localizing of an anomalous DICS

subsystem, which allows you to replace this subsystem
and reduce the time to restore workflows.

Such a search requires certain auxiliary data, the col-
lection and the organization of which depends on the
speed and the effectiveness of the finding of a minimum
possible object containing the root cause of the anomaly
sought.

In the paper these supporting data are called meta-
data (MD). This name was chosen due to the fact that
this term has already been used to solve such problems
(Grusho et al., 2020b). The basis of MD is formed by a
special case of Knowledge Graphs in which the arc from
the object O1 going to the object O2, means that the
anomaly in O1 can initiate anomaly in O2.

Arbitrary technical devices, network infrastructure,
software and information resources will be called ele-
ments of the DICS. Arbitrary sets of elements are called
DICS objects. Anomalies can occur in case of errors
in data and data transformations, in case of technical
breakdowns, as well as in case of unacceptable interac-
tions of DICS objects. Anomalies can manifest them-
selves in the improper development of computing pro-
cesses, obtaining incorrect calculation results. The most
obvious manifestation of the anomaly is the unexpected
shutdown of the computing process, the failure of the
technical devices of the DICS. However, in all cases, im-
plicit anomalies are possible, the location of which and
the causes of their occurrence require a deep analysis
(Grusho et al., 2018).

The model of implicit anomalies and search of root
causes using integral parameters (IP) is constructed in
(Grusho et al., 2020c). Such parameters are determined
on the basis of generating algorithms (GA) that create
the values of these parameters, and effective algorithms
that display the values of these parameters. The RCA
procedure proposed in (Grusho et al., 2020c) creates a
DICS object containing a damaged GA fragment, the
IP of which showed the presence of an anomaly.

Close problems arise when finding vulnerabilities in
software using intelligent fuzzing (Jurn et al., 2019).
Fuzzing is a technique for generating input values suit-
able for generating an error through target software
analysis (Bekrar et al., 2012). Smart fuzzing has the
advantage of knowing where errors can occur through
software analysis. The tester can create test cases for
that branch to extend the coverage of the code and gen-
erate valid conflicts. However, analyzing the target soft-
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ware requires expert knowledge and takes a long time
to generate a template suitable for software input.

Thus, it is recognized that the most difficult problems,
equivalent to RCA, require a lot of human labor. In this
paper the reduction of labor is achieved by using the
anomaly’s IP which is used in search for the root cause.

PROPERTIES OF GENERATING ALGO-
RITHMS

Further there are often used two terms: an algorithm
and a process. The complete definition of the term “an
algorithm” can be found in (Uspensky and Semenov,
1987)[7], and process concepts in a computer system can
be found in (Hoare, 1985)[8]. In this paper, the links of
these concepts are used. The process implements some
algorithm or fragment of the algorithm. The algorithm
in the computer system is implemented using one or
more processes.

It is said that the algorithm passes through the ob-
ject O if processes as elements of O are involved in its
implementation.

The generating algorithm (GA) of the parameter I
is the algorithm for generating and calculating values
of parameter I (Grusho et al., 2020c), further will be
denoted through GA(I). If I is an integral parameter,
the values of I can be calculated using an algorithm
independent of GA, but giving the same value as GA.
In the case of an anomaly, both algorithms show the
anomaly. At the same time, only GA is involved in the
formation of an anomaly that both algorithms are able
to identify. In (Grusho et al., 2020c) it is shown that
there can be several GA for the parameter I. In this
case it is necessary to determine the influence of several
GA on the values of the parameter I. However, in the
assumption of the presence of an anomaly, we do not
take into account the influence of several GA on reduc-
ing the capability of the detection of the anomaly, and
in terms of increasing for the detection capability of the
anomaly with the help of I, it is not necessary to take
into account the influence of other GA. Therefore, in-
stead of considering the effect on the value I of several
algorithms, we can talk about GA that have failures of
fragments of algorithms or do not have them. It has
been proved (Grusho et al., 2020c) that the uniqueness
of the root cause of the anomaly is a sufficient condition
for the manifestation of the anomaly in the integral pa-
rameter I, when the anomaly is generated by the failed
fragment of the GA(I).

Consider a few questions about the content of DICS
facilities. Since it is not always possible to enumerate
all DICS elements included in the object O, inductive
definitions should be used. Let the objects O1, ..., Ok be
defined. Then the theoretical-plural union O of objects
O1, ..., Ok is also an object. At the same time, these
objects as sets of elements may not intersect, but may
interact.

We define the interaction of objects O1 and O2 as
the presence of processes ξ1 in the object O1 and ξ2 in
the object O2 such that ξ1 can at a given time of its
implementation transmit information about its state to

the process ξ2 over a certain channel. In this case, the
process ξ2 is able to receive this information and use it
in its algorithm (Hoare, 1985).

However, the anomaly in GA(I) is not always the root
cause of the anomaly. Acceptable localization of the
anomaly with the help of integral parameters is possible
when the source of the anomaly is some unobserved pro-
cess mediated by interacting with GA(I), through which
the anomaly is detected. It is said that in the ξ1 pro-
cess, the anomaly error is spread to GA(I) if there are a
number of interactions ξ1 with ξ2,..., ξk with ξk+1, where
the last process belongs to GA(I). Hence, an abnormal
fragment GA(I)(t) of GA(I) arises, where t is the value
in a certain enumeration of fragments of GA(I). If in
the process of ξ1 is the root cause of the anomaly and it
is the only one in the computer system, then (Grusho et
al., 2020c) it can be proved that the anomalous fragment
of GA allows you to see the anomaly in I. The process
of such an anomalous transmission can be represented
in the form of the following graph, which we will call the
attachment.

GA(I)(t− 1)→ GA(I)(t)→

↑

ξk

If you allow an attachment operation, you must de-
fine a branch operation. GA(I)(t) having an anomaly,
when interacting with some ξ process, may initiate an
anomaly in ξ.

GA(I)(t− 1)→ GA(I)(t)→ GA(I)(t+ 1)

↓

ξ

In this case as ξ can be GA fragment of another in-
tegral parameter I∗, so GA(I∗) will show an anomaly
(with the only root cause of the anomaly, this will hap-
pen necessarily).

Let O1 → O2 be objects in which ξ1 can transmit
to ξ2 anomaly. Let O11, O12 be partition of the object
O1 into two nonintersect objects, and O21, O22 be a
partition of the object O2 into two nonintersect objects.
The condition O1 → O2 means that there are at least
a pair of objects from different partitions for which it
is carried out, for example, O12 → O21. Indeed, the
process is an indivisible entity. Then if ξ1 is in O12 and
ξ2 is in O21 then O12 → O21. Back, if O12 → O21, then
in the object of merge we get O1 → O2. If objects O1

and O2 intersect and ξ1 is the common process, then
when dividing each of them into two objects, there is
a pair where ξ1 will be in, and for this pair it remains
possible to transmit an anomaly. From here we get the
following statement.

Statement 1. Objects O1 and O2 satisfy the condi-
tion O1 → O2 if and only if there are subsets of O∗

1 in
O1 and O∗

2 in O2 such that O∗
1 → O∗

2 .
The relation → is reflexive, transitive and antisym-

metric, that is, it is a partial order.
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For RCA using the integral parameter I for GA(I),
the following important property is required. Let the
objects O1, ..., Ok in MD can transfer anomaly to the
object O. Then O1, ..., Ok satisfy the requirement of
completeness for O if for parameter I provided that
GA(I) passes through O, there is m, m = 1, ... k, such
that GA(I) passes through Om.

Requirements of completeness for O and O1, ..., Ok

are difficult to verify. The following statement simplifies
the situation somewhat.
Statement 2. The objects O1, ..., Ok satisfy the con-

dition of completeness with respect to the object O for
GA(I) if and only if the union O1, ..., Ok is the complete
object with respect to the object O for GA(I).
Proof. The necessity follows from the following simple

reasoning. If GA(I) passes through Om, then it passes
through the union O1, ..., Ok.

Sufficiency. If GA(I) passes through the union
O1, ..., Ok, then there exists a fragment of this algorithm
passing through this union. Each fragment of GA(I) is
implemented by one or more processes ξ1, ..., ξl, which
are indivisible. The totality of these processes interacts
in this order with the union O1, ..., Ok. If there is an
anomaly in fragment GA(I), then it must be at least in
some ξn. If the indivisible process ξn passes through the
union O1, ..., Ok, then as an algorithm it passes through
some set of this union. So the fragment GA(I) of ξn
passes through at least one of the objects O1, ..., Ok.
The statement is proved.
Consequence. This statement is true for any pa-

rameter I and its GA(I).
Considering large disjoint components of the DICS,

for which completeness is easy to check, we will transfer
completeness to their partitions, which will automati-
cally follow from Statement 2. Further, it will be as-
sumed that for the considered sets of MD the complete-
ness conditions are met.

If GA(I) passes through an object O in which interac-
tion with an anomalous process ξ occurs, then it is easy
to propose a simple probabilistic model for the propa-
gation of the anomaly. Let p be the probability that
GA(I) will receive an anomaly from ξ. If there are n
independent interactions of GA(I) with abnormal pro-
cesses in O, then the probability of an anomaly in GA(I)
is 1− (1−p)n. It is interesting to look at this formula in
various extreme cases of the values of these parameters.

If p = 1, then the propagation of the anomaly in
interactions towards O occurs with probability 1. If
error propagation occurs with probability 1, then the
widespread propagation of the anomaly poses the great-
est difficulties for RCA. An example of such an error is
given in (Grusho et al., 2018, 2017).

If p is close to or equal to 0, then the probability of
propagation of the anomaly is small, but it is easier to
localize the cause of the anomaly (if such an anomaly
can be seen). An example of such an anomaly is the pre-
failed state of the hard drive when it is still working, but
an anomaly in its device will inevitably cause it to fail.
It is possible to see such an anomaly by indirect signs, in
particular, by a significant increase in the time of access
to the disk (Grusho et al., 2020c).

Further, it is believed that the DICS propagates er-
rors with p = 1. In order to effectively use the MD
to search for root causes, it is necessary to construct a
hierarchical decomposition of the MD and use it to ac-
celerate algorithms for searching for objects containing
an anomaly.

CONSTRUCTION AND USAGE OF MD

In the introduction, it was noted that MD are auxil-
iary information for a system administrator or an IS
officer, which is built on the basis of knowledge graphs
(Brandón et al., 2020; Nickel et al., 2016) of the form
X →c Y , where X and Y are objects of the DICS, c
is the action that is transmitted from X to Y . In our
case, the hierarchy of the MD is built sequently. Let the
object X may pass an anomaly to the object Y . This
binary relationship was entered earlier and is denoted
by X → Y . As shown above, this relationship gener-
ates a partial order on a subset of objects. The largest
element of this order is the DICS. Assuming the com-
pleteness of the partitions of objects and the finiteness
of the tree representing the sequences of such partitions,
we will build the MD of three parts.

1. The set of objects with the help of successive par-
titions into meaningful nodes and technologies and
their hierarchy are formed from structural model of
DICS (Denisov and Kolesnikov, 1982). They are
used to search for objects that cover the anomaly
using IP and object relationships derived from the
structural model.

2. The set of integral parameters IP is defined in the
constructed set of objects (where this can be done).

3. From IP, the completeness properties of object par-
titions and their relationships O → O”, we build
the MD as trees whose roots coincide with objects
containing IP, and the arrows are directed to the
roots.

Consider the issue of constructing integral parame-
ters that lie in the objects constructed in item 1. Let O
be an object (node, device, data conversion information
technology, information resource, communication frag-
ment, program, etc.) – this is a set of elements of the
DICS. Each DICS element is described by a plurality
of characteristics (Ashby, 1956). Each characteristic is
described by one or more parameters and areas of their
normal values (Ashby, 1962). That is, any system can
be described by a plurality of its parameters (Ashby,
1962; Grusho et al., 2016). An anomaly in a parameter
value is the appearance of a value that goes beyond nor-
mal values. Since the function of belonging to a set of
normal values of a parameter can be calculated without
knowledge of the GA of this parameter, then formally
any parameter can be integral. However, in practice,
not all system parameters can be seen and learned their
values in the real system, then only a few set of integral
parameters should be found that cover the most impor-
tant subsystems of the DICS if possible. At the same
time, the importance lies not only in the allocation of
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risk objects, but also in the set of interactions of the se-
lected integral parameters based on observations of the
system. Therefore, it is necessary to build IP with an
orientation on the following principles.

If IP could not be allocated in the desired object,
then it is necessary to divide this object into subobjects
before IP appears in each branch.

If it is not possible to achieve completeness in the
selection of subobjects, then you need to supplement
more subobjects before splitting.

If two or more IP are selected in the object, the object
must be divided into subobjects so that horizontal links
are converted to vertical or simply one of IP remains in
each subobject.

From the set of IP, from objects which contain these
IP, and from their relations O1 → O2, we build influ-
ence trees. If IP is contained in the object O, then the
influence tree has the root O, and the arcs of all objects
are oriented to O. If an arc emerges from the object of
the tree to a lower object of the tree, then this object
can affect objects that are located deeper in this tree,
then this object can be met again in the tree.

Consider the usage of MD for RCA.

1. IP allows you to identify an anomaly in objects of
the constructed object hierarchy.

2. The search of the following object with the root
cause is based on the search of the IP with an
anomaly value on the branch of the corresponding
MD tree.

3. If IP is detected on a branch of the tree, the tree
generated by the object with this IP is considered
and iteration is repeated. The lowest (from the root
of the tree) object with an anomaly determines the
coverage of the anomaly in the created diagram of
GA. The anomaly may not be covered only when
the root cause is in an object through which GA
of the last identified IP with the anomaly value
does not pass. Therefore, the last object with the
anomaly must be extended to merge all the objects
from which the arrows enter the object with the
anomaly (including closure).

The effectiveness of RCA by the considered method
is evaluated further.

1. When the condition of completeness is fulfilled, all
potential carriers of the anomaly are covered by the
last built object with the anomaly.

2. The coverage of the anomaly is determined by the
object with the last detected IP with the abnormal
value, provided that the root cause is unique.

3. The usage of last identified IP after objects located
in the tree that do not have IP is based on the
transitivity of the → relations.

CONCLUSION

The use of integral parameters in RCA allowed to get
a new look at the problem of causality analysis. The
idea of RCA based on IP is presented for the first time
in the work (Grusho et al., 2020c). In this work, the
regions covering the anomaly are more clearly defined
and the organization of the creation and use of MD by
the system administrator and the IS officer has been
developed. Note that in remote cause analysis, search
by IP with an abnormal values reduces the amount of
information transmitted.

In addition, the interactions between IP and ob-
jects of DICS were investigated, which in fact can give
an answer to the question about the coverage of the
anomaly. A hierarchical organization of MD has been
determined, which allows formalizing the algorithm for
finding anomaly coverage using IP. It is shown under
what conditions a good coverage of the anomaly is
achieved using objects containing IP and when addi-
tional information needs to be collected and used to re-
duce the region of coverage of the anomaly.

Unfortunately, all experiments on the practical appli-
cation of the proposed approach were carried out manu-
ally by organizing the actions of the system administra-
tor according to the constructed algorithm. This does
not mean that it is impossible to automate the collec-
tion, storage and application of the IP method in RCA.
However, the authors are confident that the automated
system should be built on the basis of algorithms that
maximize usage of the experience of system administra-
tors and IS officers. It should be noted that during the
research, the initial vision of the problem has changed
significantly.

Further research will be related to the construction of
algorithms for big data in real large DICS.
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ABSTRACT
Consideration is given to dispatching systems, where
jobs, arriving in batches, cannot be stored and thus must
be immediately routed to single-server FIFO queues op-
erating in parallel. The dispatcher can memorize its rout-
ing decisions, but at any time instant does not have any
system’s state information. The only information avail-
able is the batch/job size and inter-arrival time distribu-
tions, and the servers’ service rates. Under these condi-
tions, one is interested in the routing policies which min-
imize the job’s long-run mean response time. The single-
parameter routing policy is being proposed which, ac-
cording to the numerical experiments, outperforms best
routing rules known by now for non-observable dispatch-
ing systems: probabilistic and deterministic. Both batch-
and job-wise assignments are studied. Extension to sys-
tems with unreliable servers is discussed in short.

INTRODUCTION
Efficient resource allocation is the typical problem faced
by system designers in various fields of study (transporta-
tion, distributed/parallel computing, customs inspection
etc.). The particular problem studied in this paper has its
roots in the volunteer computing. Consider a system in
which jobs (of a single class) arrive according to some
stochastic process in batches and have to be assigned to
one of the single-server queues immediately upon the ar-
rival. Scheduling in each queue is FIFO. The dispatcher,
which performs this operation (see Fig. 1), can memo-
rize its routing decisions, but has no online information
about the system except for: the cumulative distribution
function (CDF) of inter-arrival times, batch size and job
size CDFs and servers’ service rates. Thus for the dis-
patcher the system is non-observable (see, for example,
Anselmi and Gaujal (2011); Lingenbrink and Krishna-
murthy (2017)). The task is to find the routing policy,
which minimizes the job’s long-run mean sojourn time
in the system1. Since the dispatcher may decide to split
batches, when making decisions, both cases — batch-
and job-wise assignments — need to be considered.

1Or, equivalently, the system’s mean response time.

The described system is closely related to the basic
dispatching problem studied extensively in the literature
(Harchol-Balter, Crovella and Murta (1999); Hyytiä and
Aalto (2013); Feng, Misra and Rubenstein (2005)). But,
due to the absence of any online information, from the
long list of routing rules, only the following two naive (in
terminology of (Mengistu and Che, 2019, Section 2.3))
policies are feasible: probabilistic and deterministic. Ac-
cording to the numerical experiments (see Konovalov
and Razumchik (2020)), both these rules can be out-
performed by the algorithm, which implements the so-
called arrival-aware policy (see Konovalov and Razum-
chik (2018)) for single-arrival non-observable systems.
In this paper numerical evidence is given that all the three
policies (probabilistic, deterministic and arrival-aware)
can be applied by the dispatcher in a batch-arrival sys-
tem. We rank the policies with respect to the minimal
mean response time (and its standard deviation) and dis-
cuss extensions of the system as well as of the arrival-
aware policy.

The paper is organized as follows. In the next sec-
tion the detailed description of system is given. The
third section contains the overview of the routing poli-
cies available to the dispatcher in the considered setting.
The numerical examples, which follow, demonstrate the
performance of the policies. In the Section 5 the study
is extended to systems with unreliable servers. The main
conclusions are briefly summarized in Section 6.

SYSTEM DESCRIPTION AND THE PROBLEM
STATEMENT
The system considered in the paper is illustrated in Fig. 1.

Figure 1: Jobs of a single class arrive in batches and are
immediately routed to one of the queues, where they wait
in FIFO order for service.

It consists of N ≥ 2 single server infinite capacity queues,
operating in parallel. The queues are numbered from
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1 to N and the server’s service rate of queue m is v(m) > 0,
1 ≤ m ≤ N. Jobs (of a single class) arrive to the system
in batches and the inter-arrival times are independent and
identically distributed (i.i.d.) random variables with the
known CDF A(x) and the mean λ−1. Consecutive batches
consist2 of random numbers B1, B2, . . . of jobs having
the known distribution3 {gi, i = 1, 2, . . . }, with the mean
E[B] and the variance Var[B]. The sizes X1, X2, . . . of in-
dividual jobs are i.i.d. random variables with the known
CDF S (x), mean E[X] and variance Var[X]. Jobs are
served one-by-one and the service discipline employed
in each queue is FIFO. Service pre-emption and jockey-
ing between queues is not allowed.

The dispatcher operates either in the batch-wise or in
the job-wise mode. The former means that it treats a
batch as if it were a single (macro-) job and makes a sin-
gle routing decision (i.e. all the jobs in the batch are
assigned to the same queue). In the latter case the dis-
patcher splits batches and chooses a queue for each job
individually. Switching between the modes is not al-
lowed. Upon receiving a batch the dispatcher must im-
mediately4 make a routing decision.

Fix an arbitrary integer n ≥ 1. Let 0 ≤ t1 < · · · < tn
and b1, b2, . . . , bn denote the arrival instants and the sizes
of the first n batches, correspondingly. Let y1, y2, . . . , yk

be the sequence of routing decisions5 made so far at the
instants t1, t2, . . . , tn−1. Each y j takes a value from the
set {1, 2, . . . ,N}. In order to make routing decisions at
the instant tn, the dispatcher may use only the following
information: the values t1, t2, . . . , tn and b1, b2, . . . , bn;
the values y1, y2, . . . , yk; the distributions A(x), S (x) and
{gi, i = 1, 2, . . . }; the service rates v(1), v(2), . . . , v(N) in
each queue. No online information (like the arriving job
size, current queues’ sizes etc.) is available. The dis-
patcher’s task is to minimize job’s long-run mean sojourn
time in the system.

OVERVIEW OF THE AVAILABLE DISPATCHING
POLICIES

The list of dispatching policies, which are available to
the dispatcher under the assumptions made (i.e. in
the absence of any system’s state information), is very
short: probabilistic (see, for example, Bell and Stidham
(1983)), deterministic (see Hordijk and van der Laan
(2004)) and arrival-aware (see Konovalov and Razum-
chik (2020)).

According to a probabilistic routing policy (further re-
ferred to as RND) a job is routed to the queue n with the
probability pn independently of the previous decisions.
Recall that in the batch-wise mode the dispatcher assigns

2No precedence constraints are imposed on jobs within a batch.
3It is worth noticing that in batch-arrival queues the limiting distri-

butions of some quantities may not exist without additional restrictions
on the batch-size distribution {gi} (see, for example, (van Ommeren,
1990, p. 679)).

4I.e. it does not have a room for storing the jobs.
5The total number k of decisions before the instant tn depends on

the operation mode of the dispatcher.

the same queue for each job within a batch. Let the ar-
rival flow of batches be Poisson with the rate λ. Then
the nth queue is the M[X]/GI/1-FIFO queue with the ar-
rival rate λpn and, whenever it is stable, the mean re-
sponse time E[Tn]FIFO of an arbitrary job is equal to (see
(Cooper, 1981, p. 241))

E[Tn]FIFO =
(E[B] + 1)E[X(n)]

2
+

Var[B]E[X(n)]
2E[B]

+

+
λpnE[B]2E[X(n)]2

(
1 + E[B]Var[X(n)]+E[X(n)]2Var[B]

E[B]2E[X(n)]2

)
2(1 − λpnE[B]E[X(n)])

, (1)

where the notation X(n) = X/v(n) is used. The optimal
probabilistic routing policy, further referred to as RND-
opt, is the probability distribution (p1, p2, . . . , pN) that
minimizes the mean response time given by

N∑
n=1

pnE[Tn]FIFO (2)

under the constraint 0 ≤ λpnE[X(n)]E[B] < 1 for each n.
This problem can be approached either analytically6 or
numerically and, in the latter case, it can be solved at
a satisfactory level. If the batch-arrival process is not
Poisson, but a general renewal process with the mean
λ−1 and SCV (squared coefficient of variation) equal
to C2

A, then the sequence of arrival instants to the queue n
constitutes the renewal process with the mean (λpn)−1

and the SCV equal to 1 + (C2
A − 1)pn. But (1) is not

valid any more and we are unaware of any feasible way
to compute numerically both E[Tn]FIFO and the optimal
N-tuple (p1, p2, . . . , pN). For small values of N sim-
ulation can be used to find the approximate solution
of the minimization problem. In general, load balanc-
ing (i.e. pn = v(n)/

∑N
i=1 v(i)) seems to be the only reason-

able trade-off, but in most cases it is far from being opti-
mal. When the dispatcher operates in the job-wise mode,
a queue is assigned for each job individually according
to the given probability distribution (p1, p2, . . . , pN). But
even if the batches arrive according to a Poisson flow, the
optimal N-tuple is not the solution of (2). For a batch
of size k the probability that k1 jobs are routed to the
queue 1, ..., kN jobs — to the queue N, is equal to

k!
k1!k2! . . . kN!

(p1)k1 . . . (pN)kN , (3)

where
∑N

i=1 ki = k, 0 ≤ ki ≤ N. Since the consecu-
tive batches are treated independently, for the systems
with Poisson arrivals and exponential job size distribu-
tions (3) can be used to write out the balance equations7,
which can be solved numerically (after truncation of the
state space). Once the joint stationary distribution of

6See, for example, traffic/resource allocation problems in Ibaraki
and Katoh (1988).

7For example, for N = 2 the evolution of the system’s content can be
described by the QBD process. Assuming the capacity of either queue
to be finite, the generator is then of M/G/1-type.
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queue-sizes’ is found, standard argument can be used to
find (approximately) the system’s mean response time.
This procedure theoretically can be used to search for the
(close to) optimal N-tuple (p1, p2, . . . , pN). But in prac-
tice (especially in heavy traffic) the computational com-
plexity becomes prohibitive and, as well as in the case of
a general renewal arrival process, one has to resort to sim-
ulation.

According to a deterministic policy jobs are dispatched
according to the infinite sequence a1, . . . , an, . . . , where
ai is the queue number, whereto the ith job is routed8.
Finding optimal deterministic sequence for N single
server queues, operating in parallel with single arrivals, is
a difficult problem for which no general procedures exist;
obviously the same holds for batch-arrival systems. Yet
when jobs arrive to the dispatcher not in the batches but
one at a time, very good results can be achieved by spe-
cial deterministic sequences – billiard sequences9, which
can be constructed using greedy algorithms. One of such
algorithms further referred to as SG (Special Greedy) is
due to (Hordijk and van der Laan, 2004, p.184). Accord-
ing to the SG policy the ith job is routed to the queue ai:

ai = argmin1≤n≤N

(
xn + κn(i − 1)

dn

)
, (4)

where κn(i) is equal to the the number of jobs (among
the first i jobs) sent to the queue n so far, dn is the frac-
tion of jobs, which has to be routed to the queue n, and
xn are properly chosen non-negative rational numbers10.
Finding the optimal densities (d1, d2, . . . , dN) is an open
problem and, in general, can be approached only using
simulation. As a rule of thumb one can use in (4) instead
of (d1, d2, . . . , dN) the N-tuple (p1, p2, . . . , pN) computed
for the probabilistic routing policy. Even though such
choice usually results not in the optimal solution, deter-
ministic routing is more efficient11 than the probabilistic
routing. We are unaware of any deterministic policy de-
veloped particularly for batch-arrival systems. And since
all the quantities in (4) remain properly defined for both
batch-wise and job-wise routing, we choose (4) as the
basic deterministic dispatching policy.

The third class of routing policies further referred to
as AA (Arrival-Aware) is based on the following intu-
itive idea (see Konovalov and Razumchik (2018)): longer
inter-arrival times increase the probability of those sys-
tem’s states, which correspond to lower workloads in

8One of the well-known examples of such a policy is the Round-
Robin policy. It rotates the jobs between the queues in the cyclic order
and thus is applicable only in the systems with homogeneous servers
(i.e. having equal service rates). For heterogeneous systems some gen-
eralizations do exist (see Arian and Levy (1992)).

9Although other deterministic policies besides (4) do exist (see, for
example, GRR, CGRR, and mBS policies in Arian and Levy (1992);
Sano and Miyoshi (2000)), according to our experience with scheduling
problems in non-observable queues (see, for example, Konovalov and
Razumchik (2018, 2020)), (4) shows the best performance.

10For example, one can put xn = 1 if the queue n has the fastest server
and xn = 0 otherwise.

11Some numerical and analytic evidences are given, for example,
in Anselmi (2017).

queues and vice versa. It is not straightforward to imple-
ment this idea in a batch-arrival system12. But in Kono-
valov and Razumchik (2020) for single-arrival unobserv-
able systems it was suggested to put the idea into prac-
tice by means of the algorithm13, which is reproduced
below. Fix the positive real c > 0. Let us associate with
the i-th job arriving at the dispatcher, N numbers, say
u(1)

i , . . . , u(N)
i , which are defined recursively as follows:

ũ(n)
i = max

(
0, u(n)

i−1 − (ti − ti−1)
)
, 1 ≤ n ≤ N, i ≥ 1,

u(n)
i =

ũ(ỹi)
i + c

v(ỹi ) , if n = ỹi,

ũ(n)
i , otherwise,

where u(1)
0 = b1, . . . , u

(N)
0 = bN and14

ỹi = argmin1≤n≤N

(
ũ(n)

i +
c

v(n)

)
.

The AA policy prescribes to route the ith job to the
queue yi = ỹi. The pseudocode for the policy is given
below (see Algorithm 1). Unlike the RND and SG poli-
cies, the AA policy depends only on a single parame-
ter, which, in general, must be estimated using simula-
tion. All the quantities in the Algorithm 1 remain15 prop-
erly defined for batch-arrival systems as well. Thus we
choose it as the basic AA policy.

Algorithm 1 Pseudocode of the AA policy

function NextDecision(N,v(1),. . . ,v(N),u(1)
i−1,. . . ,u(N)

i−1,ti,
ti−1,c)

for n = 1→ N do
u(n)

i = max
(
0, u(n)

i−1 − (ti − ti−1)
)

end for
yi = argmin1≤n≤N

(
u(n)

i + c/v(n)
)

u(yi)
i = u(yi)

i + c/v(yi)

return yi, u
(1)
i , . . . , u(N)

i
end function

a The function NextDecision(N,v(1), . . . , v(N), u(1)
i−1, . . . , u

(N)
i−1,ti, ti−1)

returns for the ith job the routing decision yi based on the ith

job arrival instant ti and the arrival instant ti−1 of the (i − 1)th

job, servers’ speeds v(1), . . . , v(N), auxiliary values u(1)
i−1, . . . , u

(N)
i−1

and c.
b The values u(1)

0 , . . . , u(N)
0 are the initial remaining

workloads (including server). For the initially empty
system u(1)

0 = · · · = u(N)
0 = 0.

c The positive real value c is the parameter of the algorithm,
which must be set manually.

Numerical examples in the next section give some im-
pression on how these dispatching policies are ranked,

12We conjecture that the algorithm of Konovalov and Razumchik
(2018) can be adopted to the considered system at least in the case
when the dispatcher operates in the batch-wise mode, i.e. assigns the
whole batch to the same server.

13See also the footnote 9 on page 400 in Konovalov and Razumchik
(2020).

14When argmin() is being evaluated, ties are broken in the favour of
the fastest server and randomly between the fastest servers.

15The presented version of the AA policy (Algorithm 1) is tuned for
the batch-wise assignment. In case of job-wise assignment the Algo-
rithm 1 has to be applied to each job in the batch.
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when one seeks to minimize the mean (and even the stan-
dard deviation of the) sojourn time of an arbitrary job as
well as of a whole batch.

NUMERICAL EXPERIMENT

In the first example we consider an elementary sys-
tem with the two servers processing jobs with the to-
tal service rate equal to 1. Let v(1) = 0, 326 and
v(2) = 0, 674. Batches arrive according to the Pois-
son process with the rate λ. The batch size distribu-
tion is geometric with the mean E[B] = 3 (Var[B] = 6)
and the job size distribution is exponential with the
mean E[X] = 1. The offered load to the whole sys-
tem is thus ρ = λE[B]E[X]/

∑2
i=1 v(i) = 3λ. Since all the

three considered policies (RND, SG and AA) can be
applied with batch-wise and job-wise assignment, this
yields 3 batch- and 3 job-specific policies. In the con-
sidered two-server fully exponential system the approx-
imate values of the optimal parameters (p1, p2) for the
RND policies are found numerically following the guide-
lines in the previous section. The (close to) optimal pa-
rameters (d1, d2) and c of the SG and the AA policies, re-
spectively, are estimated through simulation. The numer-
ical results (values of the mean and the standard deviation
of the response time depending on the offered load ρ) for
the batch-wise assignment are given in the Table 1 and
for the job-wise assignment — in the Table 2.

The first observation from the data in the Tables 1
and 2 is that the SG policy and the AA policy, which
were to be used for single-arrival systems, show mean-
ingful results for the batch-arrival system as well. And
this observation remained valid in all our numerical ex-
periments. Next, both the SG and the AA policies give
lower mean (and standard deviation of the) response time
than the RND policy (with the optimal parameters’ val-
ues). As the system’s load increases it becomes less and
less appealing to route the jobs/batches according to the
RND-opt (even though it has the strongest theoretical
support among the three). The performance of the SG
and the AA policies is (roughly speaking) the same. Yet
it can be noticed that for low and moderate system’s load
the AA policy is slightly (but persistently) better. The
optimal values (p1, p2) and (d1, d2) are not equal (except
for the case of high system’s load): using (p1, p2) instead
of (d1, d2) in the SG policy (4) leads to worse results.

When the dispatcher splits the batches (i.e. performs
job-wise assignment), it may be important to route jobs
in such a way so as to minimize the mean sojourn time
of the whole batch16. The extent at which the RND, SG
and AA policies cope with this task can be assessed from
the Tables 2 and 3. By comparing the data it can be said
that the results follow the intuition: the mean response
time of an individual job is lower than of a whole batch.

16Under such a requirement, all jobs belonging to the same batch
wait until the last member of the batch is processed, and thus the consid-
ered system becomes somewhat similar to a fork-join or a split-merge
system.

In can be also seen that the ranking of the policies re-
mains unchanged.

If one ranks the policies, depending on the number of
parameters requiring estimation, then in the first example
all the policies are identical. The second example, con-
sidered further, is intended to bring in the difference in
this issue. Consider the system with 128 servers process-
ing jobs with the total service rate equal to 1. Servers
are aggregated into 8 groups of equal size i.e. each of
the 16 servers in the group number i, 1 ≤ i ≤ 8, has the
service rate i/576. Batches arrive according to the hyper-
exponential process with SCV= 4, two phases and bal-
anced means i.e. the phase probabilities are

α1 =
1
2

1 +

√
SCV − 1
SCV + 1

 ≈ 0, 8873, α2 ≈ 0, 1127.

Thus the arrival rate is λ = (0, 8873/λ1 + 0, 1127/λ2)−1.
The values of λ1 and λ2, fixed to fit the chosen values
of the system’s load, are reported in the Tables 4 and 5.
The job size distribution is chosen to be bimodal: a job
has size either 0, 5 or 9 with probabilities of 16/17 and
1/17 respectively. Thus the mean job size is E[X] = 1
(Var[X] = 4). The assumed batch size distribution is
specified in the following table:

i 1 2 4 8
gi 0, 375 0, 125 0, 125 0, 375

The mean batch size is E[B] = 4, 125 (Var[B] ≈ 9, 86).
The offered load to the whole system is
thus ρ = λE[B]E[X]/

∑128
i=1 v(i) = 4, 125λ. In order

to determine the parameters of the RND and SG policies,
we notice that in each group the service rates are
identical; thus it is reasonable17 to use Round-Robin
routing within a group. Consequently for each of
the two policies, RND and SG, one has to estimate 7
parameters. The values of (p2, . . . , p8) for the RND
policy can be set so as to balance the load (this choice
is further denoted by RND-lb) or they can be optimized
through simulation (RND-opt, see Table 6). By analogy
there are two options for the SG policy: SG-lb and
SG-opt18. The AA policy requires a single parameter c,
which is estimated through simulation. The values of
the mean and the standard deviation of the response
time depending on the offered load ρ for the batch-wise
assignment are given in the Table 4 and for the job-wise
assignment — in the Table 5.

Compared to the first example here all the random
quantities (inter-arrival time, batch-size and job-size) are
more variable. Yet qualitatively the results are similar.
The SG-opt and AA policies always outperform (any of
the two) the RND policies. With respect to both the mean
response time and its standard deviation the AA policy is

17And such a rule is superior to random routing.
18We note that in the presented examples the parameters (d2, . . . , d8)

of the SG-opt policy were, in fact, set equal to the parameters of the
RND-opt, given in the Table 6. Thus the results under the SG policy
can be potentially improved but not affecting the conclusions made.
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Table 1: Job’s mean (and the standard deviation of the) response time in the two-server system. Batch-
wise assignment. Service rates: v(1) = 0, 326 and v(2) = 0, 674. Poisson batch-arrivals with the rate λ.
Batch size is geometrically distributed with the mean E[B] = 3. Job size distribution is exponential
with the mean E[X] = 1. The offered load is ρ = 3λ.

λ = 0, 05 λ = 0, 1 λ = 0, 18 λ = 0, 2 λ = 0, 23 λ = 0, 25 λ = 0, 32
ρ = 0, 15 ρ = 0, 30 ρ = 0, 54 ρ = 0, 60 ρ = 0, 69 ρ = 0, 75 ρ = 0, 96

RND-opt 5, 73 (5, 74) 7, 68 (7, 87) 12, 29 (12, 69) 14, 22 (14, 63) 18, 48 (18, 97) 22, 99 (23, 66) 145, 12 (145)
p1 = 0 p1 = 0, 129 p1 = 0, 254 p1 = 0, 269 p1 = 0, 288 p1 = 0, 297 p1 = 0, 322

SG-opt 5, 725 (5, 74) 7, 2 (7, 35) 10, 42 (10, 44) 11, 81 (12, 08) 14, 96 (15, 07) 18, 4 (18, 7) 112 (110)
d1 = 0 d1 = 0, 212 d1 = 0, 27 d1 = 0, 3 d1 = 0, 3 d1 = 0, 31 d1 = 0, 322

AA 5, 709 (5, 74) 6, 99 (7) 10, 35 (10, 58) 11, 81 (12, 2) 15, 08 (15, 59) 18, 5 (18, 97) 112 (118)
c = 1 c = 3, 9 c = 4, 26 c = 4, 25 c = 3, 85 c = 3, 6 c = 3, 5

Table 2: Job’s mean (and the standard deviation of the) response time in the two-server system. Job-
wise assignment. The input parameters are the same as in the Table 2.

λ = 0, 05 λ = 0, 1 λ = 0, 18 λ = 0, 2 λ = 0, 23 λ = 0, 25 λ = 0, 32
ρ = 0, 15 ρ = 0, 30 ρ = 0, 54 ρ = 0, 60 ρ = 0, 69 ρ = 0, 75 ρ = 0, 96

RND-opt 4, 64 (4, 69) 5, 64 (5, 66) 8, 59 (8, 66) 9, 89 (10) 12, 8 (13, 04) 15, 9 (16, 12) 100 (100)
p1 = 0, 25 p1 = 0, 27 p1 = 0, 3 p1 = 0, 31 p1 = 0, 315 p1 = 0, 32 p1 = 0, 322

SG-opt 4, 27 (4, 24) 5, 11 (5, 1) 7, 69 (7, 68) 8, 83 (8, 89) 11, 4 (11, 4) 14, 1 (14, 14) 88, 6 (88, 31)
d1 = 0, 25 d1 = 0, 29 d1 = 0, 31 d1 = 0, 32 d1 = 0, 315 d1 = 0, 31 d1 = 0, 322

AA 4, 17 (4, 17) 5, 05 (5, 1) 7, 66 (7, 75) 8, 79 (8, 83) 11, 4 (11, 4) 14 (14, 14) 86, 7 (86, 6)
c = 0, 75 c = 1, 2 c = 1, 25 c = 1 c = 1, 1 c = 1, 15 c = 1

Table 3: Mean (and the standard deviation of the) response time of a batch in the two-server system.
Job-wise assignment. See Table 1 for input parameters, Table 2 for values of policies’ parameters.

λ = 0, 05 λ = 0, 1 λ = 0, 18 λ = 0, 2 λ = 0, 23 λ = 0, 25 λ = 0, 32
ρ = 0, 15 ρ = 0, 30 ρ = 0, 54 ρ = 0, 60 ρ = 0, 69 ρ = 0, 75 ρ = 0, 96

RND 5, 39 (5, 1) 6, 58 (6, 24) 10, 1 (9, 53) 11, 7 (11, 13) 15, 2 (14, 49) 19 (18, 16) 120 (110)
SG 5 (4, 58) 6, 05 (5, 66) 9, 1 (8, 54) 10, 5 (9, 9) 13, 5 (12, 65) 16, 5 (15, 49) 100 (94)
AA 4, 84 (4, 69) 5, 98 (5, 75) 9, 06 (7, 75) 10, 3 (9, 85) 13, 6 (13) 16, 7 (15, 8) 100 (96)

Table 4: Job’s mean (and the standard deviation) response time in the 128-server system. Batch-wise
assignment. Batches arrive according to the two-phase hyper-exponential process with the rate λ =

(0, 8873/λ1 + 0, 1127/λ2)−1. Mean size is E[B] = 4, 125, mean job size is E[X] = 1. The offered load
is ρ = 4, 125λ. The RND-opt (and SG-opt) policy parameters values are given in the Table 6.

λ1 = 0, 0355 λ1 = 0, 0709 λ1 = 0, 1479 λ1 = 0, 2218 λ1 = 0, 3227
λ2 = 0, 0045 λ2 = 0, 0090 λ2 = 0, 0188 λ2 = 0, 0282 λ2 = 0, 0409
ρ = 0, 0825 ρ = 0, 165 ρ = 0, 34375 ρ = 0, 515625 ρ = 0, 75

RND-lb 481 (800) 488 (806) 579 (927) 792 (3873) 1620 (2450)
RND-opt 401 (583) 389 (557) 483 (600) 700 (849) 1510 (1673)

SG-lb 483 (800) 491 (806) 572 (905) 780 (1183) 1550 (2280)
SG-opt 400 (574) 390 (548) 478 (600) 686 (825) 1510 (2049)

AA 298 (361) 338 (400) 473 (575) 703 (819) 1560 (2280)
c = 14 c = 13 c = 10 c = 7 c = 6

(persistently) the best choice when ρ < 0, 5; but the SG-
opt policy does better under the heavy traffic. An impor-
tant observation from the data in the Tables 4 and 5 is that
the performance of the RND and SG policies is sensi-
tive to the choice of the parameter’s values: load balanc-
ing leads to visibly larger mean response times. But in
large heterogeneous systems searching for good values
of (p1, . . . , pN) (and especially (d1, . . . , dN)) may not be
feasible. Thus, in general, the performance achieved un-
der the RND and SG policies with load balancing is the

only one, which can be guaranteed. From this point of
view the ranking of the policies becomes independent of
the system’s load: the AA policy is uniformly the best
choice among the three policies. Moreover it does not
depend on the system’s size: for a system with parallel
single-server queues it requires estimation19 of the single
parameter.

19Yet no “rule of thumb” can be suggested for its estimation and
simulation always has to be engaged.
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Table 5: Job’s mean (and the standard deviation) response time in the 128-server system. Job-wise
assignment. See Table 4 for the input parameters, Table 6 for the policies parameters values.

λ1 = 0, 0355 λ1 = 0, 0709 λ1 = 0, 1479 λ1 = 0, 2218 λ1 = 0, 3227
λ2 = 0, 0045 λ2 = 0, 0090 λ2 = 0, 0188 λ2 = 0, 0282 λ2 = 0, 0409
ρ = 0, 0825 ρ = 0, 165 ρ = 0, 34375 ρ = 0, 515625 ρ = 0, 75

RND-lb 123 (272) 147 (302) 229 (424) 374 (640) 982 (1612)
RND-opt 111 (232) 131 (251) 209 (346) 354 (520) 912 (1183)

SG-lb 134 (332) 157 (361) 241 (500) 383 (721) 899 (1483)
SG-opt 111 (232) 130 (249) 207 (346) 351 (510) 830 (1049)

AA 97, 7 (187) 126 (228) 208 (331) 348 (510) 857 (1225)
c = 6 c = 4 c = 2, 3 c = 1, 7 c = 1, 3

Table 6: Parameters of the RND-opt (and SG-opt) policies for batch-wise and job-wise assignments for
the values of the offered load ρ considered in the Tables 5 and 6: batch-wise | job-wise.

ρ = 0, 0825 ρ = 0, 165 ρ = 0, 34375 ρ = 0, 515625 ρ = 0, 75
p2 0, 001|0, 001 0, 001|0, 001 0, 003|0, 029 0, 040|0, 018 0, 043|0, 042
p3 0, 068|0, 067 0, 025|0, 013 0, 052|0, 062 0, 063|0, 054 0, 077|0, 071
p4 0, 119|0, 127 0, 101|0, 111 0, 102|0, 106 0, 116|0, 120 0, 116|0, 122
p5 0, 159|0, 167 0, 157|0, 166 0, 157|0, 154 0, 152|0, 162 0, 145|0, 152
p6 0, 186|0, 183 0, 204|0, 207 0, 201|0, 189 0, 180|0, 187 0, 176|0, 173
p7 0, 213|0, 214 0, 233|0, 234 0, 222|0, 213 0, 212|0, 216 0, 206|0, 204
p8 0, 246|0, 239 0, 270|0, 265 0, 261|0, 247 0, 235|0, 243 0, 236|0, 233

UNRELIABLE SERVERS
Assume that servers in the queues are unreliable in the
following sense. Each server is subject to breakdowns
independently of whether it is busy of not and how long
it has been busy. A breakdown makes the queue inop-
erative for a while. Thus each queue alternates between
operative (up) and inoperative (down) periods. Once the
“down” period is over, job’s processing is resumed at
the point where it was interrupted. It is assumed that
the “up” and “down” periods constitute an alternating re-
newal process with the known CDFs U(x) and D(x) hav-
ing means E[U] and E[D].

The list of available routing policies in the presence
of breakdowns remains the same: RND, SG and AA.
For Poisson arrivals and under the batch-wise assign-
ment the arrival process to each queue with RND rout-
ing remains Poisson. And under some assumptions
on S (x), U(x) and D(x) it may be feasible to find the
N-tuple (p1, p2, . . . , pN) minimizing the mean response
time of an arbitrary job. In general, the best parame-
ters’ values can be found only through simulation. Even
though the structures20 of the SG policy (4) and of
the AA policy (Algorithm 1) do not take into account the
presence of breakdowns, numerical experiments show
that, when applied as is, both outperform the RND-opt
policy. Nevertheless, one can go further and make vari-
ous amendments in the AA policy, which make it aware
of servers’ unreliability. One of them is to indepen-
dently21 sample (for each queue) “up” and “down” pe-

20But implicitly the presence of breakdowns is taken into account
through the values of (d1, d2, . . . , dN ) and c.

21We note that if the online information about the “up” and “down”
periods is available to the dispatcher, then the sampling is not needed
and ũ(n)

i are updated only during the “up” periods of the queue n. This

riods (from U(x) and D(x)) and to update the values of
ũ(n)

i only if the queue n is in the “up” period. In order to
demonstrate the performance of this modified AA pol-
icy we again consider the first example, and addition-
ally assume that servers are unavailable for processing
10% of time. Let the time between the breakdowns (for
each server) be exponentially distributed with the mean
E[U] = 30 and the repair time be exponentially dis-
tributed with the mean E[D] = 30/9. Thus the frac-
tion of time each server is in the “up” state is equal to
E[U]/(E[U] + E[D]) = 0, 9. The whole system is sta-
ble if and only if ρ = λE[B]E[X]/(0, 9

∑2
i=1 v(i)) ≈ 3, 33λ.

The values of the mean and the standard deviation of the
mean response time depending on the offered load ρ for
the batch-wise assignment are given in the Table 7. It
can be seen that the presence of the breakdowns does
not affect the ranking of the policies. If the markovian
assumptions are dropped, according to our numerical ex-
periments, the conclusion remains unchanged.

SUMMARY

The arrival-aware policy (Algorithm 1) always leads to
better performance than the RND-opt policy. If the sys-
tem’s load is not high, then the AA policy is also better
than the SG policy (with the (close to) optimal densities).
Whenever the RND and SG policies adopt load balanc-
ing, the AA policy outperforms both of them across all
values of the system’s load. The performance improve-
ment comes for free: the AA policy (as well as the SG

makes the AA policy outperform the SG policy (and RND-opt) for all
0 < ρ < 1. The AA policy allows one also to take into account (in
Bayesian framework) the uncertainty in the information about the “up”
and “down” periods (for example, their means).
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Table 7: Job’s mean (and the standard deviation of the) response time in the system with two unreliable
servers, which are available 90% of time. Batch-wise assignment. The input parameters are the same
as in the Table 1. The offered load is ρ ≈ 3, 33λ.

λ = 0, 05 λ = 0, 1 λ = 0, 18 λ = 0, 2 λ = 0, 23 λ = 0, 25 λ = 0, 32
ρ ≈ 0, 166 ρ ≈ 0, 333 ρ ≈ 0, 6 ρ ≈ 0, 666 ρ ≈ 0, 766 ρ ≈ 0, 833 ρ ≈ 1, 066

RND-opt 7, 012 (7, 2) 9, 603 (10) 16, 71 (17) 20, 20 (21) 29, 15 (30) 40, 56 (41) —
p1 = 0, 001 p1 = 0, 157 p1 = 0, 260 p1 = 0, 276 p1 = 0, 289 p1 = 0, 305 —

SG-opt 7, 011 (7, 2) 8, 810 (9, 2) 14, 01 (14, 6) 16, 60 (17) 23, 38 (24) 32, 62 (34) —
d1 = 0, 001 d1 = 0, 25 d1 = 0, 31 d1 = 0, 315 d1 = 0, 32 d1 = 0, 325 —

AA 6, 762 (7) 8, 569 (8, 9) 14, 00 (14, 5) 16, 66 (17) 23, 53 (24) 32, 63 (34) —
c = 5, 7 c = 5, 5 c = 4, 7 c = 4, 4 c = 4, 0 c = 3, 8 —

policy) can be implemented in the dispatcher at very lim-
ited costs. In general the gain depends on the properties
of the job/batch size distribution, number of queues, ser-
vice rates: numerical experiments shows that it increases
with the decrease of variability of the involved random
quantities. Unfortunately the AA policy lacks, so far, the
theoretical support. On the other hand, it allows various
modifications (for example, accounting for servers’ un-
reliability) and, for a system with N ≥ 2 queues, requires
estimation of the single parameter (compared to the RND
and SG policy, which require N − 1 parameters). This all
taken together makes the AA policy an appealing routing
rule for batch-arrival unobservable dispatching systems.
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