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PREFACE 
The 37th edition of the ECMS conference is organized by the University of Florence, 

with a joint effort between the Departments of Information Engineering and Industrial 

Engineering.  

The University of Florence is an important and influential centre for research and higher 

training in Italy, with 1,800 lecturers and internal research staff, 1,600 technical and 

administrative staff, and over 1,600 research assistants and doctoral students. It offers 

a wide range of study programmes at various levels and in all areas of knowledge. 

Over 140 Degree courses (First and Second Cycle, corresponding to Bachelor's and 

Master's Degrees) organized in 10 Schools, with a population of about 51,000 enrolled 

students, one-fourth of which come from outside of Tuscany. There are over 9,000 

degrees awarded each year in Florence. According to the alumni data, the percentage 

of students who are in the workforce one year after their First Level degree is above 

national average. 

The Department of Industrial Engineering (DIEF) is one of the largest Departments in 

the University in terms of personnel, research activities and funding. Created in 2014 

after the global reform of Italian University as the fusion of the former Depts. of Energy 

Engineering and Mechanical Engineering. 

The Department of Information Engineering (DINFO), one of the 24 departments of the 

University of Florence, is the reference Department for ICT (Information and 

Communications Technology), where it carries out advanced research in control 

systems, computer science and engineering, electronics systems, electromagnetism, 

telecommunications, operation research, bioengineering and electrical engineering. 

Traditional and advanced researches, designs and implementations are digital signal 

processing, fixed and wireless telecommunications systems, radar, sensors and 

electronic devices, advanced software, ultrasound systems, satellite tele-

communication/localization/sensing, media content processing and interpretation, 

decision support , security and protection of information and telematics, ICT for eHealth 

systems and electrical networks efficiency. 
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Taking place from 20 to 23 June 2023, the conference will bring together modelling 

and simulation experts. This event will bring together scientists, researchers, 

engineers, and industry experts to present their research, exchange information, and 

discuss the latest trends and developments in a variety of fields, including Business 

Process Simulation and Modelling for Industrial Operations, Digital Twins for 

Manufacturing, Collaborative Models and Simulation Methods, and Simulation 

Optimization for Industrial Applications. In addition, for the first time, a special track 

dedicated to students will be held on modelling, simulation, and visualization. With over 

100 researchers expected to attend, more than 75 papers from 20 countries will be 

presented in 10 tracks. 

 

A special thanks goes to the plenary speakers of the conference, Prof.dr.ir. Wil van der 

Aalst and Prof. Christine S.M. Currie, that will open respectively the first and the second 

day of the conference. 

Prof.dr.ir. Wil van der Aalst with the speech “Towards More Realistic Simulation Models 

Using Object-Centric Process Mining” and 

Professor Christine S.M. Currie with the speech “Making Decisions with Simulation”. 

Prof.dr.ir. Wil van der Aalst is a full professor at RWTH Aachen University, leading the 

Process and Data Science (PADS) group. Wil van der Aalst has published over 900 

articles and books and is typically considered to be in the top-15 of most cited computer 

scientists with an H-index of 170 and more than 130.000 citations. 

Professor Christine S.M. Currie is Professor of Operational Research at University of 

Southampton, United Kingdom and Editor-In-Chief of the Journal of Simulation. 

 

We also wish to thank for their always precious work: Martina-Maria Seidel, who runs 

the ECMS office, Mauro Iacono, President of ECMS, all board members, all track 

chairs and referees. Special thanks goes also to PhD students and research fellows of 

the University of Florence that dedicated their time for local organization matters. 

 

Wishing all the best for ECMS, 

Romeo Bandinelli, Enrico Vicario, Virginia Fani, Michele Mastroianni 

Florence, Italy, May 2023  
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ABSTRACT

Discrete-event simulation has been around for over half a
century with applications in production, healthcare, logistics,
transportation, etc. However, it is still challenging to create a
reliable simulation model that mimics the actual process well
and allows for “what-if” questions. Process mining allows
for the automated discovery of stochastic process models
using event data extracted from information systems. This
technology is one of the key enablers for creating digital
shadows and digital twins of operational processes. However,
traditional process mining focuses on individual cases (e.g.,
an order, a patient, or a train) with events just referring to a
single object (the case). Therefore, the discipline is moving
to Object-Centric Process Mining (OCPM), where events can
refer to any number of objects. Based on research on OCPM
and the prototypes developed, now also commercial software
vendors are embracing OCPM, as illustrated by Celonis Pro-
cess Sphere, which allows for the discovery and analysis of
object-centric process models. We believe that OCPM will
help to create much more realistic simulation models. Whereas
process discovery is backward-looking, with object-centric
simulation models, we can also support forward-looking forms
of process mining. Although such techniques still need to be
developed, they provide a unique opportunity to create more
realistic digital twins of organizations and their processes.

INTRODUCTION

Discrete-Event Simulation (DES) is a standard tool in the
toolbox of anyone trying to improve operational processes
[3], [15], [31], [32]. Although DES software has been around
for a long time and is part of the standard curriculum of
industrial engineers, its application in practical settings is
limited. The reason is that it is time-consuming to create
simulation models and it is very difficult to create simulation
models that are close to reality, especially when humans are
involved. Process mining techniques allow for the automatic

generation of simulation models based on event data [2]. How-
ever, traditional process-mining techniques adopt a single-case
notion and do not support process models involving different
types of objects, and events involving multiple objects. As a
result, also these models have problems automatically creating
simulation models that correspond to reality. Therefore, we
advocate the use of object-centric process mining [4], [8], [10]
which overcomes some of the limitations of traditional process
mining.

We will use the term simulation to refer to DES (excluding
approaches such as System Dynamics [26], [41]). In the 1960-
ties, the first mainstream simulation tools emerged with SIM-
ULA (SIMulation LAnguage) as a notable example [24]. Other
early examples of simulation tools include GPSS, SLAM,
and SIMAN. Today, there are many mature simulation tools
available, e.g., AnyLogic, Simul8, and Arena. Most of the
recent examples provide a graphical user interface to drag-and-
drop simulation components such as create, queue, machine,
conveyor, etc. However, these parameterized components are
often tool or application specific. Petri-net-based tools such
as CPN Tools are less ad-hoc, starting from generic concepts
[28]. Colored Petri Nets (CPNs) are an extension of classical
Petri nets [25], [34] where tokens can have arbitrarily complex
values and are timed. Tokens may get a delay sampled from
probability distributions and also transitions may take time.
This way it is possible to model and simulate arbitrarily
complex discrete-event systems [15]. However, in all of the
above cases, it tends to be time-consuming to create simulation
models and it is extremely hard to produce models that behave
just like the processes and systems observed in reality. For
example, the speed of people may depend on their workload
(cf. the Yerkes-Dodson Law of Arousal) [35] and people may
be involved in multiple processes [1], [14].

Next to mainstream DES approaches, there are also simu-
lation approaches that use a higher-abstraction level. A well-
know example is the System Dynamics (SD) approach [26],
[41] which deliberately ignores the details of a system, such
as the properties and behaviors of people, products, or events.
The higher abstraction level makes SD suitable for long-term,
strategic modeling and simulation. These approaches do not
model and simulate individual events stored in information
systems. Instead, SD considers quantities, rates, etc. For exam-
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ple, instead of simulating events related to individual customer
orders (place order, send invoice, ship, receive payment, etc.)
SD simulates aggregated variables related to, for example,
the number of new orders placed, the number of orders in
the pipeline, the number of resources, etc. Hence, there is
a gap between the steps in the simulation model and the
actual recorded events that happen in reality. Therefore, we
created techniques to automatically convert event data into
SD models [38], [36], [37]. These provide an interesting
alternative compared to mainstream DES-based approaches.
However, the relation between the simulated steps in the SD
models and the actual events in the operational processes
remains indirect. Therefore, we focus on simulation at the level
of events in operational processes (as is common in DES).

In the remainder of this keynote paper, we focus on (1)
the interplay between process mining and simulation, (2)
object-centric process mining, which allows us to discover
models that are not limited to a single-case notion, (3) the
challenges related to automatically creating object-centric
simulation models, and (4) the relation between object-centric
simulation models and digital twins [5], [7], [13], [17], [30].
The goal is to relate the different topics and introduce novel,
innovative process mining techniques for an audience familiar
with simulation.

ON THE INTERPLAY BETWEEN PROCESS
MINING AND SIMULATION

Figure 1 puts process mining and simulation in the broader
perspective of process science and data science.

simulation

data science process science

process mining

Fig. 1. Relationships between the different disciplines.

Process Mining can be viewed as the bridge between
process science and data science. In [2] process science was
defined as “the broader discipline that combines knowledge
from information technology and knowledge from manage-
ment sciences to improve and run operational processes”.
In [21] it was defined as “the interdisciplinary study of
continuous change. By process, we mean a coherent series of
changes that unfold over time and occur at multiple levels.”
The ultimate goal of process science is to improve processes.
In [2] data science was defined as “an interdisciplinary field
aiming to turn data into real value. Data may be structured
or unstructured, big or small, static or streaming. Value may
be provided in the form of predictions, automated decisions,
models learned from data, or any type of data visualization
delivering insights. Data science includes data extraction, data
preparation, data exploration, data transformation, storage and
retrieval, computing infrastructures, various types of mining
and learning, presentation of explanations and predictions,

and the exploitation of results taking into account ethical,
social, legal, and business aspects.” Whereas process science
tends to start from models, e.g., a Business Process Model
and Notation (BPMN) model, data science starts from data
instead of models. Due to the many breakthroughs in Machine
Learning (ML) in recent years, data science techniques are in
focus. However, for process-related topics, modeling still plays
a major role.

Process mining starts from event data extracted from in-
formation systems [12]. In the traditional setting, each event
refers to a case, an activity and a timestamp. In process mining
terminology, the case is a unique identifier assigned to a
specific instance of a process. It is based on the notion of
a single object type involved in a business process (e.g. sales
order item, delivery, etc.) and it groups all events associated
with a case to reconstruct a particular process instance for
analysis. For example, to create an event log, one needs to
decide on which object type to use for grouping events. Once
the case notion is fixed is defined, events can be grouped
per case. Should an event refer to multiple cases, it needs
to be replicated. Based on the grouping, each case refers to
sequence of activities executed for that case. The ordering is
based on the timestamps of the corresponding events. There
may be many other case and event attributes. However, case,
activity and timestamp are the mandatory event attributes used
for discovering the backbone of process models. This means
that any event log can be abstracted into a multiset of traces
where each trace is a sequence of activities corresponding to
a case. Since different cases may have the same sequence of
activities, we need to use multisets.

ED

(2)
check

(1)
discover

(3a)
predict

process 
mining

(0)
extract

(4)
act

Where are our 
execution gaps?

How to create full 
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simulate

What if?

How to address 
this problem?

Fig. 2. Overview of the different process mining tasks and the relation to the
actual processes and systems.

Figure 2 shows an overview of the main process mining
tasks.

• Extract (0): Process mining starts with the extraction
of event data (ED in Figure 2). This is often a time
consuming and iterative process and specific for the
selected case notion. There are often multiple systems
from different vendors involved (e.g., ERP, CRM and
SCM systems), and even within the system of a single
vendor, you may find dozens or thousands of different
tables.

• Discover (1): Based on the event data, one can discover
process models (PM in Figure 2). There are many mature
process discovery techniques supporting this step [2],
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[6], [18], [33], [42], [19]. These may produce Directly-
Follows Graphs (DFG) or models that allow for concur-
rency, e.g., Petri nets, process trees, BPMN, and UML
activity diagrams. The discovered process models show
what is really going on, thus providing transparency.

• Check (2): For this task we use as input, event data and
process models. Discovered process models can be mod-
ified from “as is” models into “to be” models. It is also
possible to model the expected or normative model from
scratch. Event data are replayed on these models. This
reveals all discrepancies between data and model [2], [9],
[23]. Moreover, process models can be further annotated
with frequency and time information. By replaying reality
on process models and annotating these, it is possible
to identify compliance and performance problems. These
are often referred to as “execution gaps” and can be
visualized to reveal problems.

• Predict (3a): The tasks just described are backward-
looking. This is valuable because it exposes opportunities
for improvement. However, to realize these opportuni-
ties, we need forward-looking forms of process mining.
One possibility is to use machine-learning techniques
to predict performance or compliance problems. The
so-called situation tables play an essential role in this
and provide the interface between process mining and
machine learning. A situation table is a two-dimensional
table. Each row is an instance. Each column is a feature
(also called attribute or variable). There may be a split
into a target feature and other features if one wants to use
supervised learning. However, situation tables are also
used for unsupervised learning (e.g., clustering resources
or cases). An instance (i.e., row) could be a case, and the
target feature could be overall flow time. Other features
could be the resources that worked on the case, the
number of deviations, and the total number of cases in the
pipeline. An event-based situation table could be used to
predict a choice in the process (e.g., a decision to accept
or reject). Each time a particular choice needs to be made,
a new instance is created, just like for decision-point
analysis. A resource-based situation table could show
how often resources perform activities and use this to
cluster resources and find typical roles. These examples
show that process mining enables machine learning.

• Simulate(3b): Simulation provides another form of
forward-looking analysis allowing for “What if?” analy-
sis. In the context of Figure 2, we limit ourselves to sim-
ulation models generated by backward-looking process-
mining techniques. This requires that, next to control-
flow aspects, also organizational, case, and time aspects
are added to the discovered control-flow model using
attributes from the event log. This is far from trivial. The
goal is to first create a simulation model that generates
simulation logs close to the event logs of the real process.
After this, one can answer “What if?” by changing parts
of the model. If it is impossible to mimic the existing
processes, then one cannot use simulation to evaluate
alternatives.

• Act (4): The ultimate goal of process mining is to

improve operational processes. All of the mentioned anal-
ysis techniques may provide diagnostics to take action.
Ideally, the feedback loop is automated. For example,
for known execution gaps so-called action flows are
generated that directly intervene in the running processes
(e.g., blocking suppliers, adding resources, rejecting new
cases, or triggering stakeholders). Both automatic and
human interventions are possible.
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Fig. 3. Overview zooming in on the role of simulation in process mining. Both
real events logs and artificial event logs produced in a simulation study can
be analyzed in the same way. This provides a unified view. Also simulation
models can be discovered automatically using process mining techniques.
Finally, the tight coupling between events and the model allows for short-
term simulation.

Traditional process mining tools and approaches focus on
process discovery and conformance checking, i.e., backward-
looking techniques. Hence, it is very natural to combine pro-
cess mining and simulation [1], [3]. There are four connections
that provide synergistic effects (cf. Figure 3).

• Generating synthetic event logs: In process mining
research, simulation models are often generated to create
event logs with a know ground truth. In this way simu-
lation is often used to train and evaluate process mining
approaches.

• Generating simulation models: It is possible to auto-
matically learn simulation models using process mining.
Several process mining tools have been extended with
capabilities to do so [22], [27], [39]. ProM 5 already sup-
ported the discovery of simulation models with control-
flow, data, resources, and time in 2008 [39]. Today, also
commercial tools like Celonis provide means to discover
simulation models from event data.

• Unified views: Simulation logs can be analyzed using
process mining as if they are normal event logs. This
helps to diagnose simulation results. Most simulation
tools focus on aggregate statics and do not provide
detailed views like for example dotted charts, process
patterns, and alignments. Moreover, it is very powerful to
unify event logs and simulation logs. Being able to view
the real process and the simulated process through the
same lens is very advantageous. One can, for example,
use comparative process mining [11] and directly com-
pare the “as is” process with one of the possible “to be”
processes. Because of such a unification, the difference
between interpreting simulated behavior and real behavior
is fading. The opens up new perspectives.
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• Short-term simulation: If it is possible to continuously
extract event data from information systems, then it
is also possible to reconstruct the current state of the
process at any point in time. This means that short-
term simulation comes into reach. The key idea of short-
term simulation is to start all simulation runs from the
current state (which is known precisely) and focus on
the transient short-term behavior [3], [40]. For transient
analysis, the focus is on the initial part of future behavior,
i.e., starting from the initial state, the “near future” is
explored. While for steady-state analysis the initial state
is irrelevant and the simulation can be started without any
cases in progress, this type of simulation relies on state
information and a tight coupling between the real event
data and the simulation model. In [40], we demonstrated
that this is possible using a process mining tool (ProM)
and a workflow management system (YAWL). The result
is a “fast forward button” to explore the future of a
process [3].

The above shows shows that many interesting crossovers
between process mining and simulation are possible. However,
this stand or falls with the ability of models adequately
capturing reality. This is where object-centricity comes in.

OBJECT-CENTRIC PROCESS MINING

Combining process mining and simulation provides power-
ful new analysis approaches using a mix of backward-looking
and forward-looking techniques. Normally, process mining
does not allow for “What if?” questions. However, simulation
only makes sense if the simulation model indeed adequately
describes reality. Anyone that has applied simulation in real-
life settings knows this is extremely difficult. One of the
reasons is that processes simulated in isolation often depend
on other processes (e.g., because resources are shared). A full-
time employee spending only 10% of her time on a particular
process may still cause bottlenecks in this process due to
external factors [1]. When using traditional process mining
to discover simulation models, one needs to pick a particular
case notion. Traditional process mining only allows you to
view a process from the perspective of a single object (e.g.,
sales order or invoice), rather than the relationship between
all objects involved. The focus is on a single object, and the
model describes the lifecycle of one instance of that object,
“a case”, in isolation. Picking a case identifier corresponds to
projecting reality onto a single object type for analysis (e.g.,
orders, customers, items, suppliers, deliveries, etc.). Object-
Centric Process Mining (OCPM) aims to address this problem
by extending the notion of an event to overcome some of the
limitations of traditional process mining [4], [8], [10]. The
core idea is that an event can refer to any number of objects
and there is no longer the need to pick a case notion.

Object-Centric Event Data (OCED) connect events and
objects. Each object has precisely one object type, but many
objects may have the same type. Example object types are
product, container, patient, customer, supplier, machine, order,
treatment, claim, payment, complaint, request, etc. Objects are
instances of these types. For example, a particular container

or a particular supplier. Each event has an event type, also
called activity. Many events can have the same type, but each
event has precisely one type. Often the terms event type and
activity are used interchangeably. Example event types are
load container, make decision, record payment, store item,
etc. Events are instances of these types. We assume that
events are atomic. Therefore, each event has precisely one
timestamp. An event may refer to any number of objects. There
is a qualified many-to-many relationship between events and
objects. In traditional process mining, there would be just one
object type case and each event would refer to precisely one
object of that type (i.e., a case). The so-called Event-to-Object
(E2O) relations generalize this to a qualified many-to-many
relationship. Objects can be related using Object-to-Object
(O2O) relationships. O2O relations are static and the E2O
relations are dynamic. Both objects and events can have any
number of attributes with corresponding values. For objects,
these values may change over time.

After explaining OCED it is easier to explain the chal-
lenges of traditional process model using a single-case notion.
Assume that we take OCED as input and try to apply a
traditional process mining tool. Because we need to pick one
case identifier for each event (rather than any number of
objects), we need to transform the data using the followings
steps:

• Pick an object type to serve as the case notion.
• Remove all objects of a different type. The remaining

objects are called cases.
• Only keep object attribute values corresponding to these

cases, and, if there are multiple case attribute values for
a case and case attribute combination, then keep only the
last one.

• Remove all events that do not have an O2E relation to
at least one case. The remaining events refer to one or
more cases.

• If an event refers to multiple cases, then replicate the
event once for each case. By replicating events, we can
relate each event to a single case.

The resulting event data are called flattened event data and
can be loaded into any process mining tool. Obviously, events
in the original event log that have no corresponding events
in the flattened event log disappear from the input data. This
is called deficiency. More interesting are the convergence and
divergence problems. Events referring to multiple objects of
the selected type are replicated, possibly leading to unin-
tentional duplication. The replication of events can lead to
misleading diagnostics and is called convergence. There may
also be multiple events that refer to the same case and activity
differing with respect to one of the not selected object types.
These events are referring to different objects of a type not
selected as the case notion and thus become indistinguishable
looking only at the case and activity (i.e., event type). This is
the divergence problem. Next to the problem of concurrency,
this is one of the reasons why discovered process models
(especially DFGs) are often Spaghetti-like.

Fortunately, it is possible to modify many existing case
process mining techniques to handle OCED [4], [8], [10]. How
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these techniques work precisely is out of the scope of this
paper. Instead, we refer to [10]. The general idea is to use
the flattened event data to create intermediate process models
and then merge and correct them to make sure that the right
frequencies and times are shown.

There are over 40 process mining vendors, see for example
the listing on www.processmining.org. Process mining tools
form a new category of software, as is reflected by the corre-
sponding Gartner Magic Quadrant [29]. All tools support the
discovery of Directly-Follows Graphs (DFGs) with frequencies
and times, and most of them (but not all) support some form
of conformance checking and BPMN visualization. However,
very few support Object-Centric Process Mining (OCPM).
Celonis was the first commercial vendor fully supporting
OCPM with the release of Process Sphere in 2022 [8]. Before,
there were several non-commercial open-source tools sup-
porting object-centricity, e.g., the “OCELStandard” package
in ProM (promtools.org), the OC-PM tool (ocpm.info) [20],
and Object-Centric Process Insights (ocpi.ai) [16]. A detailed
explanation of these tools and the algorithms used is outside
the scope of this paper. However, we show a few screenshots
of Celonis Process Sphere while analyzing a data set with six
object types and 16 activities (event types). Figures 4, 5, and
6 provide an impression of the advantages of using multiple
objects.

Fig. 4. Screenshot of Celonis Process Sphere while analyzing the process of
handling applications. The different colors refer to different object types.

In this small data set there are 288 applicants, 916 applica-
tions, 135 offers, 140 vacancies, 20 recruiters, and 6 managers.
Figure 5 shows that applications, offers and vacancies are
selected. It is possible to select any combination of object
types and event types. This means that it is possible to view
the process from any angle. It is also possible to select
objects having specific properties, e.g., rejected applications
or vacancies that could not be filled.

Figure 6 shows an analysis of the flow time. It is possible
to select any pair of activities and an object type, and then
analyze how many objects moved from the first to the second
activity and how long this took. In the selected view, we
analyze the flow time from activity “Submit Application” to
activity “Make Job Offer” with respect to object type “appli-
cations”. Process Sphere shows that of the 916 applications,
135 got an offer, and the average time was 35 days.

Fig. 5. It is possible to select both object types and activities (event types).
This defines the scope of analysis.

Fig. 6. It is possible to select any pair of activities and an object type, and
perform a detailed analysis of the flow of objects between these two activities.

Note that one applicant may apply for many vacancies, for
one vacancy there may be many applications, for one vacancy
there may be multiple offers in case applicants decline, etc.
Also one can view the process from the viewpoint of the
applicants, applications, offers, vacancies, recruiters, and man-
agers. Depending on the selected view, the process may look
completely different. Using OCPM, one can view the process
from multiple angles without distortions [4], [8], [10].

OBJECT-CENTRIC SIMULATION MODELS
Traditional process mining can be used to automatically

generate simulation models. However, (1) extraction is time
consuming and needs to be repeated when new questions
emerge, (2) interactions between objects are not captured and
objects are analyzed in isolation, and (3) a three-dimensional
reality with multiple object types needs to be squeezed into
two-dimensional event logs and models focusing on individual
cases [4], [8], [10]. OCPM addresses these problems. For
example, event data are extracted only once and interactions
between objects are captured and analyzed. Hence, traditional
2D process mining is like taking an X-ray, and OCPM is
like taking an MRI creating a three-dimensional image that
can be viewed from any angle. However, thus far, there
are no techniques to automatically discover object-centric
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simulation models. This is an important direction of future
research because faithful simulation models need to be based
on data and cover multiple objects. Many performance-related
problems involve multiple types of objects. Note that resources
like people and machines are also objects and this is typically
covered well in existing simulation tools. However, these tools
also tend to focus on one type of cases competing for shared
resources and the object-centricity in OCPM goes far beyond
this. Consider, for example, an organization that has procure-
ment problems leading to smaller batch sizes in production.
The smaller batch sizes lead to multiple shipments for a single
sales order. Imagine a customer that orders 50 items. Instead of
receiving all 50 items in one shipment, the 50 items end up in
three separate shipments leading to extra costs and emissions.
However, the root cause of the problem is not in transportation
or production. Using OCPM, one can see the ripple effect
of procurement problems leading to higher shipping costs.
Actually, there is untapped improvement potential in most
situations where objects (orders, items, suppliers, machines,
customers, shipments, etc.) depend on each other. Obviously,
simulation models need to incorporate these dependencies to
describe reality faithfully.

Fig. 7. A CPN Tools simulation model for the process involving applicants,
applications, offers, vacancies, recruiters, and managers.

To understand the challenge of creating object-centric simu-
lation models, let us take a look at two existing process-model
notations.

We start with Colored Petri Nets (CPNs) as a process-model
notation [15], [28]. Figure 7 shows a screenshot of CPN Tools
(cpntools.org). The CPN models the hiring process involving
six types of objects (applicants, applications, offers, vacancies,
recruiters, and managers) mentioned before. The figure is not
intended to be readable, but it gives an impression of CPN
Tools. In a CPN, places are typed (called color sets). One
can have any number of types. Tokens in a place should have
a value (i.e., color) of the corresponding type. CPNs can be
hierarchical and timed. Transitions can have guards and arcs
have inscriptions. An arc inscription evaluates to a multiset
of token values or a single value. These inscriptions are
related through shared free variables. This is used to determine
whether a transition is enabled and what tokens should be
consumed and produced. This way, one can describe arbitrary
complex systems. Process mining tools like ProM can generate
CPNs based on event data [39]. However, the class of CPNs
generated is very restricted using a single-case notion. There
is no tool or approach to generate arbitrary CPNs from event
data. This is also impossible, because CPNs are as powerful
as a programming language. It is simply infeasible to discover

an arbitrary CPN from an (object-centric) event log. Instead,
one needs to use a restricted representational bias to be able
to discover CPNs, i.e., the search space needs to be limited to
a subclass of CPNs.

The second process-model notation is more restricted and
tailored toward process discovery. Object-Centric Petri Nets
(OCPNs), as defined in [10], extend labeled Petri nets with
place typing and variable arcs. Places types correspond to the
object types in OCED and tokens correspond to objects in
OCED. Transition labels in the OCPN correspond to the event
types (i.e., activities) in OCED and transition occurrences
correspond to events in OCED. Variable arcs are used to
specify that multiple objects of the same type can be involved
in a transition occurrence. Arcs can also be equipped with
cardinality expressions (e.g., at least one or at most one
object of the given type). Note that the behavior of an
OCPN is deliberately “underspecified” to allow for process
discovery and conformance checking. There are only typing
and cardinality constraints. Hence, objects of different types
are unrelated from the OCPN point of view. Of course, they are
related in the data. In OCED, objects are related through O2O
relations and pairs of O2E relations (i.e., two objects involved
in the same event). As a result, the discovered OCPNs allow
for too much behavior, i.e., they are underfitting. Therefore,
it is impossible to directly simulate OCPNs without further
bounding behavior.

In the traditional setting, it is often easy to model the
arrival process of new cases. One can, for example, assume
that interarrival times are sampled from a negative-exponential
distribution (i.e., a Poisson process) and that the parameter λ
depends on the time of the day. For object-centric simulation
models this is much more difficult because there are different
types of objects and these are related. How they are related
also influences the dynamic behavior. Consider for example
orders consisting of multiple items. For the arrival process of
new objects one cannot randomly create orders and objects in-
dependent of one another. Also the dynamic behavior depends
on this. The Petri net needs to know non-local dependencies
and these need to be learned from the example data. More
research is needed to solve this satisfactorily. Thus far only
heuristics have been developed.

ENABLING DIGITAL TWINS

The notion of a digital twin has been around for quite
a while. Originally, the term was used for a virtual model
designed to accurately reflect a physical object (e.g., an engine
or wing). However, since Gartner introduced the term “Digital
Twin of an Organization” (DTO), it is also used for digital
models of organizations and their processes [30]. Obviously,
object-centric simulation models can be seen as digital twins.

The author prefers to distinguish between a digital model, a
digital shadow, and a digital twin as illustrated using Figure 8
[5], [13]. A digital model is a reflection of reality that is
created manually and functions in an offline manner, i.e.,
the model does not change when reality changes. A digital
shadow goes one step further. The model is now automatically
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Fig. 8. The difference between a digital model, a digital shadow, and a digital
twin. The solid arcs are realized using hardware and software in a real-time
setting. The dashed arcs are translations done by humans offline.

derived and changes when reality changes. The digital shadow
can also be used to reason about reality and answer what-if
questions (e.g., using simulation). Although the digital shadow
is based on data tapped from reality, there is no automated
real-time feedback loop [13]. A digital twin also includes an
automated real-time feedback loop. Results produced by the
digital twin may directly impact reality. For example, when the
simulation model predicts a delay, the production process is
reconfigured automatically. Currently, digital twins only exist
in very specific settings and the term is often misused when
referring to a digital model. Most process mining applications
result in digital shadows instead of digital twins. Therefore,
we advocate the use of Hybrid Intelligence (HI), combining
human intelligence (flexible, creative, emphatic, instinctive,
and commonsensical) and machine intelligence (fast, efficient,
cheap, scalable, and consistent) [13].

Object-Centric Process Mining (OCPM) is an important
enabler in improving the quality of digital shadows and object-
centric simulation models could help to lift these digital
shadows to digital twins [5], [7].

The development toward digital twins for organizations
and their processes will be a gradual development that can
be compared to the development of autonomous driving. In
[7], the author defined “Six Levels of Autonomous Process
Execution Management” inspired by the six levels defined by
the Society of Automotive Engineers (SAE). SAE identified
levels ranging from no driving automation (Level 0) to full
driving automation (Level 5). In 2022, Mercedes-Benz was
the world’s first automaker to obtain international approval
for a car operating at Level 3. This is still under very specific
conditions: during daytime, on highways, and at speeds below
60 kilometers per hour. This shows the gradual development
of the field. Table I shows the SAE levels side-by-side with
the six levels of autonomous process execution management
defined in [7]. In the table, the term Process Execution
Management System (PEMS) is used as an umbrella term for
different capabilities to support processes. Obviously, these
levels are related to the notions of digital shadows and digital
twins.

Table I and Figure 8 are very high-level and visionary.
However, it is clear that such visions can only be realized using
data-driven techniques that consider multiple object types and
their dependencies. Therefore, object-centric process mining

will need to play a key role.

CONCLUSION
This paper discussed the relationship between simulation

and process mining. It is vital to extend process mining
with forward-looking techniques like simulation. However, this
requires more realistic process models. Process mining and
most business process modeling notation focus on one object
type and describe the handling of cases in isolation. Object-
centric process mining will help to create process models
incorporating multiple objects of different types and their inter-
actions. Most performance problems involve multiple objects
that live at intersections of organizational units. Therefore,
we need object-centric simulation models to answer “What
if?” questions in these more complex settings. Simulation
languages like CPN Tools allow for the modeling of such
processes. However, these and other simulation models still
need to be created by hand. This is time-consuming and error-
prone. Therefore, we need more systematic ways to create
object-centric simulation models from event data.
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to dashboards, reporting, key performance indicators, hard-coded workflows, and manually 

created simulations to conduct what-if analysis.

Level 1
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or adaptive cruise control.
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problems. Features include process discovery and conformance checking. The PEMS may create 

alerts. However, humans need to interpret the diagnostics and, if needed, select appropriate 

actions.

Level 2

A human is driving, but the car provides steering 

and brake/ acceleration support. The difference 

with Level 1 is the combination of systems.
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problems. Moreover, the PEMS is able to recommend actions in case of detected known 

performance and compliance problems (execution gaps) and support the user in triggering 

corresponding actions. These actions may be automated, but in-the-end a human decides.
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appropriate actions. In principle, all management and orchestration decisions are made by the 
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the help of humans in case of diverging or unexpected behaviors.

Level 5
The car can drive itself under all circumstances 

(comparable to a human driver).

The PEMS functions fully autonomous also under diverging or unexpected circumstances.
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Abstract 
Simulation models enable experimentation with different system settings and designs. 
This can be done much more quickly and cheaply than experimenting in real-life, and 
experimentation and optimisation of simulation models has been common practice for 
several decades. What has changed in recent years is the increased prominence of 
the idea of a digital twin. While the term digital twin has a variety of definitions 
dependent on the research area, within our community it gives the promise of using 
simulation for operational decision-making, returning recommendations within 
minutes. This leads into the idea of symbiotic simulation. 

The term symbiotic simulation was first coined by Fujimoto et al. (2002) but Aydt et al. 
(2009) give a very useful definition: “a paradigm in which a simulation system and a 
physical system are closely associated with each other”. Typically, in a symbiotic 
simulation system, the simulation model is updated in real-time with data from the 
physical system and used to carry out an exploration of different possible system 
configurations. This gives the decision-maker information on the likely outcomes, 
allowing them to choose the best option. 

We will use two examples, from manufacturing and healthcare, to describe advances 
in the use of simulation for real-time decision-making using symbiotic simulation. The 
manufacturing example draws on a collaboration with an engine manufacturer who 
were looking to optimise the repair processes on their production line; essentially their 
problem is one of determining the repair order of machines when more than one is 
broken simultaneously. The simulation model of the production line is relatively 
complex and, as a result, takes some time to run. As decisions are needed within 
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minutes, this limits the number of simulations that can be run. We use a multi-fidelity 
simulation optimisation procedure, described in Cao et al. (2021) to find a good repair 
strategy quickly. 

In the second example, which models a hospital emergency department (ED), we 
discuss how new data can be used to update a simulation model, including the use of 
process mining for determining the flow of patients through the ED and hence the logic 
of the simulation model. These ideas also contribute to the literature on the building of 
generalised simulation models (e.g. see Boyle et al. 2022). Our aim is to provide a 
decision-support tool for allocating staff to particular areas of the ED, going beyond 
previous work by Hoot et al. (2007) who use a discrete event simulation model for 
forecasting crowding in an ED. 

These two examples will help to highlight open research questions in real-time decision 
making via simulation. 
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ABSTRACT 

When, some decades ago now, discrete-event process 

simulation first expanded from academic research into 

the commercial arena, its first and very enthusiastic users 

were manufacturing enterprises.  From there, simulation 

has deservedly expanded into other realms:  Health care, 

warehousing, supply chain and transshipment 

improvement, public transport (improvements to 

airports, highway networks, and railroad operations), and 

service industries. 

We provide here an example of simulation applied to a 

service industry – the detailing of privately owned 

vehicles.  Such detailing, properly and thoroughly done, 

can make a vehicle “like new” – shining headlights, 

restored upholstery, “squeaky clean” inside and out, and 

all surfaces vigorously polished.  In the simulation 

analysis examined in this paper, a recently established 

(2021) auto detailing service in the United Arab 

Emirates, experienced significant increase in customer 

demand.  The entrepreneur, having established an 

excellent reputation for service quality, sought the most 

cost-effective ways to accommodate the increased 

demand with no degradation of (indeed, even 

improvement to) its service:  Short waiting times and 

“delivery when promised.” 

INTRODUCTION 

Decades ago now, when discrete-event process 

simulation first vigorously expanded from academia to 

business usage, the first and very enthusiastic users of 

simulation were manufacturing companies; they soon 

achieved reduced inventory costs, greater reliability of 

delivery, lower operational costs, and increased bottom-

line profits by applying the recommendations of 

simulation analyses.  Subsequently, simulation usage has 

expanded to, and achieved similar benefits in, health care 

operations such as clinics, hospitals, and emergency 

departments, as exemplified by (Comas, Cleophon, and 

Büsing 2021); warehousing operations; supply chain and 

transshipment enterprises (for example, (Compagno, De 

Filippo, and Marchese 1997) improves a collection 

system for fresh oranges); transportation networks such 

as railroads, airports, and highway systems (for example, 

(Diaz, Vásquez, and Wainer 2001) discusses vehicle 

routing in heavy urban traffic); and service industries 

such as retail stores and service enterprises.  Further 

illustrating the broad applicability of discrete-event 

process simulation beyond manufacturing, (Farahmand 

and Martinez 1996) applies simulation to detailed 

analysis of a fast-food restaurant, whereas (Legato, 

Malizia, and Mazza 2016) uses simulation to measure 

and improve the purchasing process in a public 

university, and (Fani et al 2022) successfully applied 

simulation to the design of business processes associated 

with the rental of fashionable accouterments of attire 

(e.g., clothes, shoes, handbags). 

In this paper, we document the use of simulation analysis 

to improve the operation and customer service metrics of 

a vehicle-detailing shop.  The remainder of this paper is 

organized as follows:  The next section presents an 

overview of the operation of the vehicle-detailing 

operation from the viewpoints of both managers and 

customers.  Next, we describe the data required by the 

model and indicate how those data were obtained, or 

estimated when necessary.  Next, we document the 

processes of building, verifying, and validating the 

simulation model.  Subsequently, we describe the results 

provided by the model and our analysis of them, leading 

to recommendations provided to the business 

entrepreneur.  Then we summarize the achievements of 

this project and describe the directions future work might 

well undertake. 

OVERVIEW OF DETAILING SERVICES AND 

OPERATIONS 

The client company in the simulation study is an auto-

detailing business based in the United Arab Emirates and 

founded by a single entrepreneur, less than one year old 

at the time of the study and rapidly gaining customers.  

This business niche is one of many revolving around 

aftermarket products and services for automobiles 

(Horowitz and Shilling 1989).  Furthermore, it can well 
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be, metaphorically, a fruitful acorn from which an oak of 

profitable business grows (Eberbach 2022).  The 

company provides a full slate of auto-detailing services 

to restore “showroom shine”:  Washing and polishing the 

vehicle both inside and out (e.g., no trace left of pet hair 

or food crumbs between the seats or under the floor 

mats), restoring the original transparency of windshield 

[windscreen], rear window, and side windows which 

have gradually acquired a film reducing vision, polishing 

the lenses of the headlamps and taillamps, which 

likewise have gradually acquired a film reducing their 

brightness and clarity, restoring all leather surfaces to 

their original cleanliness and suppleness, applying a 

ceramic coating to the vehicle exterior to enhance its 

appearance and form a highly protective coating, and 

thus making the vehicle “newer than new” – in the words 

of the proprietor, “I want the customer to be excited to 

drive the vehicle away.”  Indeed, from the viewpoint of 

some customers (those planning a private sale of their 

vehicle), the cost of this service is less than the increase 

in price the vehicle can command in such a sale. 

 

This business is open six days a week, Monday-Saturday 

inclusive, from nine AM to seven PM.  There are two 

workers in addition to the proprietor.  A lunch break is 

scheduled for them from two PM to four PM; one 

employee takes lunch from two PM to three PM, and the 

other takes lunch between three PM and four PM. 

 

The seemingly inconspicuous and humble, yet vital, 

constraint facing the entrepreneur is the supply of 

cleaning cloths available to the employees throughout 

the day.  “Equipment full of dirt can’t clean!”  Every 

cloth applied to a customer’s vehicle must be freshly 

washed – immaculately clean – when used.  A batch of 

these cloths contains, by definition, 25 cloths.  The 

business uses one batch on most days; two batches on a 

busy day (and these “busy days” are becoming more 

frequent).  A third “backup” batch of cloths, as a matter 

of policy, is available on a contingency basis.  Current 

policy is that one employee devotes 55 minutes, at the 

end of each business day (i.e., from 7PM when the door 

closes to new customers, to 8PM), to hand-launder the 

cloths used that day.  During the same “post-closing” 

hour, the other employee does general cleaning; e.g., 

mopping the floors, clearing litter left by customers 

(annoyingly, an incoming customer frequently “dumps” 

the vehicle’s ashtray), and putting equipment away (“a 

place for everything and everything in its place,” one of 

the 5S mottoes (Hogrefe 2013)).  The client asked the 

simulation team to address the question “Would it be 

economically advantageous to contract to have the cloths 

machine-washed daily?”  The client already had the 

economic information that machine-washing the cloths 

would require five minutes and free the employee who 

now hand-washes them for other tasks.  However, 

machine washing reduces the useful lifetime of a cloth 

by half – and, as the client remarked in passing, “Might 

there be a problem if we wait for clean cloths until the 

scheduled next delivery from the laundry?” 

DATA COLLECTION AND ANALYSIS 
 

The members of the simulation analysis team collected 

data via a detailed questionnaire presented to the 

business proprietor, who promptly provided the data to 

the best of his knowledge.  These data were then 

reviewed and discussed by all team members.  The 

questionnaire and the data collection process took about 

one week and involved multiple chats and telephone calls 

with the owner to discuss the details of the data provided.  

The concern relative to washing the cloths was also 

discussed to get more information so it can be used in the 

analysis.  Table 1 in the Appendix summarizes the 

average monthly customers and average service time 

reported by the client and subsequently used as a baseline 

to understand the overall customer volume to aim for 

with our simulation. 

 

Employees will routinely preempt long services 

(polishing and coating) to accommodate a customer 

wanting only a car wash.  A customer originally 

requesting the polishing service will “upsell” to inclusion 

of an interior detailing with probability 0.3, and will 

“upsell” to the ceramic coating service with probability 

0.5. 

 

MODEL DEVELOPMENT, VERIFICATION, AND 

VALIDATION 

 

Subsequent to discussion and comparative evaluation of 

various analytical tools and software packages available 

for discrete-event simulation and concomitant analyses, 

the client and the team of analysts decided jointly to use 

the well-regarded and vigorously supported Simio® 

software package to build the simulation model 

(Prochaska and Thiesing 2017) and (Smith and Kelton 

2021).  This software provided standard constructs such 

as Servers (at which work is done), Workers (who are 

needed for labor; various Servers may compete for their 

attention), scheduling capability (used to model arrival 

of customers only during open-for-business time, and to 

model the workers’ lunch breaks), and convenience of 

constructing a rudimentary but communicative 

animation concurrently with constructing the model).  

The preemption present in the system, as described 

above, is typically more difficult to model than priority 

in queues; however, Simio® provides ability to 

conveniently specify the steps an entity (here, a customer 

requesting only a car wash) takes after successfully 

preempting another entity (here, a customer requesting 

car polishing or ceramic coating) – and the steps the 

“victim” (preempted) entity takes (e.g., undergoing an 

increase in priority making it much less likely to be 

preempted a second time).  Using this software, it was 

routine, for example, to specify that a vehicle undergoing 

ceramic coating must remain in the system an additional 

day for curing time, but requires no employee attention 

during that additional time.  The Stat::Fit® software, 

which accompanies Simio®, enabled analysis of input 

data sets to determine that, for example, triangular 
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distributions with specific parameters suitably represent 

the time required to clean the cloths, whether manually 

or automatically.  This software likewise supported the 

use of exponential distributions to characterize customer 

interarrival times (Leemis 2002) and (Benneyan 1998).  

Likewise, using Bernoulli distributions, it was routine to 

specify that certain percentages of customers are 

successfully “upsold” an interior-detailing or a ceramic-

coating service.  Simio® also provides, at very little 

incremental effort, an informative animation; a 

screenshot of this animation is shown as Figure 1, 

Appendix. 

 

After completing model development, the analysts 

examined the functionality and results of the simulation 

to verify and validate the model (Sargent 2011).  

Verification entailed, for example, ensuring that all 

entities were flowing through the system properly – 

beginning with a trial run in which only one entity 

entered the model, and was then tracked step-by-step to 

its exit.  Verification also included structured 

walkthroughs within the team of analysts; each team 

member explained the portion of the model he or she 

constructed to the other team members, and invited 

comment on any errors noticed or improvements needed 

(Weinberg 1971).  At a broad level, this meant 

confirming that entities are created at the 

CustomerSource, travel along the path to the services 

area, and an employee is seized to work on the car in the 

service area.  Once service is finished, entities properly 

traveled along the path to the CustomerSink and the 

entity is destroyed.  The path was specified to take one 

minute in duration, as the client confirmed this process 

to load them in and move them out was fairly quick.  The 

analysis likewise confirmed that all five types of entities 

get created throughout the run to ensure each type of 

customer is accounted for.  

 

In addition, the analysts confirmed that no entities arrive 

outside of the shop’s standard working hours of 9AM - 

7PM. Once the shop closes at 7PM, the work shifts over 

to cloth cleaning, where one worker is seized and works 

to clean cloths for approximately 55 minutes until the 

ClothCleaning server shuts off at 8PM.  Lastly, the shop 

opens up again at 9AM the following day with both 

workers providing service together. These were the 

primary steps necessary for verification, and once they 

were completed and mistakes routinely corrected, the 

analysts were confident the model was working as 

intended. 

 

To validate our model, we then ensured that the system 

closely matched the data provided to us by the client and 

was therefore an accurate representation of the business.  

First, we fine-tuned the total volume and mix of customer 

types created by the model by employing an appropriate 

service mix property in our Customer Data table, in 

accordance with the second column of Table 1 

(Appendix).  Then, experiments which varied customer 

interarrival time were run to judge which parameters 

would best coincide with data provided to us by the 

client. 

 

EXPERIMENTATION AND RESULTS 

 

For experimentation and output analysis (Nakayama 

2003), the model was run as a steady-state (not 

terminating, as might be expected, e.g. the retail store 

analyzed in (Pethers et al. 2021)) system, because almost 

every day’s work includes some customers’ cars 

remaining overnight for continuation of work.  Simio® 

provides convenient numerical and graphical summaries 

of output across scenarios, as shown in Figures 2 and 3 

in the Appendix.  Importantly, criteria which can be 

changed among scenarios area not only numbers (e.g., 

the size of a work crew), but other criteria such as which 

work schedule to follow, or which vehicle routing 

discipline to obey.  The analyst then specifies KPIs (key 

performance indictors) to be output and compared 

among the scenarios examined. 

 

It might naturally be expected that this simulation be 

considered that of a terminating system, as is common 

when analyzing customer-service businesses which open 

and close their doors at set times daily.  However, and 

with customer acquiescence, vehicles needing “the full 

gamut of services” are often left overnight.  Therefore, 

the warm-up time was set to one day, and the model run 

time to 25 (business) days, thus conveniently 

approximating one calendar month.  Then, eight 

scenarios were defined, as shown in Table 2 in the 

Appendix, and run for 20 replications each: 

 

At this point, the simulation analysis provided valuable 

warnings.  First, the system is already sensitive to more 

frequent arrivals; if the average interarrival time falls 

much below two hours, customer average waiting time 

will more than double.  The client was grateful for this 

warning, since the more frequent arrivals had not yet 

been observed, but were anticipated partly due to a 

planned increase in advertising expense and partly due to 

gradually increasing population of the local geographic 

area.  These results emphatically stressed to the client 

that system performance and customer satisfaction 

depend very strongly on the interarrival time when 

interarrival times are assumed exponential (as the 

distribution-fitting software had confirmed is currently 

the case).  A wait time of four hours, as determined by 

casual conversations with customers, is a “tipping point” 

– more than half a working day.  Customers often 

remarked “If I drop the car off in the morning, I want to 

pick it up on my lunch hour” or “If I drop the car off on 

my lunch hour, I want to pick it up on my way home from 

work.”  Furthermore, these results warned that 

contracting the cleaning of the cloths out, and thereby 

becoming dependent on their redelivery after laundering, 

although not a point of risk currently, would introduce a 

severe risk (Scenario 8) under the hypothesis of 

customers arriving more frequently in the future.  

Therefore, in the short term, the client undertook two 
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business decisions:  (a) renouncing the initially 

financially attractive alternative of subcontracting the 

laundering of the cleaning cloths, and (b) forgoing 

almost all advertising expense until a fundamental 

process redesign . 

 

CONCLUSIONS AND FUTURE WORK 

 

The client is eager to expand the business further, but 

physical expansion (entailing more land and garage 

space) is a long way off.  Two of the analysts made 

insightful remarks during the simulation project:  (a) 

there is a conspicuous slack time beginning just after 

noon and extending during much of the afternoon, and 

(b) the sensitivity of the system performance metrics to 

average interarrival time is largely a consequence of the 

high variability of the exponential interarrival times.  

Therefore, the client plans to alter his business strategy 

by inviting (likely with price and/or timeliness 

incentives) the making of reservations for the longer-

duration services.  An even more recent simulation 

analysis (Koyanagi 2023) has documented the high 

ability of reservation-taking to improve overall service at 

a cellular-telephone retail store.  The team of analysts is 

standing by to compare and contrast the relative merits 

of various reservations strategies under consideration. 
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APPENDIX 

Figure 1.  Animation of the Basic Model 

 
 

Figure 2.  Numerical Summary of Results of Experimental Scenarios 
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Figure 3.  Graphical Comparison of Performance Metrics Across Scenarios 

 
 

Service Average Customers/Month Typical Service Time 

Car polishing 10 30 minutes wash + 1-2 days polish 

Interior detailing 20 1-2 days 

Ceramic coating 2 2 days, but workers not required day 2 

Car wash 55 30 minutes 

Headlight & leather restoration 1 1 hour 

Table 1.  Standard Services, Frequency, and Duration 

 

Scenario Customer 

Interarrival 

Time (hours) 

Cloth-Cleaning Time 

(minutes) 

Customer 

Average Waiting 

Time (hours) 

Service Area 

Capacity 

Utilization (%) 

1 2½ (often seen) Uniform between 52 and 58 3.2 58 

2 2¾ (often seen) Uniform between 52 and 58 2.4 54 

3 3 (often seen) Uniform between 52 and 58 1.7 46 

4 2¼ (plausible) Uniform between 52 and 58 3.3 58 

5 2 (hopeful) Uniform between 52 and 58 5.9 72 

6 1¾ (aspired to) Uniform between 52 and 58 7.9 79 

7 2¾ (often seen) 5 2.4 47 

8 1¾ (aspired to) 5 10.4 79 

Table 2.  Results Comparing Cloth-Cleaning Methods Under Different Arrival Rates 
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ABSTRACT

The MAP/M/1/K type ticket queue is analysed.
Arriving users obtain a ticket for service but may balk
the system with the probability depending on the queue
of tickets ahead of him/her. Irrespective of joining or
balking, the ticket issued for the user remains in the
ticket buffer. Also, the waiting user can abandon the
system during the waiting time, but his or her ticket
remains in the buffer. Users are served in the order of
their tickets. The server is unaware of the presence of
users in the system and spends some time for his/her
service even if the respective user already left the sys-
tem. Ticket queuing systems describe the wide range
of real world system. The stationary distribution of the
considered system is computed. Numerical illustrations
are presented.

I. Introduction

Queuing theory is widely used for the performance
evaluation and optimization of various industrial, logis-
tics, and telecommunications systems and communica-
tion networks. Classical queuing models assume that
each incoming user is accepted into the system if there
is at least one free space in the queue and is served in
a certain order. There is also a sort of queuing sys-
tems, so-called ”visible queues”, in which an arriving
user observes the length of a queue and makes a deci-
sion to join the queue or to balk even if the buffer is
not full, see, for example, (Sun et al. 2018).

Also, in classical queuing models, it is assumed that
accepted users always wait for their turn and will cer-
tainly be served. However, frequently in real systems,
users may be impatient and leave the system after some
waiting time if their service has not begun. The rel-
evant literature is quite extensive, see, for example,

(Dudin et et al. 2022; Garnett et al. 2002; Wang et al.
2010).

Another kind of practically important and interest-
ing queues is so-called ticket queues. In such queues,
each arriving user receives a numbered ticket (slip, to-
ken, etc.) and observes the number of the user being
served, which is broadcast on a display panel. When
the service of the user with the displayed number is
finished, the system calls for the next number, i.e., the
service is implemented according to the First In - First
Out discipline. In a ticket queue, no physical queue is
formed; a customer can only see his own ticket number
and the number being served. Based on information
about the difference between his/her number and the
displayed number, the user decides whether to balk or
wait for service. In contrast to the usual queues with
balking users, the balking user in ticket queues leaves
the system physically, but his number remains in the
queue. However, the server does not have any infor-
mation about which users are physically present and
which have left the system. We call below the former
users as active users and the latter ones as inactive
users. During the active user’s stay in the buffer, he or
she may show impatience and depart from the system.
Thus, he or she becomes an inactive user but his or her
ticket remains in the queue.

Ticket queues are considered in the literature due to
their high practical importance and many advantages
over technologies requiring the physical presence of the
user, see, e.g., (Xuet et al. 2007). The ticket queue
technology has seen widespread use in financial institu-
tions, government agencies, health care organizations,
and retail stores, for more details and concrete exam-
ples, see, e.g., (Hanukov et al. 2021; Xuet et al. 2007).
In those papers, good reviews of relevant research are
presented and M/M/1 ticket queue is analysed.

In real practical systems, users’ departure due to
balking and/or impatience leads to an increase in their
loss probability, which, in turn, negatively affects the
revenue received by the system. In addition, the system
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may suffer reputation losses due to the dissatisfaction
of users who left the system without receiving the ser-
vice. Therefore, system managers should try to min-
imize the negative consequences associated with such
user behavior. In ticket queues, such a behavior cre-
ates more problems for system management than in
the classical queues and needs more careful analysis.

It is supposed in (Xuet et al. 2007) that an arriving
user balks if the difference between his or her number
and the number of the serviced user exceeds the pre-
defined threshold. No reneging of the users (departure
from the queue during waiting time) is supposed. The
authors propose a Markov chain (MC) model of a ticket
queue operation and develop effective tools for an ap-
proximate evaluation of the system’s performance.

A similar model is described and analyzed in (Jen-
nings and Pender 2016). But authors additionally al-
low users to resign from the queue. The paper con-
tains the heavy traffic-inspired approximations for per-
formance measures of the system and their comparison
with the analogous measures of the corresponding clas-
sical queueing system.

In (Xiao et al. 2022), analysis provided in (Xuet
et al. 2007) is extended for the use for managerial
goals. It is assumed that there are two levels of server
operation, distinguished by the service rate and aban-
donment probability, depending on the current level.

Advantages of analysis provided in our paper over
the results from (Jennings and Pender 2016; Xiao et al.
2022; Xuet et al. 2007) are threefold.

• We do not assume that the service time of inactive
users (no-show users) is negligible compared to the ser-
vice time of active users. From our personal experi-
ence, namely the waste of time required to the service
provider to realize that the called user will not show
up is the main disadvantage of the ticket queue. This
time includes the time until the waiting user reaches
the server, while some users in real systems do not rush.
Also, in many real-world systems, the call to a user is
repeated if the user does not approach the server dur-
ing the fixed time. All this makes the service to an
inactive user far from negligible. The proper account
of service time of inactive users is important to the use
in managerial goals because this time causes irritation
of users and loss of the throughput of the server.
• We assume that an arbitrary user balks with the
probability arbitrarily dependent on the difference be-
tween the user’s own number and the displayed number.
Frequently considered in the literature, the threshold
strategy is the particular case of our randomized strat-
egy in which the balking probabilities are equal to zero
when the difference does not exceed the threshold and
equal to one otherwise.
• All papers mentioned assume the stationary Poisson
arrival process. We consider the essentially more gen-
eral model of Markov arrival process (MAP ), see, e.g.,
(Chakravarthy 2022a, 2022b; Dudin et al. (2020); Lu-
cantoni (1991)). This allows us to avoid the serious
under-estimating of the required server throughput and
buffer capacity in comparison with the stationary Pois-

son arrival process which ignores essential fluctuation
of arrival rate in real world system.

Note that importance of account of non-negligible
service time of inactive users is indicated in (Hanukov
et al. 2021) where this time is referred to as calling
time.

II. Mathematical model

We consider a single-server queuing system with a
finite buffer of capacity K, the structure of which is
displayed in Figure 1.

m

m
1

2

...
visible queue

Fig. 1. Structure of the system

The MAP flow of users enters the system. This ar-
rival flow is defined by the underlying process νt, t ≥ 0,
which is an irreducible MC with continuous-time and
the finite state space {1, 2, . . . ,W}, and the matrices
D0, D1. The average user arrival intensity is denoted as
λ and calculated as λ = θD1e where θ = (θ1, . . . , θW ) is
the invariant probability vector of the chain νt. It is de-
fined as the only solution to the system θ(D0 +D1) =
0, θe = 1. Here and throughout this paper, e is a
column vector of appropriate size consisting of units,
and 0 is a row vector of appropriate size composed of
zeros. More detailed descriptions of the MAP and
formulas for finding its characteristics, e.g., the coef-
ficients of correlation and variation, can be found in
(Chakravarthy 2022a, 2022b; Dudin et al. 2020; Lu-
cantoni 1991).
If an arriving user finds the server idle, he or she

occupies it and starts processing. Otherwise, he/she
occupies a free place in a buffer and waits until he or
she will be picked up for service according to the First
In – First Out discipline. If during the arrival epoch
the buffer is full, the user leaves the system perma-
nently. After joining the system, the user can observe
the queue. We assume that the user decides that the
queue length is too long for him/her and becomes an
inactive customer with the probability qk, 0 ≤ qk ≤ 1,
where k is the number of users (active and inactive) in
the system during the arrival epoch. With the compli-
mentary probability 1 − qk, the arriving user will stay
in the buffer as an active one.
An inactive user occupies a place in the buffer but

does not require the full service, and the server will
not gain profit from serving such a user. Note that the
server cannot recognize whether or not the user is in-
active before the start of his/her service. An arbitrary
user’s service time follows an exponential distribution
with the parameter µ1, µ1 > 0, if this user is active,
and with the parameter µ2, µ2 ≥ µ1, if this user is
inactive.
The active users staying in the buffer can be impa-

tient. This means that, independently of other users
and their own ticket number, each active user can be-

27



come inactive after an exponentially distributed time
with the parameter β, β > 0.

III. The process of system states and its
stationary distribution

Let kt, kt = 0,K + 1, be the number of users in
the system (in the buffer and on the server); nt, nt =

0,max{0, kt − 1}, be the number of active users in the
buffer; mt be the state of the server: mt = 0, if the
server provides service to an active user, mt = 1, if
the server provides service to an inactive user; νt, νt =
1,W , be the state of the underlying process of the
MAP at time t, t ≥ 0.
Unfortunately, the four-dimensional random process

ξt = {kt, nt, mt, νt}, t ≥ 0, is non-Markovian because
the rate of service of the next user depends on whether
this user is active or not. Therefore, to have the Marko-
vian random process, it is necessary to supplement the
introduced components with components defining the
status of each user in the queue. The simplest way is
to explicitly indicate the status of each user. In such a
way, the component nt can be eliminated. For kt ≥ 1,
each of kt−1 users in the queue is marked by the num-
ber 1 if he/she is active and number 0 otherwise. The
cardinality of this set of components, for each kt ≥ 1,
is 2kt−1. Correspondingly, the size of the system equi-
librium equations will be W2K+1. This number can be
large and solving this system becomes infeasible.

Another possible way to obtain the Markovian pro-
cess via supplementing the process ξt is to supplement
it by the indication of places in the buffer occupied by
the active users and the number of inactive users in
the queue staying in turn after any active user. Such
a way of supplementing is discussed in (Hanukov et al.
2021; Xuet et al. 2007). However, as it is mentioned
in (Xuet et al. 2007), the authors of (Xuet et al. 2007)
did not succeed to manage computation for K > 9.
Recall, that the queueing model considered in (Xuet et
al. 2007) is significantly more simple for analysis than
our model due to assumption about zero service time
of inactive users and the parameter W in their study is
equal to 1 while we admit an arbitrary finite W.
Therefore, we restrict ourselves to providing an ap-

proximate analysis. We make the following assump-
tion. If the number of users in the buffer at an user
service completion moment is equal to k, k = 1,K,
and the number of active users is j, j = 1, k, then the
next service will be provided to the active user with the
probability j

k . This assumption can be omitted if the
balking probability qk does not depend on the number
of users in the system k and when the users are picked
up from the queue in random order, but not in the order
of arrival.

Under this assumption, the process ξt =
{kt, nt, mt, νt}, t ≥ 0, becomes the MC.
Let the states of the MC ξt be enumerated in lexi-

cographic order.
Theorem 1. The generator Q of the MC ξt, t ≥ 0,

has the following block-tridiagonal structure:

Q =



Q0,0 Q0,1 O . . . O O O
Q1,0 Q1,1 Q1,2 . . . O O O
O Q2,1 Q2,2 . . . O O O
...

...
...

. . .
...

...
...

O O O . . . QK,K−1 QK,K QK,K+1

O O O . . . O QK+1,K QK+1,K+1


where

Q0,0 = D0, Q1,1 = I2 ⊗D0 − diag{µ1, µ2} ⊗ IW ,

Qk,k = I2k ⊗D0 − Ik ⊗ diag{µ1, µ2} ⊗ IW−

−βCk ⊗ I2W + βCkE
−
k ⊗ I2W , k = 2,K,

QK+1,K+1 = I2(K+1)⊗(D0+D1)−IK+1⊗diag{µ1, µ2}⊗IW−

−βCK+1 ⊗ I2W − βCK+1E
−
K+1 ⊗ I2W ,

Q0,1 =
(
1 0

)
⊗D1,

Qk,k+1 = (1−qk)E
+
k ⊗I2⊗D1+qkẼk⊗I2⊗D1, k = 1,K,

Q1,0 =

(
µ1

µ2

)
⊗ IW ,

Qk,k−1 = HkẼ
−
k ⊗

(
µ1 0
µ2 0

)
⊗ IW+

+(I −Hk)Êk ⊗
(

0 µ1

0 µ2

)
⊗ IW , k = 2,K + 1.

Here
⊗ is the symbol of the Kronecker product of matri-

ces;
Ck = diag{0, 1, 2, . . . , k − 2, k − 1}, k = 2,K + 1;
diag{. . .} means the diagonal matrix with the diag-

onal entries listed in the brackets;
E−

k , k = 2,K + 1, is a square matrix of size k with

all zero entries except the ones (E−
k )l,l−1, l = 1, k − 1,

which are equal to 1;
E+

k , k = 1,K, is a k × (k + 1) matrix with all zero

entries except the ones (E+
k )l,l+1, l = 0, k − 1, which

are equal to 1;
Ẽk, k = 1,K, is a k × (k + 1) matrix with all zero

entries except the ones (Ẽk)l,l, l = 0, k − 1, which are
equal to 1;
Ẽ−

k , k = 2,K + 1, is a k×(k−1) matrix with all zero

entries except the ones (Ẽ−
k )l,l−1, l = 1, k − 1, which

are equal to 1;
Êk, k = 2,K + 1, is a k × (k − 1) matrix with all

zero entries except the ones (Êk)l,l, l = 0, k − 1, which
are equal to 1;
Hk = diag{0, 1

k−1 ,
2

k−1 , . . . ,
k−2
k−1 , 1}, k = 2,K + 1.

The theorem is proved by analyzing the intensities of
all possible transitions of the MC ξt over an infinites-
imal time interval. The block-tridiagonal form of the
Q generator is easily explained by the fact that users
come into the system and leave it one at a time.
If the system is empty (the buffer is empty and the

server is idle), the behavior of the MC ξt is determined
only by the process νt. The rates of its transitions to
other states are given by non-diagonal entries of the ma-
trix D0, and the exit intensities from the corresponding
states are determined up to sign by the diagonal ele-
ments of this matrix, hence Q0,0 = D0.

28



Then let us explain the form of the block Qk,k, k =
1,K + 1. This is a diagonal block of the generator, so
all its diagonal entries are negative, and the moduli of
these entries determine the exit intensities of the MC
ξt from the corresponding states. The exit of the MC
ξt from the current state is possible in the following
cases:

1) The underlying process νt of users arriving leaves
its current state. The corresponding transition intensi-
ties are determined up to a sign by the diagonal entries
of the matrices I2k ⊗D0 if k = 1,K + 1.

2) The user completes the service. The transition
intensities are determined by the diagonal entries of
the matrices Ik ⊗ diag{µ1, µ2} ⊗ IW , k = 1,K + 1.

3) An active user from the buffer leaves the system
due to impatience. The corresponding intensities are
given by the matrices βCk ⊗ I2W , k = 2,K + 1.

The non-diagonal entries of the matrix Qk,k, k =
1,K + 1, determine the transition intensities of theMC
ξt without changing the value k of the first component.
These transitions are defined by the following entries:

1) non-diagonal entries of the matrices I2k⊗D0, k =
1,K + 1, when the underlying process νt makes a tran-
sition without generating a user.

2) entries of the matrices βCkE
−
k ⊗ I2W , k =

2,K + 1, when an active user becomes inactive due to
impatience.

3) entries of the matrix I2(K+1)⊗D1, if a user arrives
to the system when the buffer is full (when k = K +1)
and leaves the system without receiving a ticket.

As a result, we obtain the blocks Qk,k, k = 0,K + 1,
presented above.

The form of blocks Qk,k+1, k = 0,K, is explained
as follows. These blocks contain the transition rates
of the MC ξt that lead to increase in the number of
users in the system (in the buffer and in the server)
by one. If k = 0 (the server is idle and there are no
users in the buffer), these transitions happen when a
user arrives at the system and starts servicing. The
transition intensities of this event are determined by
the entries of the matrix

(
1 0

)
⊗ D1. If k = 1,K,

an increase in the number of users in the system from
the value k to the value k + 1 can occur when a new
user enters the system. The transition intensities of
this event are defined by the entries of the matrices
(1−qk)E

+
k ⊗I2⊗D1, if the arriving user joins the buffer

as an active customer and the entries of the matrices
qkẼk⊗I2⊗D1 if the arriving user becomes an inactive
one.

Now consider the blocks Qk,k−1, k = 1,K + 1. These
blocks contains of the transition intensities of the MC
ξt from the state with the value k of the first compo-
nent to the state with the value k − 1 of this compo-
nent. Such transitions are possible only in the case of
a completed service. If the buffer is empty during the
service completion epoch, the intensities of this event

are given by the entries of the matrices

(
µ1

µ2

)
⊗IW .

Otherwise, the intensities of this event are given by

the entries of the matrices HkẼ
−
k ⊗

(
µ1 0
µ2 0

)
⊗ IW

if an active user starts service and the entries of the

matrices (I − Hk)Êk ⊗
(

0 µ1

0 µ2

)
⊗ IW if an inac-

tive user is chosen for service. Taking into account
all these explanations, we obtain the formulas for the
blocks Qk,k−1, k = 1,K + 1, presented above.
It is obvious that the stationary probabilities of

the system states π(k, n,m, ν), k = 0,K + 1, n =

0,max{0, k − 1}, m = 0, 1, ν = 1,W , exist for all pos-
sible values of the system parameters. Let us form the
row vectors πk of these probabilities enumerated in the
lexicographic order of the components n, m, ν. It is well
known that these vectors satisfy the following system
of linear algebraic equations:

(π0,π1, . . . ,πK+1)Q = 0, (π0,π1, . . . ,πK+1)e = 1

where Q is the infinitesimal generator of the MC
ξt, t ≥ 0. To solve this system, we recommend us-
ing the efficient and numerically stable algorithm de-
veloped in (Dudin et al. 2021).

IV. Performance measures

The mean number of users in the system is calculated

by the formula L =
K+1∑
k=1

kπke.

The mean number of users in the buffer is computed
by

Nbuf =

K+1∑
k=2

(k − 1)πke.

The mean number of active users in the buffer is
computed by

Nbuf−act =

K+1∑
k=2

k−1∑
n=1

nπ(k, n)e.

The mean number of inactive users in the buffer is
computed by

Nbuf−inact =

K+1∑
k=2

k−2∑
n=0

(k − 1− n)π(k, n)e =

Nbuf −Nbuf−act.

The average output rate of active users is defined as:

λout−act = µ1

K+1∑
k=1

k−1∑
n=0

π(k, n, 0)e.

The average output rate of inactive users is defined
as:

λout−inact = µ2

K+1∑
k=1

k−1∑
n=0

π(k, n, 1)e.

The probability that an arbitrary moment the system
is idle is computed as Pidle = π0e.
The probability that an arrival user starts service

upon arrival is computed as Pimm = 1
λπ0D1e.
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The loss probability of an arbitrary active user from
the buffer due to impatience is calculated by the for-
mula:

Pimp−loss =
β

λ

K+1∑
k=2

k−1∑
n=1

nπ(k, n)e =
βNbuf−act

λ
.

The loss probability of an arbitrary user upon arrival
due to abandonment is calculated by the formula:

Pbalk =
1

λ

K∑
k=1

qkπk(I2k ⊗D1)e.

The loss probability of an arbitrary user upon arrival
due to a full buffer is defined as:

Pent−busy−loss =
1

λ
πK+1(I2(K+1) ⊗D1)e.

The loss probability of an arbitrary customer is com-
puted as

Ploss = 1− λout−act

λ
=

Pimp−loss + Pent−abad−loss + Pent−busy−loss.

The last expression can be used for an accuracy check
during the debugging of the code and the computation
of stationary probabilities and performance measures.

V. Numerical examples

We consider five arrival flows with the same aver-
age arrival intensity of users λ = 3 which is defined as
follows.

The first arrival process coded as M is stationary
Poisson. It is defined by the matrices D0 = (−3), D1 =
(3) of size W = 1. It has coefficients of correlation ccor
and variation of successive inter-arrival times cvar equal
to 0 and 1, correspondingly.

The second flow is defined by the matrices

D0 =

 −1.20113 0.480452 0.720678
3.90367 −208.396 204.492
3.90367 3.90367 −810.763

 ,

D1 =

 0 0 0
0 0 0

300.883 502.072 0

 .

It is the IPP flow with ccor = 0 and cvar = 4.
The rest arrival flows are MAP s with the same vari-

ation cvar = 4 but different correlation coefficients. De-
note by MAPx the MAP flow with the coefficient of
correlation equal to x.

MAP0.1 is defined by the matrices:

D0 =

 −7.96609 0.359372 0.359372
0.38932 −1.49739 0.239582
0.419268 0.239582 −0.958327

 ,

D1 =

 6.88797 0.239582 0.119791
0.269529 0.539059 0.0598954
0.149739 0.0299477 0.119791

 .

MAP0.2 is defined by the matrices:

D0 =

 −9.55774 0.362952 0.362952
0.30246 −1.36107 0.272214
0.362952 0.332706 −1.17959

 ,

D1 =

 8.58986 0.181476 0.060492
0.060492 0.635166 0.090738
0.060492 0.120984 0.30246

 .

MAP0.3 is defined by the matrices:

D0 =

 −15.4094 0.241244 0.211088
0.0874508 −1.34493 0.120622
0.180933 0.241244 −1.05544

 ,

D1 =

 14.6254 0.271399 0.0603109
0.0211088 1.00418 0.111575

0. 0.150777 0.482487

 .

We assume that the intensity of impatience β = 0.03,
the service rate of active users µ1 = 5, the service rate of
inactive users µ2 = 6. The probabilities qk are defined
as qk = k/101, k = 0,K. We vary the buffer capacity
in the interval [0; 50] with step 1.
Figures 2-6 illustrate the dependence of the aver-

age output intensity λout−act of active users, the av-
erage output intensity λout−inact of inactive users, the
loss probabilities of an arbitrary user upon arrival due
to full buffer Pent−busy−loss and due to abandonment
Pbalk, the loss probability of an arbitrary active user
from the buffer due to impatience Pimp−loss on the
buffer size K for different arrival processes described
above.
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Fig. 2. Dependence of λout−act on the buffer size K for different
arrival processes

One may conclude from these figures that correlation
has a profound effect on the performance measures of
the system. The operation of the system became sig-
nificantly worse with the growth of correlation. The
assumption that the arrival flow is described by the
stationary Poisson arrival process imposed in the cited
papers leads to an overly optimistic prediction of the
system’s performance.
Let us assume that the quality of the system’s op-

eration is defined by the following economic criterion
defining the revenue of the system:

E = E(K) = aλout−act − bλout−inact−
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c1λPbalk − c2λPent−busy−loss − c3λPimp−loss − dK

where a is a profit obtained by the system for servic-
ing one active user, b is a system cost for servicing an
inactive user, c1, c2 and c3 are charges paid by the sys-
tem for a customer loss due to balking, buffer overflow
and impatience respectively, and d is the charge paid
by the system for maintenance on one unit of buffer
space. This economic criterion E(K) defines the av-
erage profit obtained by the system per unit of time.
Our aim is to optimally choose the buffer capacity K
to maximize the average system profit.
We fix the following values of cost coefficients: a =

5, b = 2, c1 = 1/3, c2 = 1/2, c3 = 2/3, d = 0.02.
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The dependence of the cost criterion E(K) on the
buffer size K for different arrival flows is shown in Fig-
ure 7.
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The optimal values of E∗ the cost criterion and K∗

of the buffer capacity for different arrival flows having
the same average arrival rate are presented in Table 1.

TABLE I: The optimal values of the cost criterion for different

arrival processes

M IPP MAP0.1 MAP0.2 MAP0.3

E∗ 14.2931 12.9421 13.0415 12.3241 10.1269
K∗ 8 16 15 17 22

Based on Figure 7 and Table 1, it is possible to con-
clude the following:
• Choice of the proper capacity of the buffer allows the
system to increase its revenue.
• The optimal capacity of the buffer essentially de-
pends on the correlation in the arrival process (under
the same mean arrival rate);
• The optimal capacity of the buffer increases as the
correlation in the arrival process increases.
• The maximum revenue of the system decreases as the
correlation increases.

VI. Conclusion

The approximate Markov model of MAP/M/1/K
type ticket queue is analysed. Arriving users can balk
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the system after receiving a ticket with the probability
dependent on the current length of the queue of the
tickets. An admitted user can balk immediately if he
or she decides that the queue size is inappropriate and
renege after some random amount of time. Tickets of
users who left the system remain in the queue, and the
server needs to waste time for their processing along
with the service of users who did not balk or renege.

Presented numerical results illustrate the importance
of account correlation in the arrival process and the
possibility of an optimal choice of the size of buffer
space. Results are planned to be extended to the multi-
server systems, including systems with varying number
of servers, systems with more general, than exponen-
tial, phase type distribution of service times, and sys-
tems with service rate dependent on the queue length.
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ABSTRACT 

Manufacturing companies are marketing business 

offerings to customers based on integrated product and 

service packages – Product-Service Systems (PSS) to 

remain competitive. While PSS offerings allow 

foreseeing economical benefits for customers and 

manufacturers, the sustainability assessment of PSS has 

not been extensively studied in the literature. While it is 

recognized that sustainability can be evaluated under the 

three dimensions of the Triple Bottom Line (TBL) – i.e., 

economic, environmental, and social – existing 

assessment methods usually concentrate on only one, 

neglecting the interplay with the other two. Thus, a more 

comprehensive method for evaluating PSS 

sustainability is required. This paper proposes the use of 

Agent-Based Modelling (ABM) as a method for jointly 

assessing the economic and environmental 

sustainability of PSS offerings. The social dimension is 

not considered since the research about the impacts of 

PSS offering is still at its beginning, as a consequence 

of the difficulties in finding common social 

sustainability indicators. The proposed approach 

overcomes the limitations of traditional sustainability 

assessment methods by allowing for dealing with the 

stochastic nature of reality, testing multiple scenarios, 

and understanding the impacts of PSS solutions on the 

economic and environmental sustainability in the long-

term perspective. 

INTRODUCTION 

Manufacturing companies are turning to Product-

Service Systems (PSS) to remain competitive in an ever-

changing market. PSS refers to an integrated offering of 

products and services sold together as a single 

combination to customers (Mont 2002). This approach 

can provide customers with a more comprehensive 

solution in response to their needs generating additional 

revenue for manufacturers and fostering customer 

loyalty. PSS is described in the literature as a solution 

that may reduce environmental impact by closing 

material cycles through End-of-Life services, reducing 

consumption by offering alternative scenarios of 

product use, and offering integrated system solutions, 

mainly including maintenance and repairs activities, to 

improve operational efficiency (Resta et al. 2009). 

Indeed, maintenance service which represents one of the 

most important activities during a product lifecycle in 

today's industrial context, has a large potential in pursuit 

of sustainable goals (Franciosi et al. 2020).  

While PSS offerings can benefit both customers and 

manufacturers in pursuing sustainability objectives, 

their sustainability assessment has yet to be extensively 

studied in the literature. Although different quantitative 

methods for sustainability assessment, such as Life 

Cycle Assessment (LCA), Life Cycle Costing (LCC), 

and Total Cost of Ownership (TCO), have been 

proposed to evaluate environmental and economic 

sustainability, they typically focus on only one 

dimension of the Triple Bottom Line (TBL) framework, 

neglecting the interplay between the other dimensions. 

As a result, a comprehensive method for the 

sustainability assessment of PSS is necessary to 

understand better the potential impacts of these 

offerings on the TBL is needed to find an assessment 

method that allows for evaluating economic and 

environmental sustainability comprehensively. 

This paper seeks to address this research gap by 

analyzing different quantitative methods for jointly 

assessing the sustainability of PSS offerings in the 

economic and environmental dimensions. Specifically, 

the authors propose the use of Agent-Based Modelling 

(ABM) as a suitable method. ABM simulation is a 

method that involves modeling the behavior of 

individual agents in a virtual environment. By 

simulating the behaviour of these agents, it is possible to 

model the potential impacts of PSS offerings on the 

TBL, including their economic, and environmental 

sustainability dimensions. For the above-mentioned 

sustainability implications, this study mainly covers 

maintenance-related PSS offerings.  

Overall, this paper highlights the need for a 

comprehensive method for assessing the sustainability 

of PSS offerings and proposes ABM simulation as a 
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method. By adopting a holistic view of sustainability 

assessment, manufacturers can better understand the 

potential impacts of the PSS offerings on the TBL and 

make informed decisions supporting both business and 

sustainability objectives.  

The following Section proposes an analysis of the 

literature on the existing quantitative methods for the 

sustainability assessment of PSS solutions, specifically 

the ones considering the economic and environmental 

dimensions of the TBL, and the selection of the most 

suitable for the paper's goal. Following, a detailed 

description of the proposed method is inserted 

(Simulation Model), as well as an illustrative example 

of its application. Then, the proposed method is 

discussed by highlighting its advantages and 

weaknesses, in the discussion section. Finally, the 

authors provide the conclusion and future developments 

of the work.  

LITERATURE ANALYSIS 

Considering understanding the sustainability of a PSS 

solution, the first step to identify a method for the 

sustainability assessment is examining the existing 

literature on methods for this purpose inside the PSS 

context. In the area of sustainability assessment, two 

main approaches exist – qualitative and quantitative. 

The search for methods was mainly focused on the 

analysis of the quantitative approaches capable of 

providing a quantitative assessment of the sustainability 

impacts. Qualitative approaches were excluded since 

they do not objectively evaluate the impacts. As shown 

in the following, assessment methods for sustainability 

in the PSS context are based mainly on one single 

sustainability indicator. Different authors focus on the 

environmental perspective and  proposed LCA method 

for comparing traditional business models to PSS ones 

(Kjaer et al. 2018; Martin et al. 2021; Resta et al. 2009), 

mainly focusing on use-oriented PSS (Tukker 2004). 

The authors mentioned above agree on the fact that 

current LCA guidelines are product-focused and do not 

deal explicitly with the characteristics of PSS. 

Moreover, in the scientific literature, only a few case 

studies related to the application of LCA in the PSS 

context exist. (Lindahl et al. 2014; Vogtlander et al. 

2002; Zhang et al. 2018) propose the combination of 

LCA and Life Cycle Costing (LCC) methods for 

calculating the environmental and economic costs of 

different PSS offerings. However, once again, few 

examples of real application of the combined methods 

are present in the literature thus suggesting that the 

success of the proposed method cannot be proved. 

Moreover, these approaches ignore the randomness of 

the product behaviour, especially in the use phase, 

which influences the service delivery (maintenance).  

The literature also suggests simulation as sustainability 

assessment method. (Lee et al. 2012) proposes using 

System Dynamics simulation in combination with a 

TBL framework as method to provide a comprehensive 

assessment method including the three TBL dimensions. 

Nevertheless, this method is best suited for high-level 

strategic purposes. Moreover, it focuses on highlighting 

the interplay between traditional product sales and PSS 

sales and their influence on the TBL, thus neglecting the 

possibility of comparing different PSS solutions. 

Rondini et al. (2017) propose hybrid simulation 

including Discrete Event Simulation (DES) and Agent-

Based Modelling suggesting that simulation techniques 

can potentially help to gather the dynamics of a PSS 

provision process while considering also the 

sustainability dimension. Differently from SD, DES is a 

process-centric approach and support medium and 

medium-low abstraction-level, while ABM, which is 

used to model agent's behaviours, can vary from very 

detailed to high level of abstraction, allowing for higher 

flexibility of modelling purposes (Weimer et al. 2016). 

Therefore, it was selected as suitable method in this 

study. According to the literature, simulation has certain 

advantages in representing complex systems, such as 

PSS, since it allows describing the behaviour 

uncertainties using stochastic variables. Moreover, it 

enables to model many scenarios and analyze the impact 

of the different configurations in the long-term period. 

Therefore, simulation is a powerful decision-supporting 

method (Chalal et al. 2015). 

Based on this literature analysis, the authors decided to 

explore the potential of simulation, and in particular the 

ABM approach to simulate the behaviour of PSS 

solutions and, meanwhile, assess their economic and 

environmental impacts, with the ultimate goal of 

supporting decisions of the involved stakeholders 

toward sustainability. 

SIMULATION MODEL 

In this work, the authors propose an Agent-Based 

simulation model to evaluate the economic and 

environmental effects generated by various PSS 

solutions that companies provide to their clients. The 

economic and environmental effects of PSS are 

associated with a single customer since PSS adoption is 

correlated with customer preferences, which are now 

geared toward more sustainable solutions.    

The PSS solutions involved in the analysis were 

presented as agents which undergo different states as 

their product-related services (e.g., distribution, 

installation, maintenance, etc.) proposed to the customer 

in combination with the product sale during the 

downstream stages of the product life cycle. Due to 

significant role in reducing the economic and 

environmental impacts of a product or system of 

maintenance (Franciosi et al. 2020), and the differences 

in the nature, costs, time needed and potential results of 

the various maintenance services (Trojan and Marçal 

2017), the agents were divided into three types, 

corresponding to the main maintenance strategies (i.e., 

Corrective, Preventive, and Condition-Based agent 

type). By doing this, it was possible to deal with the 
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stochasticity and time factors of the service delivery and 

thus evaluate more accurately the different economic 

and environmental impacts related to the specific PSS 

solutions.  

The goal of the proposed method is to support the single 

customer selection of the PSS which is the most 

sustainable in economic and environmental terms. Thus, 

the three agent types were compared in a single view 

based on the sustainability outputs and the customer's 

perspective was chosen for their computations. The 

economic dimension was represented by the Total Cost 

of Ownership (TCO) since it allows overseeing not only 

the explicit costs of the acquisition of a product/service 

(e.g., the purchasing cost) but also the implicit ones 

(e.g., use, maintenance, and EoL costs) (Ellram 1993). 

LCC and TCO are two similar cost methodologies 

whose goal is to calculate the expenses of an acquired 

good or service on a long-term horizon. As a matter of 

fact, in literature, there is no clear separation between 

the two concepts, but some authors identify the 

difference in the fact that in LCC the focus is on the 

costs related to the product itself, while TCO focuses on 

the activities attributed to owning the product (Saccani 

et al. 2017), which can be more suitable for evaluating 

the economic impact of PSS solutions. While 

considering the environmental perspective, a single 

sustainability indicator, Climate Change (CC), whose 

measure is the kilogram of CO2-equivalent emitted into 

the atmosphere, was used to reflect this dimension. It 

represents one of the environmental indicators used in 

the LCA method, which usually relies on multiple 

indicators. It was selected to have a single sustainability 

indicator that is easily understood and affects multiple 

impact categories. Indeed, among the phases of the 

LCA, there is the LCIA (Life Cycle Impacts 

Assessment), which is the phase of quantifying (through 

database data) the impacts of inputs and outputs. The 

method currently used to carry out this phase is the 

ReCiPe method, which considers 18 impact categories 

and three end-points (Martin et al. 2021). Only the CC, 

which is characterized by the Global Warming Potential 

factor, has the potential to affect two of the three end-

point impact categories (i.e., human health and 

ecosystems), thus it is the most comprehensive for the 

assessment of environmental sustainability.  

Summarizing, the TCO and the CO2-equivalent 

emissions generated by the different PSS offerings are 

the sustainability indicators for assessing their impacts 

in the developed method. The point of view for the 

assessment is the one of the customers thus as a result 

the computed TCO and CO2-equivalent emissions of the 

PSS solutions are associated with the single customer. 

Model description 

The AnyLogic software was used for building the 

model. A detailed description of the model is reported in 

the following. The PSS offers were modeled through 

state charts modelling the different product-related 

service components characterizing the post-sale phase. 

The state charts are consequently characterized by the 

following states: (i) distribution, (ii) installation, (iii) 

use, and (iv) End-of-Life (EoL). In particular, the 

authors focus on the use state.  

The three agent types differ in the use phase due to the 

maintenance service, categorized and described as 

follows (Trojan and Marçal 2017): 

- Corrective maintenance. This kind of maintenance

occurs when a failure on a customer's product

occurs. It is triggered by the customer and,

depending on the criticality of the product, it must

be performed immediately, or it can be delayed.

- Preventive maintenance. It is sorted and performed

by time-based fixed intervals and aims to prevent

equipment breakdown by repair or components

exchange.

- Condition-Based maintenance. This is merely

preventive maintenance but depends on the actual

condition of the product. It implies that the

product's health status is continuously monitored,

and if threshold values are exceeded, maintenance

is performed before the product breakdown occurs.

It requires technologies for acquiring and

processing product data in real-time, making it

more advanced than traditional corrective and

preventive maintenance services.

According to Tukker (2004), maintenance services are 

product-related services. However, in accordance with 

the nature of the interaction between the customer and 

the purchaser, the payment formula can differ, resulting 

in different PSS offerings. Corrective maintenance is a 

pure transactional service, while preventive and 

condition-based are typically offered inside 

maintenance contracts (Gaiardelli et al. 2014). The other 

services (distribution, installation, and EoL) can be 

considered pure transactional or included in contracts, 

allowing for diversifying the PSS offerings. However, 

in this model, they were considered transactional. 

Figure 1 shows the three state charts related to the three 

agent types. It is possible to observe that the state charts 

differ in the use phase, as above-mentioned. The initial 

point of the state chart equals the product sales, which 

forms the customer's installation base. The first state is 

represented by the "distribution" where the product is 

delivered to the customer location. As soon as the 

distribution service ends, the agent is ready for the 

"installation", the second state modeled in the state 

chart. After being installed, the agent moves into the 

"use" state which is a composite state containing the 

"usage", "failure" stage, and "maintenance" service.  

- In the Corrective agent type (a), the agent switches

from "usage" to "failure" when a failure, which
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Figure 1: State Charts of the three Agent Types involved in the Model 

 

depends on the product failure rate, happens. Then, 

based on the urgency of the corrective intervention 

(urgency hours), the agent moves into the 

Corrective Maintenance (CM) state. After a time 

period that equals the time for performing the 

corrective intervention, the agent returns to the 

"usage" state.  

- In the Preventive agent type (b), the agent can 

switch from "usage" to two states: "failure" and 

"PM" (Preventive Maintenance). As previously, 

the "failure" state is triggered by the product's 

failure rate, which is drastically reduced 

concerning the corrective case because by doing 

preventive operations, the probability of the 

product breakdown is reduced. In this case, the 

agent carries the same steps of the Corrective. 

Meanwhile, based on the preventive maintenance 

schedule defined in the maintenance contract, the 

agent moves into the "PM" state.  

Then, following a time period that equals the time 

for performing the preventive intervention, the 

agent returns to the "usage" state. 

- The Condition-Based agent type (c) "use" state is 

very similar to the Preventive one, with the only 

difference related to the schedule of the 

interventions. In this case, the switch to "CBM" 

(Condition-Based Maintenance) is triggered by the 

condition of the product itself: when it is close to 

the limit values for breakdown, the CBM 

intervention takes place. Thus, a different failure 

rate was utilized for this state transition. As before, 

the agent returns to the "use stage" after the time 

necessary for completing the maintenance 

intervention. 

The agent shifts to the ultimate state of the state chart, 

which is represented by the "EoL" services, after a 

period of time corresponding to the typical operational 

lifespan of the product. The agent then goes to the 

endpoint.  

 

By utilizing the state charts, it was possible to display 

the different services associated with the product and 

thus clearly represent its post-sale service opportunities. 

Each state also served for the TCO and CO2 emissions 

computations, becoming the phases for the Cost 

Breakdown Structure characterizing the TCO 

computation and the inventory for the environmental 

assessment. The costs components are the following: (i) 

distribution cost, which includes the transport of the 

product to the place of use; (ii) installation cost, 

including the cost for installation activities and the cost 

of End-of-Life treatment for the generated waste (i.e., 

packaging); (iii) maintenance costs, which vary among 

the different maintenance category, and include the cost 

of spare parts and EoL treatment of generated waste; and 

(iv) the cost of EoL service, which can cover de-

installation of the product, substitution or modernization 

solutions costs (such as retrofit), collection and transport 

costs, and EoL waste treatment. The total cost of 

ownership was then calculated by adding the purchasing 

cost, which is the product's sale price. Similarly, the 

environmental effects were measured by determining 

the variables and conversion factors for calculating the 

kg of CO2-equivalent and using the same components of 

the cost structure. Specifically, the authors used the UK 

Government Conversion Factors for greenhouse gas 

(GHG) reporting database. All this data was inserted 

into the model through parameters, variables, and 

related functions for the TCO and CO2 emissions 

computation. As a result, each contributing state recalls 

the functions for TCO and kg of CO2-equivalent.  
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Figure 2: Initializing Inputs of the Model 

 

Since the model aims to support the customer selection 

of the most sustainable PSS by looking at its generated 

impacts, it was developed considering the possibility of 

personalization of inputs. This is useful for aligning the 

model to the customer context and testing multiple 

scenarios. Recalling that the capacity to test many 

"what-if" situations is one of the main advantages of 

simulation, the built model allows the user to create 

different scenarios immediately at the start of the 

simulation run. Indeed, a set of control parameters 

included in the model that affects the agent behaviours 

and the sustainability output computations can be 

inserted before conducting the simulation by the utilizer 

itself. Figure 2 reports the parameters mentioned above. 

The parameters were divided as follows: 

- Costumer-related inputs. They depend on the 

customer context and include the installation base, 

the operating hours of the place of use of the 

product, its external/environmental conditions, and 

the daily downtime cost.  

- Service-related inputs. They are instead related to 

the service delivery, specifically the distance 

between purchaser-client, the urgency hours for 

the repair, the number of technicians, the travel 

mode of technician, and items.   

 

Execution results 

Academic experts verified the proposed model and to 

illustrate its applicability, an illustrative case is 

presented.  

In light of the paper's goal, the simulation model was 

adopted to assess the PSS solutions' sustainability 

considering the customer's point of view in charge of 

selecting the most economic and environmentally 

friendly. In particular, data on the TCO and CO2 

emissions associated with three distinct PSS solutions – 

which vary from one another due to the various 

maintenance approaches – was gathered for the 

sustainability assessment. Hereafter an example of the 

results obtained from a scenario analysis is reported.  

The initializing inputs for the following illustrative 

example are the ones inserted in Figure 2. The product 

under consideration has a 20-year operating life 

expectancy. Its failure rate follows a Weibull 

distribution, while the preventive maintenance contract 

includes a preventive maintenance intervention every 

year.   

In Figure 3, the yearly distributions of the customer 

costs for each PSS solution are reported. At time 0, the 

costs reflect the purchasing cost of the product; then as 

the year increases, it is possible to observe how the costs 

differ for each of the PSS solutions. When integrated 

product and preventive maintenance (PSS 2) is offered, 

the expenses start rising linearly since the very 

beginning of the product operational life because they 

are based on a fixed recurring fee. On the contrary, PSS 

1 (Corrective), where corrective maintenance is 

included as a transactional service, expenses only rise 

when the product breaks in years 11 and 12. As a result, 

the PSS 1 solution is the most expensive for the client at 

the end of the operational product life. Lastly, although 

it demands a higher initial investment, the PSS 3 

(Condition-Based) option is the most financially viable. 

The point is reached at year 9 concerning PSS2 and at 

year 11 with PSS1. Similarly, Figure 4 reports the year 

distributions of the Kg of CO2-equivalent for each PSS 

offering. Differently than before, PSS 2 offering 

produces more CO2 emissions than the other solutions, 

suggesting that, from an environmental point of view, 

the one-year-based preventive maintenance schedule is 

unsustainable. Also, PSS 1 generates a high impact on 

CO2 emissions. Once again, PSS 3 is the most suitable 

for reducing the environmental impact in the long-term 

period corresponding to the operational lifespan of the 

product.  

 

Changing the input parameters related to the customer 

context and the service makes it possible to play with 

different scenarios. They are not included here due to 

space constraints.  
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Figure 3: Total Costs of Ownership of the different 

PSS Solutions 

Figure 4: CO2 Emissions of the different PSS Solutions 

It is worth recalling that the model is still in its 

verification stage; thus, the following steps will address 

its validation with real-world data. 

DISCUSSION 

The proposed approach reports the quantitative 

assessment of the economic and environmental 

sustainability of different PSS solutions showing the 

potential of simulation and, specifically, Agent-based 

modelling in providing support toward sustainable 

decisions.  

Compared to the traditional sustainability assessment 

methods used in the PSS-related literature, this 

simulation approach has multiple advantages. First of 

all, the simulation allows for dealing with the stochastic 

nature of systems. Therefore, it is useful when PSS 

involves stochastic processes or systems, such as 

providing maintenance services (i.e., the timing and 

nature of maintenance events may be stochastic, 

depending on factors such as equipment usage, wear and 

tear, and environmental conditions). By including the 

computation of the TCO and CO2 emissions inside the 

simulation model, the quantitative assessment methods 

typically used for quantifying the sustainability impacts 

of products and services that are deterministic can now 

consider randomness and probability. Moreover, the 

ABM allows for modeling individual behaviours in a 

better and simplified way. Therefore, considering the 

PSS offering as a single entity with its behaviour makes 

it possible to obtain a more accurate indication of its 

economic and environmental impacts. Lastly, the 

approach allows for testing scenarios and understanding 

the impacts from the long-term perspective. 

The proposed method provides a comprehensive 

sustainability assessment by looking simultaneously at 

the economic and environmental dimensions. Thus, it is 

possible to depict the trade-off between the two 

dimensions for each PSS solution and support decisions. 

The illustrative example shows that the third option is 

the PSS offering with minor impacts on both 

sustainability dimensions. The PSS offer based on 

preventive maintenance is less expensive for the client, 

but due to the way it is delivered, it is not 

environmentally sustainable because it produces higher 

CO2-equivalent emissions. Changing its design could 

mitigate these effects. The first PSS option is the most 

expensive since a breakdown has already occurred and 

repair work is required during the maintenance 

intervention. Moreover, it has high CO2-equivalent 

emissions, which makes it unsustainable. It follows that 

the practical contribution of the proposed method has 

several implications. On the one hand, it raises client 

awareness of the financial costs associated with a single 

PSS solution and the associated CO2-equivalent 

emissions. On the other side, the purchaser may leverage 

it internally for marketing purposes, influencing 

customers to choose sustainable PSS and thus increasing 

the PSS adoption rate. Also, it might be employed 

internally to evaluate the sustainability of new PSS 

concepts, thus supporting the early stages of PSS design. 

All these considerations trigger further studies in this 

direction and will be explored in future studies.  

The main limitations of the proposed method involve the 

data collection. A good knowledge of the product (e.g., 

failure rate, operational life) and the service provision is 

required to establish the system's correct behavior. 

Moreover, the modeler has to gather all the cost 

components of the PSS offer which requires time and 

effort. Differently, for the CO2 emissions computation, 

it is crucial to have a robust database. For the 

implemented model, the authors used the UK 

Government Conversion Factors for greenhouse gas 

(GHG) reporting database, but it will be integrated with 

the database used in LCA software in future 

developments. The quality of the results strongly relies 

on the availability of such data. Thus, a 

multidisciplinary team including simulation expertise, 

product and service managers, sales manager, and 

expertise in sustainability topics would be required to 

validate the proposed method. Moreover, it is worth 

mentioning that the study does not provide a comparison 

of the Agent-Based Modelling with other approaches 

that would require future research. 
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CONCLUSION AND FUTURE DEVELOPMENTS 

Nowadays, an increasing number of manufacturing 

companies are shifting from traditional product sales to 

the delivery of PSS to adhere to sustainability 

objectives. However, it is important to assess their TBL 

impacts quantitatively to promote sustainable PSS 

solutions. 

The proposed approach using Agent-Based Modeling 

provides a valuable tool for assessing different PSS 

solutions' economic and environmental sustainability. 

The simulation approach overcomes the limitations of 

traditional sustainability assessment methods by 

allowing for dealing with stochastic nature, testing 

scenarios, and understanding the impacts from the long-

term perspective. Moreover, the approach provides a 

comprehensive sustainability assessment by 

simultaneously considering economic and 

environmental dimensions and helps identify trade-offs 

between the two. However, the success of the approach 

depends on the availability of reliable data, which 

requires a multidisciplinary team with simulation 

expertise, product and service managers, sales 

managers, and sustainability experts. Despite these 

limitations, the proposed method offers a promising 

avenue for supporting sustainable decisions in the PSS 

context. Future developments will address the validation 

of the proposed model within a case study.  
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ABSTRACT 

Distribution quality management performance in supply 

chains is a key issue for overall performance and 

competitiveness. This paper proposes a methodology for 

analyzing distribution quality management performance 

using simulation and design of experiments (DOE). This 

methodology has four steps: (i) Selection of variables, 

(ii) Determination of factors and levels, (iii) Performing

the experimental simulation and (iv) Analysis of the

results. The joint application of simulation and DOE

allowed analyzing the effects of the independent

variables on the distribution quality management

performance. It was also possible to sort the

independent variables according to the degree of impact

on the response variable.

INTRODUCTION 

A supply chain is a network of companies involved in 

different processes and activities to add value to 

products and services from suppliers to the end 

customer (Slack and Lewis 2017). It involves all the 

parties involved in customer satisfaction and includes 

the functions involved in receiving and satisfying 

customer requirements within each organization 

(Chopra 2018). Thus, Supply Chain Management is 

planning, designing, and controlling the flow of 

materials, information, and money throughout the 

supply chain to offer the end customer superior value 

effectively and efficiently (Sanders 2018). 

Quality Management has expanded its principles to the 

entire supply chain to coordinate and integrate processes 

involving business activities and business structure 

(Robinson and Malhotra 2005; Akyuz 2011; Yoo and 

Cheong 2018). Supply Chain Quality Management 

implies a set of integrated systems that improve the 

performance of the links between the upstream supply 

chain with suppliers and the downstream supply chain 

with distributors and customers (Foster 2008; Batson 

and Mcgough 2007). 

Supply chain quality management is the coordination 

and integration of the processes of all members of the 

supply chain in order to improve performance and 

achieve customer satisfaction, emphasizing cooperative 

learning (Parast 2013). The efficient operation of a 

supply chain to align separate entities and improve 

overall performance in quality management requires 

collaborative, coordinated, and integrated activities and 

making decisions based on performance measurement 

(Moharana et al. 2012; Bautista-Santos et al. 2015). 

According to Das and Lashkari (2015), distribution 

plans are important for optimal business performance 

and for the interrelationship between distribution 

modes, perfect deliveries and product quality. They also 

state that improved responsiveness depends on the 

conditions of flexibility in facility location and size, 

customer density, and delivery requirements. Similarly, 

in distribution models for perishable products, it is 

necessary to consider the relationship between product 

quality deterioration and delivery distances (Chen et al. 

2021). 

Park (2005) establishes the need to jointly analyze and 

plan production and distribution systems as a successful 

strategy to maximize total net profit. Pettersson and 

Segerstedt (2013) state that quantification and 

disaggregation of logistics costs at the manufacturing 

and distribution stages is essential for making 

appropriate decisions to improve overall supply chain 

performance. Chiadamrong and Wajcharapornjinda 

(2012) consider quality costs as one of the main 

categories of supply chain costs and highlight the need 

to quantify them at all stages. 

On the other hand, the design of experiments has been 

applied as a validation tool for computational simulation 

models, making it possible to determine the important 

factors with the least number of simulation runs (Duman 

2007; Kleijnen 2005; Law 2017; Montevechi et al. 

2010). The use of the design of experiments has 

advantages over the sensitivity analysis carried out by 

varying one parameter and leaving the rest fixed since 

the latter is statistically inefficient and does not take into 

account the interactions between factors (Law 2015). 

The validation of research based on simulation by using 

the design of experiments allows increasing the 

transparency of the simulation models behavior and the 

effectiveness of the results report (Lorscheid et al. 2012; 

Tarashioon et al. 2014). 

Moreover, the fractional factorial design has been used 

for validating simulation and optimization studies 

applied in hybrid renewable energy systems with a large 
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number of factors and uncertainty in resources and 

demand, and complex interaction between factors 

(Chang and Lin 2015). Also, it has been used to validate 

simulation models of factors that influence response 

capacity in fire safety studies (Suard et al. 2013). Hence, 

it is possible to use a fractional factorial design jointly 

with a simulation tool to analyze the variables behavior 

of the system studied in this work. 

Therefore, this paper proposes a methodology for 

analyzing distribution quality management performance 

using simulation and design of experiments. The 

experimental simulation approach is used to analyze the 

initial selection of variables and the interactions that 

influence distribution quality management performance. 

The joint application of simulation and design of 

experiments to study supply chain management is a 

current research trend. 

FRACTIONAL FACTORIAL DESIGN 

DOE consists of planning and performing a set of trials 

to obtain data and analyzing them statistically to answer 

questions about the studied system. In each experiment, 

changes are made to the input variables to identify the 

reasons for the changes observed in the output variable 

(Montgomery 2020). Factors are the variables studied in 

the experiment regarding how they influence or affect 

the response variable(s). The different values assigned 

to each factor in a DOE are called levels. 

There are some DOEs, and selecting the right one 

depends on the experiment objective, the number of 

factors, the number of levels per factor, the studied 

effects, the experiment cost, and the desired precision. 

In general terms, it is possible to use experiments with a 

single factor, block designs, factorial designs, and 

robust designs (Jones and Montgomery 2020). The 

fractional factorial design is selected to perform the 

experiments in this work, so its basics are briefly 

explained below. 

A fractional factorial design is a part or fraction of a full 

factorial design, in which the number of experimental 

runs is reduced without reducing the quality of relevant 

information about significant effects. The theory of 

fractional factorial designs is based on the hierarchy of 

effects: the main effects are more important, followed 

by double interactions, then triples, quadruples, etc. 

(Montgomery 2020). Fractional factorial designs are 

recommended in exploratory experiments where 

information on main effects and low-order interactions 

of multiple factors is required. 

In full factorial designs with less than five factors (k < 

5), the potentially important effects outnumber the a 

priori ignorable effects, so relevant information may be 

lost if they are fractionated. On the other hand, when k ≥ 

5, the number of ignorable effects exceeds the number 

of potentially important ones, indicating that these 

designs can be fractionated many times without losing 

valuable information. The larger the value of k, the 

greater the allowed degree of fractionation in the design 

(Antony 2023). 

The resolution is a characteristic of a fractional factorial 

design and is related to the role exerted by the 

potentially relevant effects. The most common 

resolutions are III, IV, and V. In the resolution III 

design, the main effects are not aliases of each other, but 

there are main effects that are aliases of double 

interactions. In the resolution IV design, the main 

effects are not aliases of each other or with double 

interactions, but some double interactions are aliases of 

each other. In the resolution V design, the main effects 

and the double interactions are aliased with triple or 

higher-order interactions (Gutiérrez and De La Vara 

2012). Thus, the higher the resolution, the better to 

study the relevant effects of the design.  

Factorial designs are versatile as they can be adapted to 

different experimental conditions, such as simple 

replicates, factorial replicates, and experiments in 

exploratory phases. Using fractional factorial design is 

based on the fact that a small fraction of the factor 

effects are significant for a process, while the rest of the 

effects are inert for practical purposes, associating much 

of the variation with only a few factors.   

SIMULATION USING FUZZY COGNITIVE 

MAPS 

Fuzzy Cognitive Maps (FCMs) are soft computing tools 

for modeling complex systems using human knowledge 

or knowledge extracted from databases in the form of 

rules (León et al. 2010). An FCM consists of variables 

representing the system under study and weighted arcs 

representing the causal relationships between the 

concepts. Each arc has a value in the interval [-1, +1] 

according to the strength of the relationship between the 

variables. The weights of each pair of variables result 

from an adjacency or correlation matrix (Dickerson and 

Kosko 1994). 

FCMs can be used to represent a specific behavior of 

the system, and the evaluation at run-time is fast to meet 

the requirements of real-time simulations (Buche et al. 

2010). Using FCMs as a simulation tool makes it 

possible to model uncertain conditions of systems 

through a macroscopic level-based method, based on 

historical data and predicting the future states (Amini et 

al. 2021). As simulation step, the value of a variable is 

calculated by computing the influence of the 

interconnected variables by following a specific rule 

(Kang et al. 2016). 

FCMs are adequate for modeling complex systems with 

limited and small data or when data are inaccessible 

because the collection is costly (Yousefi et al. 2020). 

FCMs can be used for simulating multiple scenarios 

since they reduce the dissimilarity between the current 

state vector and the expected response (Felix et al. 
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2019). So, after the simulation runs, it is possible to 

infer some behavioral properties of the variables and 

reach some conclusions about the system under study 

(Christoforou and Andreou 2017). 

The dynamic behavior of the simulation with FCMs 

depends on the values of the weights of the variables 

interrelationships and the inference mechanism of the 

state transition. Thus, three different outcomes can be 

expected: (a) The state vector settles to a stationary 

value after a finite number of steps, reaching a so-called 

fixed attractor, (b) The state vector periodically settles 

to the same value after a finite number of steps, or, (c) 

The state vector changes chaotically (Papageorgiou 

2014). Due to the characteristics and requirements of 

the DOE, the desired stopping criterion of the 

simulation in this work is to reach a fixed attractor.     

METHODOLOGY 

This work analyzes the interrelationships of the 

variables that determine quality performance in 

distribution through simulation and the design of 

experiments. The methodology consists of four steps: (i) 

Selection of variables, (ii) Determination of factors and 

levels, (iii) Performing the experimental simulation, and 

(iv) Analysis of the results (Figure 1).

Figure 1: Methodology Steps 

The definition of the experiment objective is the basis 

for selecting the variables of the simulation model. 

Thus, the selection of variables is made considering the 

characteristics of the experimental unit and the literature 

on supply chain quality performance. The experimental 

unit is a food products company with a production plant 

and distribution center in a city in Colombia. From 

there, distribution to the rest of the country is carried 

out. Overall distribution quality performance indicator 

data for the last twelve months were analyzed. 

Factors are the independent variables tested in the 

experiment. The study of a factor requires testing it on 

at least two levels. There would be selected the factors 

previously known as influencing the response variable. 

In this paper, the factors are the variable 

interrelationships, and the levels are the limits of the 

correlation coefficient confidence intervals. 

Performing the experimental simulation starts with the 

selection of the appropriate DOE by considering the 

factors, levels, and the resolution. The simulation runs 

are performed using the software FCM Expert. In each 

of them, the initial values correspond to the levels of the 

factors established in the experimental plan. 

The analysis of results is based on the data obtained 

from the values of the fixed attractors of the response 

variables in each simulation run. The experimental 

results are sample observations of the studied system, so 

statistical methods are used to verify if the effects are 

significant. Statistical analysis consists of estimation of 

effects and the ANOVA test.  

RESULTS 

Selection of variables 

The selection of the independent and dependent 

variables -which represent distribution quality 

performance- was made considering the performance 

measurement system of the case study. Table 1 shows 

the variables and their coding and definition. These 

three independent variables are currently in use in the 

company under study. More additional variables will be 

considered in the following research phases. 

Table 1: Variables of the Distribution Quality 

Performance 

Type Variable Definition 

R
es

p
o

n
se

 

C3: 

Distribution 

Performance 

Quality performance of the 

distribution stage, as a result of 

the influence and interaction of 

the independent variables 

(Kleijnen and Smits 2003). 

In
d

ep
en

d
en

t 

C3,1: 

Customer 

perfect 

deliveries (%) 

Percentage of orders that the 

company delivers on time, 

complete, in good condition and 

without documentation 

problems (Jacobs and Chase 

2018; Slack et al. 2016). 

C3,2: 

Customer 

rejections and 

returns (%) 

Percentage of items rejected at 

the delivery or after receipt by 

the customer, due to non-

compliance with one or more 

quality requirements (Flynn and 

Zhao 2015; Yao and Zhang 

2009). 

C3,3: 

Distribution 

unit cost 

($/item) 

The unit cost of distributing the 

orders from the production 

facilities to the final consumer 

(Kleijnen and Smits 2003).  

Determination of Factors and Levels 

Correlation analysis of historical data was performed as 

starting point to analyze the interrelationships of the 

studied variables by simulation. The obtained 

correlation coefficient intervals at 95% confidence are 

in Table 2. The exclusion threshold interval for the 

correlation coefficient is (-0.4, 0.4). Therefore, the blank 

cells correspond to low correlation coefficient intervals 
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(in the exclusion interval), which are not considered in 

this work.  

Table 2: Correlation Coefficients Intervals between 

Variables 

C3 C3,1 C3,2 C3,3 

C3 

C3,1 [0.8, 1.0] [-1.0, -0.8] [-0.8, -0.6] 

C3,2 [-1.0, -0.8] [0.7, 0.9] 

C3,3 [-0.9, -0.7] [-0.7, -0.5] [0.4, 0.6] 

Thus, the experimental factors are the interactions of the 

variables with significant correlation coefficient 

intervals shown in Table 2. Table 3 shows the 

experimental factors and their levels. The Low and High 

levels correspond to the lower and upper limits of the 

correlation coefficient confidence intervals, 

respectively.  

Table 3: Factors and levels of the Experiment 

Factor Low High 

A (C3,1→C3) 0.8 1.0 

B (C3,2→C3) -1.0 -0.8 

C (C3,3→C3) -0.9 -0.7 

D (C3,1→C3,2) -1.0 -0.8 

E (C3,1→C3,3) -0.8 -0.6 

F (C3,2→C3,3) 0.7 0.9 

G (C3,3→C3,1) -0.7 -0.5 

H (C3,3→C3,2) 0.4 0.6 

Response variable C3 (Distribution performance) 

Performing the Experimental Simulation 

The selection of the appropriate fractional factorial 

design was made considering the number of 

experimental factors (eight) and getting a high 

resolution (IV or V). The latter avoided confounding 

main effects with double or triple interactions, with an 

acceptable number of runs. Then, a 28-2 design with 

resolution V and 64 simulation runs was selected. 

The system studied using the selected fractional 

factorial design has variables and degrees of causality 

between them (factors and levels) and it is necessary to 

evaluate the impact of their interactions on the response 

variable. Accordingly, FCMs were selected as the 

simulation technique to obtain the value of the response 

variable from the factor levels in each simulation run 

(Papageorgiou 2014). Figure 2 shows an example of a 

simulation run result. 

The 64 experimental simulation runs were performed 

using the Kosko activation rule with self-memory 

(Christoforou and Andreou 2017):   

  (1) 

where the value Ai (response variable) at time k+1 is 

calculated as the sum of the previous value of Ai at the 

previous time k with the product of the value Aj of node 

Cj at time k and the value of the weight of the cause-

effect relationship wji (levels of the experiment). The 

stopping criterion selected for each simulation run was 

to obtain a fixed attractor, as shown in Figure 2. 

Figure 2: An Example of a Simulation Run Result 

Analysis of the Results 

The analysis of the experimental simulation results was 

carried out using a sequential phased approach, 

excluding and transferring to error the non-significant 

effects until the final model with significant sources of 

variation was obtained (Rigdon et al. 2022). The results 

of the final regression model obtained make it possible 

to identify that the variable with the highest impact on 

distribution quality management performance is the 

distribution unit cost (correlation coefficient = 0.58), 

followed by customer rejections and returns (0.54) and 

customer perfect deliveries (0.42).  

The ANOVA test of the simulation results (Table 4) 

shows that all main effects are statistically significant, 

confirming the initial selection of the variables that 

influence the distribution quality management 

performance. This is also noted in the behavior of the 

standardized Pareto diagram of effects (Figure 3) and 

the main effects plot (Figure 4). 

Table 4: The ANOVA Test Results 

Source Sum of squares DF 
Mean 

squares 
F-

Value 
P-

Value 
A:A 0.019082 1 0.019082 5659.91 0.0000 

B:B 0.026402 1 0.026402 7831.16 0.0000 

C:C 0.033001 1 0.033001 9788.51 0.0000 

D:D 0.002494 1 0.002494 739.67 0.0000 

E:E 0.002236 1 0.002236 663.25 0.0000 

F:F 0.003090 1 0.003090 916.52 0.0000 

G:G 0.007693 1 0.007693 2281.96 0.0000 

H:H 0.004288 1 0.004288 1272.05 0.0000 

Error 0.00018543 55 0.00000337 

Total 0.0984728 63 

All the interactions between the variables studied were 

significant for distribution quality management 

performance. Therefore, it is important to consider 

minimal variations in the value of the interactions in the 

analysis of their effects on distribution performance. 
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The risks of physical distribution make the interactions 

between distribution unit cost, perfect customer 

deliveries, and customer rejections and returns very 

uncertain and have a significant impact on performance 

(Jaqueta et al. 2020). 
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Figure 3: Standardized Pareto Diagram of Effects for 

Distribution Performance 
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Figure 4: Main Effects Plot for Distribution 

Performance 

 

CONCLUSIONS 

The study of distribution quality management 

performance in supply chains must go beyond the 

descriptive approach characteristic of most traditional 

models. The joint application of simulation and the 

design of experiments makes it possible to analyze 

complex or little-studied systems from the perspective 

of analyzing the impacts of the relationships between 

variables.  

 

Because the purpose of this work is to analyze the 

impact of the relationships between factors and that 

there is a relatively high number of them (k ≥ 5), the 

foundations of experimental design recommend using a 

fractional factorial design. Selecting this type of DOE 

allowed for obtaining sufficient information to research 

the effects of the independent variables on the response 

variable with a reasonable number of runs. 

 

The methodology developed in this research is 

adaptable to the particular conditions of performance 

measurement in other supply chains or specific sectors. 

For its application in a given business sector, it is 

essential to have historical information that makes it 

possible to extract knowledge of the variables 

interrelationship strength by using multivariate 

descriptive statistical analysis. 

 

The simulation approach of this research focuses on 

analyzing the variables interrelationship strength as 

evidence of the quality management performance in the 

supply chain. Therefore, it is not possible to obtain a 

mathematical model for predicting the value of the 

response variable. However, it allows establishing 

possible degrees of impact of the changes made in one 

variable with respect to other ones. 

 

This article is a product of ongoing research whose 

main objective is the application of analytical modeling 

techniques in Supply Chain Quality Management. 

Future work is developing predictive models of quality 

performance in the supply chain from data collected 

online on the behavior of state variables of the different 

supply chain stages. 
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ABSTRACT 

Building a simulation model is a good practice for 
comparing and evaluating different design alternatives. 
In recent years, many companies in the fashion industry 
have shown a great interest in simulation topics. 
However, there is a lack of research papers that discuss 
the comparison of simulation software in the context of 
fashion. This paper proposes an analysis of the 
capabilities and features of two commercial simulation 
software packages, AnyLogic and Simio. The article 
presents a benchmarking analysis based on a case study 
in the fashion industry. 

1. INTRODUCTION

Over the last 20 years, the flexibility required by next-
generation industries has demanded features like 
overconnectivity and data management. The Industry 4.0 
paradigm has become a major part of intelligent 
manufacturing systems (Derigent, et al., 2021). Fashion 
products cover a wide range of items and change 
frequently according to consumer demands and trends. 
Due to the high interest of consumers in fashion products, 
the fashion industry is one of the most important 
industries globally. As a result, companies continually 
invest in new technologies to improve their business 
(Spahiu, et al., 2021). Moreover, the present situation of 
all companies shows that Industry 4.0 technologies are 
essential for fashion industries to remain competitive in 
the global market (Majeed & Rupasinghe, 2017). The 
main technological trends in industrial production are 
system integration, IoT, big data, additive manufacturing, 
automation, and simulation (Gilchrist, 2016). Of all these 
technologies, this paper discusses the application of 
simulation in the fashion industry. 
The first field of fashion companies to use simulation 
models is supply chain management. The complex 
interdependency between all the actors within the logistic 
chain makes it extremely difficult to find an optimal 
configuration (Iannone, et al., 2007). Simulation is one of 
the best decision-support tools, allowing you to test 
different what-if scenarios and to choose appropriate 
solutions (Oliveira, et al., 2016). 

As manufacturers are often reluctant to experiment with 
new control architectures on their production systems 
mainly due to risk aversion, they prefer to first assess the 
control architecture using simulation before 
implementing it on a real scale (Attajer, et al., 2021). 
Consequently, simulation and digital twin models have 
gained more importance for manufacturing businesses. 
Furthermore, the fashion industry has started to build 
innovative product-driven control architectures with the 
use of simulation systems. The aim of this paper is to 
compare two commercial simulation software packages 
(AnyLogic and Simio) to understand their capabilities in 
building a model of the fashion industry. 
This paper also aims to propose guidelines regarding the 
development of discrete event simulations in fashion 
industries. The paper is structured as follows: Section 2 
reviews the related works in literature concerning 
technological improvements in the fashion industry and 
the use of commercial simulation software in these 
industries. Section 3 provides an analysis of the 
requirements in the fashion industry to create a strong 
model. Then, Section 4 illustrates how the case study is 
conceived in Simio and AnyLogic. Section 5 shows the 
comparison between the features of the two software 
packages. Finally, Section 6 provides the results of the 
comparison in terms of the strength and quality of 
features. 

2. LITERATURE OF INDUSTRY 4.0 IN FASHION
INDUSTRY

In the last few years, customers have been changing and 
the outfit market has been adapting to this. The traditional 
Slow Fashion approach is characterized by long trends 
and standard time in development, production, and 
distribution. This approach is now changing into the 
recent Fast fashion philosophy. Fast fashion is focused 
on the quick response to the customers, the volatile 
demand and short life cycle products (dos Santos, et al., 
2021). These demands for high performances are forcing 
industries to turn into smart factory, able to combine high 
speed with customization of products (Grieco, et al., 
2017). To do this, it is necessary to introduce the Industry 
4.0 innovations in companies. Today, new manufacturing 
technologies, digitalization and interconnection are 
probably the newest characteristics of a business model 
for the present and for the near future (Derigent, et al., 
2021) (Schuh, et al., 2017). Due to this, manufacturing 
industries are now characterized by high complexity, 
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various sources of uncertainty, and nonlinearity. On one 
hand, hard constraints must be easily satisfied by 
software and programs. On the other hand, projects are 
often executed in systems with high uncertainty (Song, et 
al., 2018) (Lin & Chen, 2015) (Nagasawa, et al., 2015). 
These characteristics make it difficult to apply traditional 
theoretical methods to optimize productivity and to 
maximize uptime and to reduce lead-time (Zhang, et al., 
103123 (2019)). Simulation modelling is conducted to 
gain insight into these complex systems, testing new 
resource policies and new concepts before implementing 
them (Mourtzis, 2020). Many applications of simulation 
in low-tech context, including fashion companies, can be 
observed in literature (Fani, et al., 2017) (Macchion & 
Fornasiero, 2021) (Fani, et al., 2021) (Fani, et al., 2020). 
Other important papers deal with the technological level 
of four large textile industries, highlighting innovations 
that can improve their business. The interviews have 
shown that only one company has simulation among its 
technologies, but with low usage. Instead, 50% of 
companies consider this technology to be important for 
improvement and innovation of their industries (Falani, 
et al., April 5-8, 2021). Other papers and articles discuss 
characteristics of models and systems developed by the 
experts (Attajer, et al., 2021). However, it’s also 
important to describe features of simulation software that 
can be used to realize these models (Swain, 2019). Some 
papers focused on finding frameworks for simulation 
software selection (Tewoldeberhan, et al., 2002) 
(Azadeh, et al., 2010) (Gupta, et al., 2010). Also, there 
are articles that undertake ranking of commercial 
software (Dias, et al., 2016) (Abar, et al., 2017). Instead, 
there are fewer articles dealing with the comparison of 
commercial simulation software in terms of features and 
usability.  
This paper tries to fill this gap, by presenting a 
comparison between the features of commercial 
simulation software. As a starting point, the features 
reported in this article take their cue from the paper by 
Fumagalli et al. (Fumagalli, et al., 2019) which creates a 
framework to compare simulation software. 
 
3 REQUIREMENTS FOR SIMULATION OF A 
FASHION INDUSTRY 

The first step in realizing a case study is to define the type 
of work environment. This allows understanding the 
needs and criticalities related to it. The Job-Shop 
environment best fits the company considered for the 
case study, as it is very flexible but has complex and 
difficult production flow management. In Job-Shop, the 
production plans consist of small lots and a wide variety 
of products, making production management extremely 
complex. Therefore, the first necessary feature of 
simulation software is the ability to make data-driven 
models that allow quick changes to input parameters such 
as production mix, resource capacity, production cycle, 
and quantity of SKU. The second aspect required is the 
presence of an interface that can easily model the 
physical structure of the plant. Specific libraries are 
required to represent the physical model. Also, the third 

necessary feature is the presence of libraries with logical 
blocks in the simulation software to build a working 
model with the right functionality. In addition, it is 
necessary to graphically represent the simulation model. 
The fourth essential feature concerns the presence of 2D 
and 3D animation tools. Finally, the last necessary 
requirement is the ability to use Agent-Based Modeling, 
in addition to classical Discrete Event Simulation. 
The second step is represented by the definition of the 
sample of simulation software that must be compared. 
The large number of simulation software on the market 
makes it difficult to choose the most appropriate one for 
making the comparison. Initially, the simulation software 
most used in the last period was considered. To do this, 
we took the simulators used at the 2017 WSC. The most 
widely used were AnyLogic, Simio, and Arena, as shown 
in Figure 1.  
The first two possess specific libraries for building 
material handling simulation models, making them easier 
to use than Arena. For these reasons, AnyLogic and 
Simio were chosen for this case study. 
 

Figures 1: Simulation models diffusion (adapted from 
Winter Simulation Conference website) 

 

 
 
4 CASE STUDY IN SIMIO AND ANYLOGIC 

4.1 Case study definition 

The realization of the case study is divided into three 
phases, the first two of which are built externally to the 
applications and only carried out once, while the last one 
is realized twice in both simulators. Phase 1 involves 
analyzing the real plants in terms of structure and objects. 
This analysis includes the layout and information of the 
plant, such as productivity and resources. In Phase 2, the 
results of Phase 1 are conceptualized in the form of 
inputs, such as CAD layout and database. Phase 3 
involves model development after importing the inputs 
from Phase 2 into both simulators. 
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4.2 Input of the Case Study 

First, in literature you can observe some models use as 
case studies of manufacturing industries (Attajer, et al., 
2021) (Yang, et al., 2018) (Cao, et al., 2019) (Macedo, et 
al., 2021) (Silva, et al., 2016). These models can be used 
as examples to take inspiration. The aim is to create 
simple but complete models that allow you to compare 
many features of the two software. Two main inputs to 
build a data-driven model are: the physical layout of the 
plant and the information in database. The layout is 
realized using AutoCAD 2D and is composed of four 
units. The transport within each unit is performed by 
operators, while in those between one unit and the other 
the products are moved from the Automated Guided 
Vehicles (AGV). 2D layout is shown in Figure 2. 
 

Figure 2: 2D layout made on AutoCAD 

  
 
Once the 2D CAD is created, it is imported into the 
simulators, on which the physical model is built. The 
other main input is the database that contains all the 
information needed to parameterize the model. This 
object is created using Microsoft Excel. The case study 
presents two different SKUs, fourteen workers, three 
AGVs, and about twenty resources. First, it is necessary 
to divide the information into several classes of tables. As 
a result, a database can be considered as a set of 
interacting tables. All the classes created for this case 
study are shown in Table 1. After creating the database, 
it will be imported into both simulators. The following 
paragraphs describe the model constructions, first in 
Simio and then in AnyLogic. 
 

Table 1: Classes in which database is divided 
 

NAME  DESCRIPTION 

DB RESOURCES Represents all resources that process 
entities, such as machines, workbenches 
and warehouses 

DB 
PRODUCTION 
PLAN 

Contains each order generated in the 
plant, describing SKU, quantity, time 
and date of arrival 

DB WORKERS List of operators that model can used as 
human resources during simulation 

DB AGV List of AGV that transport entities, 
describing the capacity and the id 
connected to each vehicle 

DB 
PRODUCTION 
CYCLE 

Contains all parameters related to 
production, such as the id, the SKU 
type, the work-phase, the resource and 
the production time 

 
4.3 Model building in Simio 

The model structure is derived from the 2D plan that was 
previously imported. First, entities must be created. They 
have several properties to manage their operations, with 
the most important being the sequence of travel nodes 
and the production plan table. These properties are 
imported from the database. The other objects are 
vehicles and operators. The vehicles move along paths 
between different bays, while the operators move within 
the sector in free space. The entities and vehicles created 
in the model are shown in Figure 3. 
 

Figure 3: Entities and Vehicles 

  
 
The system has one entry and two exits for entities. 
Entities are created by a Source block, simulating the 
entry of goods into the plant. Instead, the Sink block is 
used to simulate the output of finished products from the 
model. These two types of blocks are illustrated in Figure 
4. 
 

Figure 4 - Source and Sink blocks  

 
 
After defining the objects, it is necessary to create bays 
and workbenches inside the sectors. The bays are 
modeled using two Server blocks: one to simulate 
unloading and one to simulate loading of entities. Instead, 
workbenches are modeled with a single Server block. As 
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an example, one sector composed of bays and 
workbenches is shown in  
Figure 5. 
 

Figure 5 - Sector, bays and workbenches 
 

 
 
Both types of resources are associated with workers and 
vehicles through properties of Server blocks. Workers 
move in free space, while vehicles move on guided paths. 
By repeating these operations for the other sectors, both 
the physical and logical structure are realized. Then, the 
complete model is built and represented in Figure 6. 
 

Figure 6 - Simio model 

  
 
After building the system, it is necessary to produce 
usable output data. Variables are created and then 
assigned at specific points in the model. This assignment 
is performed using Add-on Processes. Once the 
construction of the Simio model is completed, the same 
plant needs to be modeled in AnyLogic. 
 
4.4 Model building in AnyLogic 

The layout of AnyLogic's model is derived from the 2D 
CAD drawing. In the main window, only the essential 
parameters and physical structure of the plant are 
displayed. This structure comprises paths and nodes, 
while the logical blocks are in other pages that represent 
various types of objects such as AGVs, workers, bays, 
and workbenches. The objects constructed in this model 

are grouped into different populations, with one for each 
object type. These populations are illustrated in Figure 7. 

Figure 7 – Populations 

 
 
After creating the objects and their respective 
populations, the next step is to build the logical structure 
that simulates the system's operation. Each population 
contains logical blocks and parameters that are specific 
to that object type. An example of a logical system is the 
one that illustrates the operation of the bays, which is 
depicted in Figure 8. 
 

Figure 8 - Logical Structure of bays 

  
 
This object contains two lines: one for sending the 
entities and another for receiving the goods. Specifically, 
the first line models the production and sending of 
entities to the next cluster, while the second line 
simulates the reception of entities and their delivery to 
the next workbenches. Functions written in Java are used 
to connect the logical structure and manage the system's 
operation. The ability to use ad-hoc functions allows for 
models with high flexibility and customization. These 
functions can also be used to extract Key Performance 
Indicators (KPIs) from a log file where runtime 
information is stored. 
 
5 MODEL COMPARISON 

5.1 KPI analysis 

The aim of this chapter is to perform a benchmarking 
between two software programs used in Chapter 4. The 
first step is to validate the models by using four indicators 
to compare the performance of the Simio and AnyLogic 
models. The Key Performance Indicators (KPIs) chosen 
for validation are productivity, lead time, transit time of 
AGV, and occupation of workers. These were selected 
because they are easy to derive and are important for 
companies in the fashion industry. They allow for the 
identification of inefficiencies in the plant and the level 
of customer service, highlighting possible improvements 
to be implemented. 
First, it is necessary to define the warmup period to 
exclude invalid data. This definition is made by 
analyzing productivity in ten different runs with a 
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duration of twenty days. In both models, productivity 
shows steady performance after three days. Therefore, 
the analysis of parameters considers only the following 
seventeen days. 
 

Table 2 – Productivity 
 

SIMIO A B Tot 
ANYLOG
IC 

A B Tot 

04/01/22 55 55 110 04/01/22 55 55 110 

05/01/22 55 55 110 05/01/22 55 55 110 

06/01/22 55 55 110 06/01/22 55 55 110 

07/01/22 55 55 110 07/01/22 55 55 110 

08/01/22 55 55 110 08/01/22 55 55 110 

09/01/22 55 55 110 09/01/22 55 55 110 

10/01/22 55 55 110 10/01/22 55 55 110 

11/01/22 55 55 110 11/01/22 55 55 110 

12/01/22 55 55 110 12/01/22 55 55 110 

13/01/22 55 55 110 13/01/22 55 55 110 

14/01/22 55 55 110 14/01/22 55 55 110 

15/01/22 55 55 110 15/01/22 55 55 110 

16/01/22 55 55 110 16/01/22 55 55 110 

17/01/22 55 55 110 17/01/22 55 55 110 

18/01/22 55 55 110 18/01/22 55 55 110 

19/01/22 55 55 110 19/01/22 55 55 110 

20/01/22 55 55 110 20/01/22 55 55 110 

Total 935 935 1870 Total 935 935 1870 

 
 

Table 3 - Lead Time Average 
 

  Average LT (sec)   

  ANYLOGIC SIMIO DIFFERENCE  

A 2009,15 2015,28 -6,12 

B 2286,07 2279,57 6,49 

Total     0,37 

 
 

Table 4 - Transit Time Percentage 
 

  % TRANSIT TIME   

  ANYLOGIC SIMIO DIFFERENCE % 

pop0 34,70% 34,85% -0,15% 

pop1 34,98% 34,80% 0,18% 

pop2 33,74% 33,79% -0,05% 

Total     -0,02% 

 
The statistical comparison of KPIs is done using Minitab 
software. The analysis performed is called a paired t-test, 
which is a method used to test whether the mean 
difference between two sets of observations is zero. The 
results of this statistical procedure allow for validation of 
the models created in Simio and AnyLogic. It is then 

necessary to discuss the collection of features and 
compare them in both simulators. 

Table 5 - Occupation Time Percentage 
 

  % OCCUPATION TIME   

  ANYLOGIC SIMIO DIFFERENCE 

Worker1 11,45% 11,46% -0,02% 

Worker2 7,68% 7,66% 0,02% 

Worker3 11,46% 11,41% 0,05% 

Worker4 28,68% 28,64% 0,04% 

Worker5 42,94% 42,88% 0,06% 

Worker6 11,51% 11,52% -0,02% 

Worker7 28,62% 28,68% -0,06% 

Worker8 42,94% 42,92% 0,02% 

Worker9 11,47% 11,50% -0,03% 

Worker10 49,59% 49,64% -0,05% 

Worker11 11,46% 11,46% 0,00% 

Worker12 49,67% 49,64% 0,03% 

Worker13 68,75% 68,73% 0,02% 

Worker14 57,26% 57,29% -0,03% 

Total     0,02% 

 

5.2 Feature’s benchmarking 

This paragraph describes in detail the set of 
characteristics on which the benchmarking of simulators 
is based. Some of these features are obtained from 
literature, others from simulator’s support handbooks. 
This set of properties is placed in a table divided in five 
categories (Tewoldeberhan, et al., 2002): 

- Technical Compatibility: represent principal 
features of hardware and software compatibility 
and the integrated tools. 

- Model Building: covers all items describing 
capabilities during model implementation by the 
software, including additional functions and 
input or output capabilities. 

- Animation: contains the items related to 
graphical interface, the compatibility with 
graphic programs (CAD) and the realization of 
2D and 3D animations or real time animations.  

- Support and Education: reports characteristics 
of the available courses, online or offline, the 
presence of tutorials and the active support of 
developers. It is related to all the mechanisms 
that software-house use to help and train users 
about the use of their programs. 

- Additional Information: represent the 
integrative features, difficult to classify, such as 
the presence of student version, vendor’s 
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comments and the new features developed by 
software-houses. 

The comparison between features is divided in five areas 
and is shown in the following Tables. 
 

Table 6 - Technical Compatibility 
 

FEATURE ANYLOGIC SIMIO 

SUPPORTED 
OPERATING 
SYSTEMS 

Windows, 
Mac, Linux 

Windows 

COMPATIBLE 
SOFTWARE TO 
PERFORM 

Excel, Acces, 
any database, 
OptQuest, 
Stat::Fit, Any 
Java/DLL 
library 

Microsoft 
Azure, 
Wonderware,  
OptQuest, 
.Net 
Programs, 
Excel 

CONTROLLED OR 
RUN BY AN 
EXTERNAL 
PROGRAM 

Models can be 
exported and 
launched on 
Java 
applications 

Wonderware, 
.Net Programs 

CONNECTIVITY Using 
AnyLogic 
Cloud, web 
service for 
users 

Using cloud 
with Simio 
and Microsoft 
Azure portals 

MULTIPROCESSOR 
CPU SUPPORTED 

YES YES 

 
Table 7 - Model Building 

 
MODEL BUILDING 

FEATURE   AnyLogic   Simio 

          

INPUT FROM 
(TEXT, 
SPREADSHEETS, 
DB) 

  Input from 
spreadsheets, 
particularly 
Excel, very 
flexible; once 
generate the 
tables you just 
need to import 
them on 
AnyLogic.  

  More limited 
import; you 
need to create 
columns with 
default content 
type (vector, 
time, entity); 
only after you 
can import. 

INPUT 
DISTRIBUTION 
FITTING 

  Default 
distributions 
easy to use; 
Custom 
distributions 
need to be 
defined 
through Java 
language. 

  Default 
distribution very 
easy to use, 
selectable from 
drop-down 
menus; Custom 
distributions are 
complex and 
inefficient. 

GRAPHICAL 
MODEL 
CONSTRUCTION 

  Fast to execute 
during logical 
construction, 
but required 
assignment of 
graphical 
elements with 
Java language. 

  Very simple and 
fast, after the 
creation of 
logical blocks 
the graphics are 
selectable from 
a drop-down 
menu. 

OUTPUT 
ANALYSIS 
SUPPORT 

  Log buildable 
from scratch; 
maximum 
customization; 
it is necessary 
to create in Java 
the functions to 
log. 

  Automatical 
Report 
Summary useful 
to know basic 
KPIs. 
Personalization 
of Log more 
complicated to 
implement. 

OPTIMIZATION   OptQuest is 
used by default; 
custom 
optimization 
algorithm can 
also be created. 

  OptQuest is 
used by default; 
is unknown the 
possibility of 
creating custom 
optimization 
algorithm. 

RUN TIME 
DEBUG 

  YES   YES 

MODEL 
BUILDING 
USING 
PROGRAMMING 

  Extremely 
strong 
programming, 
is the strong 
point of the 
program 
through the use 
of object-
oriented 
language. 

  Modeling using 
programming is 
not excellent; is 
designed to 
building model 
without this 
features. 

BATCH RUN / 
EXPERIMENTAL 
DESIGN 

  Create a 
flexible 
interface to 
perform 
parameter's 
changes and 
batch run. 

  Scenarios can be 
launched 
manually and 
with multiple 
replicas. 

WARMUP   YES   YES 

MULTIPLE RUN   YES   YES 

DISCRETE 
MODELING 

  YES   YES 

AGENT BASED 
MODELING 

  YES   YES 

CONTINOUS 
MODELING 

  YES   YES 

MULTIPLE 
LOGIC 

  YES  
(Strong 
features, it 
works very 
well) 

  YES 
(Is not as good 
as in AnyLogic) 

 
Table 8 – Animation 

 
FEATURE ANYLOGIC SIMIO 

      

ANIMATION Simple to 
implement, 
whille requiring 
at least basic 
knowledge in 
Java to assign 
animations. 

Simple and 
quick to realize, 
being able to 
select from 
drop-down 
menu the 
animation of 
objects. 

ANIMATION 
EXPORT 

YES YES 
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REAL-TIME 
VIEWING 

YES YES 

2D/3D 
ANIMATION 

YES / YES YES / YES 

CAD DRAWING 
IMPORT 

YES YES 

 
Table 9 – Support 

FEATURE ANYLOGIC SIMIO 

USER SUPPORT YES 
(Interactive 
and available 
support, quick 
and clear; for 
small dubts 
you can use 
structured 
guides and 
tutorials) 

YES 
(The support deals 
more with 
hardware/software 
problems; model 
development is 
mainly managed by 
blogs; also there are 
excellent tutorials) 

CONSULTING 
AVAILABLE 

YES YES 

TRAINING 
COURSES 

YES YES 

 
Table 10 - Other Information 

FEATURE ANYLOGIC SIMIO 

PROFESSIONAL 
VERSION 

17000 $ + 2500 
$/year 

4500 $ 

STUDENT 
VERSION 

Free (Limited) Free (Limited) 

MAJOR NEW 
FEATURES 
(SINCE 2015) 

Addition of 
specific 
libraries: 
Material 
Handling, Road 
Traffic and 
Logistic 
Transport. 

New libraries for 
manufacturing 
industries, 
industry 4.0 and 
new industrial 
processes. 

VENDOR 
COMMENTS 

Unique 
simulator to 
integrate in an 
excellent way 
multiple 
simulation 
logic: Discrete 
Event, Agent-
Based and 
System 
Dynamics. 

Added 
innovation take 
flexibility and 
rapid modeling 
to new heights. 

 
5.2.1 Technical Compatibility 

Analyzing the first aspect, AnyLogic can work on three 
operating systems, while Simio is only compatible with 
Windows. Both applications are suitable for many 
external programs. AnyLogic's ability to adapt to the Java 
language is extremely important because it makes this 
software more flexible for users with programming 
knowledge. However, this feature also makes AnyLogic 
more difficult to use for new users compared to Simio. 
Both software have good connectivity and cloud 
capabilities. 

5.2.2 Model Building 

Both AnyLogic and Simio offer numerous functions for 
managing inputs. The first program allows for better 
customization thanks to the presence of the Java 
language. Graphical construction is easier in Simio 
because it does not require programming knowledge to 
create interactive models. Both applications have 
debugging functions, batch run, and experimental design. 
Regarding model building with programming, Simio can 
only use simplified programming, while AnyLogic 
allows for the integration of code strings and functions in 
Java. Both software have varied libraries, including 
features specific to manufacturing industries. All three 
simulation logics are executable in both Simio and 
AnyLogic, but only the latter allows for the creation of 
multiple-logic models. 

5.2.3 Animation 

Both applications have 2D and 3D animation. Importing 
interactive layouts from CAD is easier in Simio, as in 
AnyLogic, it is necessary to use programming language. 
Other aspects of animation are very similar between the 
two simulators, so it is not possible to make a precise 
judgment. 

5.2.4 Support 

Online support, guides, and training courses for users are 
available in all software. It is impossible to determine 
which support is better, and therefore, there are no 
evaluations, only comments on this aspect. 

5.2.5 Other Information 

In this section, the most interesting characteristics are the 
price of licenses and the major new features. AnyLogic’s 
professional version has a price of $17,000 plus $2,500 
per year, while the same version in Simio costs $4,500. 
Both simulators offer free student versions, but these 
come with several limitations, such as duration, the 
number of objects, and the absence of debugging 
functionality. 
The major new features represent the latest developments 
in terms of libraries and building functionalities. Both 
software programs have updates of libraries in material 
handling and industry 4.0. 
 
6. CONCLUSION 

This paper discusses the capabilities of two commercial 
simulation software programs for building a model of a 
manufacturing industry. After reviewing the literature on 
the use of simulation in the fashion industry, the 
requirements for creating a model of a manufacturing 
plant are presented. A case study of a Job-Shop served by 
AGV is then conducted, adhering to these requirements. 
The implementation of the case study on Simio and 
AnyLogic enables a comparison of the features and 
capabilities of these commercial simulation software 
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programs. The benchmarking of the simulators is shown 
in Figure 11 and Figure 12. 
It can be observed from these tables that AnyLogic has 
rich libraries, making it a good software for realizing a 
manufacturing system. This application is better than 
Simio for building models with high customization and 
complex logic, due to the presence of multi-paradigm 
simulation and the object-oriented Java language. 
Multiple logics allow for the integration of Agent-Based 
modeling with DES modeling and Continuous modeling, 
expanding AnyLogic’s capabilities to effectively model 
complex scenarios. However, the significant presence of 
Java entails considerable difficulties for users with less 
knowledge in programming. 
Simio, on the other hand, has fewer specific libraries, and 
more limitations for customization and flexibility, due to 
the low presence of programming languages. Simio 
seems to lend itself more to the development of systems 
with processes having less variability. However, Simio 
has very strong 2D and 3D animation features, and is 
characterized by ease of use and a simple interface that 
allows new users to easily learn simulator commands. 
Simio has a lower price than AnyLogic, but it has less 
efficient support and assistance. 
Due to the significant differences between the two 
packages, each of them is better suited to different 
contexts. To realize a model with low customization and 
in less time, it is advisable to use Simio. However, to 
obtain a highly customized, scalable, and parameterized 
model, it is advisable to use AnyLogic. 
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ABSTRACT 

The analysis of multigroup invariance helps to test the 

validity of the research model. Satisfaction with 

parenting is one of the important factors regulating 

population reproduction and parenting willingness. 

Research on satisfaction with parenting of specific 

social groups can provide a more targeted understanding 

of the specific factors that affect their parenting 

behavior and parenting motivation. The satisfaction 

with parenting of parents with left behind experience 

may be affected by the primary family and the current 

family. The purpose of the present study was to examine 

the invariance between gender of the satisfaction with 

parenting for parents with left behind experience. The 

sample consisted of 431 parents (204 male and 227 

female) with left behind experience, which conducted in 

2021 in Sichuan, China. Multigroup analysis supported 

measurement invariance between gender, which include 

measurement weights, measurement intercepts, 

structural covariance, and measurement residuals. These 

results provide evidence that the model of satisfaction 

with parenting in the current and primary family for 

parents who were left behind children is a valid 

parenting satisfaction measure to be used among male 

and female actors with such experience in some regions 

- in particular, some regions with high number of left

behind children in China.

INTRODUCTION 

Satisfaction with parenting refers to the extent to which 

parents are satisfied with their children in relation to 

parent–child interactions (e.g., communication, 

activities, praise, punishment) and child behavior (e.g., 

compliance, responsibilities, actions) (Bradshaw and 

Donohue 2014). 

Satisfaction with parenting is crucial in the 

implementation of parenting behaviors, as this 

satisfaction already has an impact not only on the 

parents themselves, but also on the overall health of the 

child's development, fertility and society. 

The number of research results on "satisfaction with 

parenting" as the subject of "sociological research 

direction" retrieval on literature collection platforms in 

different countries are different, among which Web of 

Science has 65, E-library (Russia) has 1,636; CNKI 

(China) has 35 (both search dates are: February 23, 

2023, and all search languages are the official languages 

of the country). Thus, we found that Russian scholars 

pay more attention to the topic "satisfaction with 

parenting". In these studies, related to satisfaction with 

parenting, scholars discussed more key words such as: 

family structure (Rogers and White 1998), parenting 

pressure (Carey et al. 2009; Sevastyanova 202), parental 

responsibility (Henderson et al. 2016), marital 

satisfaction (Perlowski et al. 2019; Malenova and 

Borovikova 2008), life satisfaction (Mahmoud et al. 

2021).  

It is worth mentioning that some Russian sociologists 

have proposed that parenting can be regarded as a labor 

activity, and the result of labor is children's human 

capital, and this kind of labor is a way of regulating the 

population that may help motivate the quantity and 

quality of the population in the future (Voroshilova 

2015; Bagirova and Abilova 2017; Shubat and Bagirova 

2020). It is very important to understand the parents’ 

satisfaction with parenting to stimulate population 

reproduction effectively. Our research will take 

advantage of this concept by looking at parenting as a 

labor/work.  

Scientists have offered different perspectives on 

studies examining satisfaction. In a study of job 

satisfaction, Hoppock noted that job satisfaction reflects 

the psychological and physical satisfaction of workers 

with job-related environmental factors and can also be 

interpreted as workers' subjective responses to the work 

environment. Hoppock also suggested exploring job 

satisfaction by examining the experiences of 

respondents in their current jobs. 

In addition to theoretical studies, many researchers 

have created satisfaction models such as SCBC 

(Sweden Customer Satisfaction Barometer), ESCI 

(European Customer Satisfaction Index), ACSI 

(American Customer Satisfaction Index). To study the 

internal mechanism of the relationship between parents 

and children (Chinese college students and parents), the 

Chinese scientist Mei adjusted the ASCI satisfaction 

model and applied it to the field of parent-child 

relationships. To do this, he proposed four dimensions: 

user expectation, perceived quality, parent-child 

Communications of the ECMS, Volume 37, Issue 1, 
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relationship satisfaction, and parent-child confrontation. 

Moreover, due to parenting satisfaction may be affected 

by the participation of the parenting process and the 

quality of the parent-child relationship (Lackovic-Grgin 

2011). With the help of these research concepts, 

especially the measurement of parent-child relationship 

satisfaction and perceived quality, we will look at 

satisfaction with parenting in these two aspects. We 

assume that satisfaction with parent-child relationships 

can be assessed through respondents' satisfaction with 

parent-child interaction and parenting style in the family, 

and perceived quality can be assessed through their 

satisfaction with integrity and intimacy in the family.  

Study of satisfaction with parenting can yield 

different results for different population groups. After 

the reform and discovery of China, which occurred in 

the 70-80s. XX century, historical mass migration of the 

population occurred - this was mainly due to the 

mobility of excess labor from rural areas to the city. A 

group of people with special life experience arose in the 

country - namely left behind children. Today, some of 

the left behind children as adults already have their own 

children, and there are still a large number of left behind 

children in China (they may become future parents).  

Therefore, the study of this group of satisfaction with 

parenting may not only enrich the research methods for 

field of parenting study, but also provide some 

empirical research data for local population departments, 

especially in some areas with high number of left 

behind children in China. Based on the literature, we 

tried to construct a model of satisfaction with parenting 

for parents, who were left behind children in China. 

The way structures may be identified varies greatly 

due to the characteristics of the respondents, such as 

gender, age. The invariance of the measurement model 

indicated that the same underlying structure was 

measured across relevant comparison groups, which 

ensured the applicability of the model to respondents 

with different sociodemographic characteristics (Clench 

et al. 2011; Moksnes et al. 2013; Pevnaya et al. 2022). 

 

RESEARCH QUESTIONS AND HYPOTHESES 

 

The analysis of multigroup invariance helps to test the 

validity of the research model. This study aims to 

examine invariance of the 8-item Satisfaction with 

parenting between gender among parents who were left 

behind children in China.  

We hypothesized that: 

- Hypothesis 1: Men and women with left behind  

experience have equal measurement weights in the 

model of satisfaction with parenting. 

- Hypothesis 2: Men and women with left behind 

experience have equal measurement intercepts in the 

model of satisfaction with parenting. 

- Hypothesis 3: Men and women with left behind 

experience have equal structural covariance in the 

model of satisfaction with parenting. 

- Hypothesis 4: Men and women with left behind 

experience have equal measurement residuals in the 

model of satisfaction with parenting. 

 
DATA AND METHODS 

The study of grown-up left behind children as parents is 

based on data from a survey of parents living in Sichuan, 

China (n=431, 204 respondents were male, 227 

respondents were female), conducted in 2021 and 

combining online + offline survey mode. The 

Satisfaction with parenting is a five-item scale, which 

employs 8-item Satisfaction with parenting on a five-

point scale (ranging from “strongly disagree” to 

“strongly agree”). Satisfaction with parenting of the 

respondents answered in two aspects - as satisfaction 

with the family, in which the actors of parenting were 

their parents (primary family), and as satisfaction with 

the current family, where they themselves are the actors 

of parenting. Therefore, we constructed the model of 

satisfaction with parenting using these 8 satisfaction 

items (Fig.1). 

 

 

 
Figures 1: Conceptual model of the influence of 

satisfaction with parenting in the current and primary 

family 

Note: S1-S8 - aspects of satisfaction with parenting in 

the current (S1-S4) and primary (S5-S8) families 

associated with: S1, S5 - family integrity; S2, S6 - family 

intimacy; S3, S7 - parent-child interaction; S4, S8 - 

parenting style. Double-sided arrows represent 

correlations; one-way arrows represent influence 

relationships. 

 

Firstly, using SPSS 26.0 to descriptive analysis of 

statistics all items of satisfaction with parenting by 

gender. 

Secondly, using Structural Equation Modeling (SEM) 

and Amos 26.0 for data analysis and model validation. 

 

ANALYSIS AND RESULTS 

Descriptive statistics for each item by gender are 

presented in Table 1, including the means, medians, 

mode and standard deviations pertaining to the eight 

variables of satisfaction with parenting are presented in 

Table 1. 
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Table 1: Descriptive statistics of each item for male and 

female groups 
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Sexes Male (N = 204) Female (N = 227) 

S1 3.94 4.00 4 1.115 4.06 4.00 5 1.083 

S2 3.89 4.00 4 1.137 4.00 4.00 4 1.075 

S3 3.96 4.00 4 1.070 4.07 4.00 4 0.950 

S4 3.98 4.00 5 1.125 3.89 4.00 4 1.018 

S5 3.94 4.00 4 1.135 3.82 4.00 4 1.103 

S6 3.99 4.00 5 1.046 3.77 4.00 4 1.113 

S7 3.90 4.00 4 1.189 3.85 4.00 5 1.197 

S8 3.75 4.00 4 1.140 3.70 4.00 4 1.188 

 

A prerequisite for conducting SEM analysis is the 

consistency of the model. The higher the consistency, 

the smaller the discrepancy between the original matrix 

and the matrix reproduced in accordance with the model. 

Consistency indicators and criteria (Hoyle and Panter 

1995; Boomsma 2000; McDonald and Ho, 2002; 

Schreiber et al. 2006; Schreiber 2008; Jackson, et al, 

2009), as well as the data of the model are given in 

Table 2. 

 

Table 2: Summary of fit indices from Confirmatory 

factor analysis (CFA) 

 

Indices  
Recommendation 

values 

Research Model 

Data 

χ2 smaller is better 61.906 

χ2/DF 1-3 1.629 

GFI >0,9 0965 

AGFI >0.9 0.934 

RMSEA <0.08  0.038 

IFI >0.9 0.990 

CFI >0.9 0.990 

TLI >0.9 0.986 

SRMR <0.05 0.0215 

Note. χ2- Chi - square; χ2/DF - relative Chi-Square of 

the discrepancy; GFI - goodness of fit index; AGFI - 

adjusted goodness of fit index; RMSEA - root mean 

square residual; IFI - normed fit index; CFI - 

comparative fit index; TLI - non normed fit index; 

SRMR - standardized root mean square residual. 

 

Table 2 shows that the data of the model of satisfaction 

with parenting for the parents who were previously left 

behind children correspond to the SEM 

recommendation values for compliance, which confirms 

the possibility of building a model. 

To determine whether the model of satisfaction with 

parenting to parents with left behind experience is 

gender-equivalent, a multigroup invariance analysis was 

performed on the CFA. Table 3 shows recommendation 

values for some model parameters proposed by different 

scientists, as well as the results of the research model 

itself. 

 

Table 3: Confirmatory factor analysis (CFA) (Stanislav 

and Kenneth 2008; Hair 2009; Fornell, Larcker 1981) 

 

V 
Unstd.

E 
S.E. 

T- 

value 
P Std.E SMC C.R 

AV

E 

R
V

 

>0 >0 >1.96 
< 

0.05 

0.5-

0.9 
>0.5 >0.6 >0.5 

Male 

S1 1       0.792 0.627 0.89 0.66 

S2 1.132 0.08 14.165 *** 0.878 0.771     

S3 0.949 0.079 12.035 *** 0.782 0.612     

S4 1.026 0.083 12.38 *** 0.804 0.647     

S5 1       0.81 0.656 0.91 0.71 

S6 0.91 0.07 12.953 *** 0.799 0.639     

S7 1.121 0.077 14.585 *** 0.867 0.751     

S8 1.107 0.073 15.12 *** 0.892 0.796     

Female 

S1 1       0.801 0.642 0.87 0.63 

S2 1.055 0.074 14.248 *** 0.852 0.726     

S3 0.825 0.068 12.143 *** 0.753 0.567     

S4 0.91 0.072 12.643 *** 0.775 0.601     

S5 1       0.767 0.589 0.91 0.72 

S6 1.151 0.081 14.213 *** 0.875 0.766     

S7 1.231 0.087 14.182 *** 0.871 0.758     

S8 1.238 0.087 14.235 *** 0.882 0.777     

Note. V- variables; RV - recommendation values; Unstd. 

E - non-standard estimates; S.E. - standard errors of 

approximation; T-value - critical ratio; *** - all 

represent less than 0.001; Std. E - factor loading, 

indicate the impact on their associated latent factors; 

SMC - square multivariate correlation coefficient 

(measurement model); C.R - composite reliability; AVE 

- extracted mean variance. 

 

Table 3 shows that male and female model parameters 

correspond to the criterion values, therefore, both 

factors have convergent validity (namely factor 1- 

satisfaction with parenting in the current family; factor 

2- satisfaction with parenting in the primary family). 

In addition, in order to test whether the correlations of 

the two factors are statistically significant, we tested 

their differential validity. For this, the AVEs of male 

and female model indicator were calculated, also shown 

in Table 3. The values indicate that there is differential 

validity between the factors. 

According to our hypothesis, we determined the 

model of satisfaction with parenting measurement 

equivalence by gender. Including tests of measurement 

weights (MW), measurement intercepts (MI), structural 
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covariance (SC) and measurement residuals (MR) 

(Table 4). 

 

Table 4 Invariance comparison of the model of 

satisfaction with parenting between gender groups 

Model DF CMIN P 

NFI IFI RFI TLI 

CFI Delta-

1 

Delta-

2 
rho 1 rho2 

MW 6 7.24 0.3 0.003 0.003 -0.001 -0.001 0.99 

MI 8 23.2 0.03 0.009 0.09 0.005 0.003 0.99 

SC 3 4.33 0.23 0.002 0.002 0.000 0.003 0.98 

MR 8 5.61 0.69 0.002 0.002 -0.003 0.000 0.98 

Note. CMIN - Chi- square; NFI- Normed fit index; IFI - 

normed fit index; RFI - relative fit index; TLI - non 

normed fit index; CFI - comparative fit index. 

 

Table 4 shows, except measurement intercepts (P =0.03), 

other models are not significant. Although it is possible 

to test other constraints as factor variances, covariances 

and mean intercepts and χ² difference (Δχ²) is employed 

as a statistical comparative evaluation of the constrained 

model and a nonsignificant value usually means 

multigroup equivalence (Byrne 2010; Kline 2010). 

However, some researchers also recommended the use 

of other fit indices, such as the CFI difference (ΔCFI), 

to evaluate measurement invariance - if ΔCFI 

differences lower than .01 suggests some evidence of 

equivalence (Cheung and Rensvold 2002).  

Therefore, in Table 4, although the measurement 

intercepts model is significant, the ΔCFI=0. Thus, all 

hypothesizes are not rejected. In other words, the eight 

satisfactions with parenting items in our study and the 

model of satisfaction with parenting composed of these 

items are not only suitable for men (fathers) with left 

behind experience, but also suitable for woman 

(mothers) with such experience. 

Some limitations should be considered regarding the 

obtained results. Due to cultural differences, population 

structure, parenting concept, etc., although the selected 

sample - namely, parents with left behind experience is 

representative of region China - especially the region 

with high number of left behind children, it is not 

representative of all regions with parents with such 

experience in other countries. 

 

CONCLUSIONS AND OUTLOOK 

 

This study found that the identity of the model of 

satisfaction with parenting of parents with left behind 

experience in Sichuan, China, was tested by gender 

grouping. There was no significant difference in the fit 

of the model whether male or female, which means that 

the model has cross-gender the invariant property of, 

indicating that the relationship between each item and 

the underlying structure is the same for both males and 

females. 

The focus of this study is to explore the comparison 

of the models of satisfaction with parenting for parents 

with left behind children in China by gender. Therefore, 

future research on the topic can concentrate on 

additional studies intended to other independent 

variables in the model of satisfaction with parenting of 

parents with left behind experience in China that have 

not been discussed or cross-cultural comparison 

between the models of satisfaction with parenting of 

parents with left behind experience. 
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ABSTRACT 
 
Health programmes are developed to prevent disease or 

manage the treatment process. They should be universal 

enough to target the largest possible group while taking 

into account the individual predispositions of the 

recipients. Important factors influencing the scope and 

design of health programs are also the financial capacity 

and availability of personnel to implement them. Thus, in 

addition to the experience of planners, the use of 

advanced decision support tools is necessary. Hybrid 

simulation modelling, which refers to the combination of 

two or more simulation approaches, is widely used to 

help manage various aspects of health care, including 

health programmes. The article is a part of a larger study 

in the area of using simulation modelling to support the 

planning of dental caries prevention programmes in 

primary schools in Poland. The paper focusses on one 

component, which are educational talks. Our goal is to 

provide a framework for developing simulation models 

to determine the potential impact of educational talks on 

children's oral health attitudes towards oral hygiene. The 

results of the experiments showed that oral health 

education may results in positive attitudes at the end of 

primary education in children. 

 

INTRODUCTION 
 
The dental caries prevention programme for school 

students is a set of preventive services that allow the 

achievement of planned health effects with given 

resources. Dental caries is a disease that can be prevented 

by taking specific steps, such as fluoridation of teeth, 

sealing of the first molars, screening or education 

(Ahouo-Saloranta et al. 2013, 2017, Lee 2013, Rong et 

al. 2003, Sosa Torices et al. 2021). In the prevention of 

dental caries, proper hygiene and diet are important and 

can be a stimulated by a well-directed education. Despite 

the available knowledge, dental caries is one of the most 

prevalent noncommunicable diseases in the world. It 

affects about 514 million children and is the most 

common chronic childhood disease (WHO 2022). 

   Therefore, special attention should be paid to 

supporting the management of dental caries prevention 

programmes. During the planning phase, both the 

perspective of the beneficiaries (students) and the 

perspective of the providers should be taken into account. 

The prevention programme should respond to the real 

needs of students who are individuals with a specific state 

of oral health, exhibit different health behaviours and are 

more or less susceptible to developing the disease. As 

dental caries is a multidimensional disease (Baker et al. 

2018), planning prevention programmes requires the use 

of advanced methods to support decision making. 

Operational research methods are successfully used to 

support management and decision-making in healthcare 

(Rais and Vianaa 2011). The use of simulation methods 

in health care makes it possible to understand a given 

system by taking into account various aspects that 

describe it (Eldabi and Taylor 1999).  

   Health-related behaviours can change over the course 

of life; they are shaped at home, but also at school. The 

period of adolescence is considered critical in their 

formation and the most important are the early years of a 

child's life (Dzielska et al. 2012). The greater awareness 

and healthier behaviours, such as proper oral hygiene 

care and low sugar consumption, the lower the risk of 

developing dental caries. Shaping health attitudes can be 

achieved by conducting educational talks in schools that 

are directed at a large group of children. However, it is 

crucial to ensure that these programmes are effective. 

Successful implementation depends on many different 

factors such as, the individual characteristics of students, 

their toothbrushing habits, diet, the participation of 

parents and guardians, and many others. 

   The objective of the paper is to provide a framework 

for developing simulation models to determine the 

potential impact of educational talks on children's oral 

health attitudes towards oral hygiene. The model was 

built for one of the sample primary schools located in 

Poland. The presented work is a continuation of research 

on the use of simulation methods to support the 

management of various aspects of dental caries 

prevention programmes.  

  
SIMULATION MODELLING IN PREVENTIVE 

HEALTHCARE MANAGEMENT 
 
For each disease prevention program, it is necessary to 

develop the goal of the program, determine ways to 

achieve the goal, define the target group of the program, 
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designate people responsible for the implementation of 

individual tasks, specify costs and ways to verify the 

results achieved. Undoubtedly, the experience of 

decision-makers is important when managing prevention 

programs. However, in the case of a complex problem, 

both financial constraints and human experience alone 

may not be enough. Therefore, various decision support 

methods, including simulation, are used. Simulation is 

most often categorized according to four approaches: 

discrete event simulation (DES), agent-based simulation 

(ABS), system dynamics (SD), or Monte Carlo (MC) 

(Brailsford et al. 2009). 

   Najafzadeh et al. (2009) used DES to compare the 

incremental costs and health benefits of herpes zoster 

vaccine versus no herpes zoster vaccine in Canada. 

Vaccination of individuals, especially those aged 60-75 

years, appears to be a cost-effective medical intervention. 

   Ho et al. (2022) highlighted the problem of low 

influenza vaccination rates among Americans, which 

manifests in financial consequences and lost 

productivity. The authors developed an ABS model to 

define the optimal range of vaccine payment policies and 

their impact on the percentage of the population hooked 

and infected, and total medical costs. 

   Lich et al. (2014) built a population-based SD model to 

assess the impact of different preventive intervention 

scenarios on quality-adjusted life years (QALYs) in a 

population of US veterans. The authors estimated 

avoided strokes, avoided fatal strokes and the number of 

people to be treated over a 20-year time horizon. They 

developed 15 different scenarios for the three prevention 

categories. The study provides a basis for understanding 

the impact of implementing the alternative stroke 

prevention and treatment strategies considered. 

   The MC method is often combined with the Markov 

technique, and is used in numerous cost analyses as a 

method for conducting sensitivity analysis. Greving et al. 

(2011) conducted a cost analysis of the use of statins in 

the prevention of vascular disease. The authors tested 

different scenarios for no preventive intervention and 

intervention with low dose statin treatment daily over a 

10-year period. In daily practice, treatment with statins

seemed not to be cost-effective for prevention in

populations at low risk of vascular disease.

   Simulation methods have been successful in supporting 

various aspects of managing prevention programs for 

various diseases. Discrete methods such as DES and ABS 

can be used to track processes that require consideration 

of individual patient characteristics. The SD method 

works well for a broader view, such as when planning 

health policy programs. The MC method, on the other 

hand, finds use as a method for conducting sensitivity 

analysis in evaluating the cost-effectiveness of various 

preventive interventions. Simulation methods are also 

mixed in hybrid combinations. Two or more simulation 

methods can be combined, or they can be combined with 

analytical techniques (Powell and Mustafee 2014). A 

hybrid model makes it possible to take into account the 

advantages of more than one method, while minimizing 

the disadvantages that may occur when using only one 

approach (Zulkepli and Eldabi 2015). 

   This paper presents a hybrid model combining DES 

and ABS approaches for modeling educational talks as 

part of a dental caries prevention program dedicated to 

primary school in Poland. With the DES method, it is 

possible to observe how the indicators related to health 

attitudes in students are shaped during his/her primary 

school education. With the ABS method, on the other 

hand, these observations can be expanded to track 

individual interactions that may occur between students. 

MODELLING ORAL HEALT EDUACATION 

Problem Definition 

The planning of dental caries prevention programs is a 

complex process. The needs of society vary and depend 

on many factors such as socioeconomic, cultural or 

individual characteristics and behaviors. The ability to 

provide care is limited both financially and in terms of 

human resources. Modeling health education as a 

component of preventive programs requires taking many 

factors into account. During our previous studies, the 

focus was on student attitudes and the fact that students 

can influence each other. The impact of education on 

caries prevention in students has also been considered. 

However, this part of the model should be elaborated 

more extensively. An identified gap is the lack of a 

methodology to observe students' attitudes, which can 

change over time, depending on educational talks, 

speaker involvement and other factors that shape 

students’ health attitudes. Particularly important are such 

factors as parental involvement in helping with tooth 

brushing, frequency of tooth brushing in students, and 

dietary habits including frequency of consumption of 

fruits and vegetables, and sweets and candy bars. 

   This article is a planned continuation of research on the 

larger problem of how to approach the planning of dental 

caries prevention programs for primary school students. 

Earlier stages of our research are presented in Figure 1. 

Figure 1: Our research on the problem of decision support in 

the area of dental caries prevention program planning using 

simulation modeling. 

Crucial assumptions were first discussed in (Hajłasz and 

Mielczarek 2022). Subsequently, we developed a DES 

model to test different scenarios for the preventive care 

of dental caries (Hajłasz and Mielczarek 2022a). In the 
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next stage, we proposed a DES‒ABS hybrid model 

(Hajłasz and Mielczarek 2022b) in which the role of 

health awareness was emphasized. It was shown that the 

hybrid approach allows to comprehensively support the 

process of planning prevention programs (Hajłasz and 

Mielczarek 2023). 

 

Methods 
  
The study uses a hybrid approach combining DES and 

ABS. The duration of the simulation corresponds to one 

full cycle of primary schooling, which starts from grade 

zero equivalent to kindergarten through eight consecutive 

grades. Observations were made on dynamic objects, 

which are students in a class of 25. The same students 

were observed from the beginning to the end of their 

education. During the course of education, the students 

are provided with educational talks. It was assumed that 

talks are conducted by a nurse. The DES method was 

used to observe the effect of educational talks and the 

passage of time on indicators related to students' oral 

hygiene. ABS, on the other hand, was used to observe the 

relationships that occur among students. Both the 

indicators and the relationships that occur between 

students affect the formation of health attitudes in 

students which are represented by Individual Attitude 

(IA) parameter. IA refers to a student's positive or 

negative attitude toward hygiene and dietary habits. 

   We conducted 10 replications. The number of 

replications was determined after analyzing the 

confidence intervals for the observed variables. As a 

baseline measure, we observed the average number of 

students with IA positive and negative during and after 

primary education. 

Model 
 
Arena® by Rockwell Automation software was used to 

build the hybrid model. A diagram of the model is shown 

in Figure 2. Modelling the impact of health education on 

students' attitudes requires consideration of many 

aspects. These aspects are shown in Table 1, while the 

way IA is formed in students is described in Figure 3. 

   

 
Figure 2: Overview of the educational part of the hybrid 

simulation model. 

Students start school with baseline values for the 

following indicators: Dietary Habits (DH), Parents' 

Involvement (PI), and Tooth Brushing (TB). The PI 

indicator is assigned once at the beginning of the 

simulation and its value does not change. The initial IA 

can be positive or negative and depends on the sum of the 

TB, DH and PI indicators. The last value that students are 

assigned at the beginning of the simulation is the 

Absence Ratio (AR) and represents the probability that a 

given student will miss a given educational talk. Before 

each talk, the AR indicator is verified, and if a student 

misses a talk, the values of any indicators do not change. 

Depending on the age of the student and what IA he or 

she has at a given time, each educational talk is followed 

Table 1: Indicators included in this research, along with the values taken and their interpretation. 

Parameter Value Interpretation 

Absence Ratio 
(AR) 

0.05-0.2 
Indicator that reports the percentage chance of absenteeism of students during educational talks. 
It is randomly generated at the beginning of the simulation. The higher the value, the more likely 
the student is to miss a larger number of educational talks. 

Dietary Habits 
(DH) 

0-1 
Indicator informs about dietary habits. The initial value is based on actual data and then updated 
as educational talks are received. The higher the value, the better the dietary habits in the 
students. 

Individual 
Attitude 

(IA) 
-1; 1 

IA can take two values, -1 or 1, where -1 corresponds to a negative (N) attitude and 1 
corresponds to a positive (P) attitude. IA is influenced by other learners through individual 
interactions, DH, PI and TB. 

Negative Force 
of Influence 

(FI‒N) 
0-1 

The higher the value of the indicator, the greater the persuasive power of the student with IA 
negative convinces students from the closest environment who have a positive attitude to change 
it to negative. 

Parents’ 
Involvment 

(PI) 
0-1 

An indicator informing about the involvement of parents in taking care of oral health in their 
children. The value based on real-world data describing parents' help in brushing their children's 
teeth, and is then updated as educational talks are received. The higher the value of the indicator, 
the greater the involvement of the parents. 

Positive Force 
of Influence 

(FI‒P) 
0-1 

The higher the value of the indicator, the greater the persuasive power of the student with IA 
positive convinces students from the closest environment who have a negative attitude to change 
it to a positive one. 

Tooth 
Brushing 

(TB) 
0-1 

The initial value is based on actual data that describe the frequency of brushing teeth; the 
indicator is updated as educational talks are received. The higher the value, the better 
toothbrushing habits in the student. 
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by an update of the DH and TB indicators, which, along 

with the PI indicator, can influence the IA attitude update 

(see Figure 3). IA updating is also influenced by students 

in the closest environment through individual 

interactions. Each student can change his or her closest 

environment every year, which can range from zero to 

eight other students. To simulate the interactions 

occurring between students, a cellular automata was 

used. This part of the model is described in detail in 

(Hajłasz and Mielczarek 2022a) and (Hajłasz and 

Mielczarek 2023).  

 

 
Figure 3: Interrelationship of indicators influencing students' 

IA. 

   Educational talks are conducted by a nurse, who does 

it with low, high or diversified involvement. The 

involvement of nurses is generally understood as the way 

in which they deliver knowledge to students, whether the 

nurse is motivated, whether she tailors the talk to a 

particular group of children, and whether she conducts 

the talk in a way that is interesting to students. Depending 

on the nurse's involvement, students are assigned values 

for the Positive Force of Influence (FI‒P) and Negative 

Force of Influence (FI‒N) indicators after each talk. The 

values for the IFs indicators indicate how forcefully a 

student will persuade other students with an antagonistic 

attitude to change it. 

 

Data and Inputs Parameters  
 
Students are six years old when they begin school and are 

one year older in each subsequent grade. Educational 

talks are held four times a year for children in 

kindergarten or twice a year for children in grades one 

through eight. The number of talks were assumed on the 

basis of recommendations (Olczak-Kowalczyk et al. 

2021). 

   Before each educational talk, students' attendance is 

verified based on the AR indicator. The AR indicator 

value is generated from a triangular distribution ranging 

from 0.05 to 0.2 with the most likely value being 0.1.  

   The initial DH, PI and TB values are generated from 

uniform distributions assumed based on real data 

(Olczak-Kowalczyk, et al. 2021). The initial DH is based 

on two indicators (considered only at the beginning of the 

simulation) of Candy and Candy Bar (CCB) and Fruit 

and Vegetable (FV) consumption. PI was assumed based 

on the frequency of adult assistance in brushing children's 

teeth. TB was assumed based on the frequency of 

children brushing their teeth. The parameters of the 

distributions were defined after consultation with 

specialists. In the Table 2, the actual data are shown along 

with the assumed parameters of the distributions for PI, 

TB, FV and CCB. Whereas in the Table 3. it is shown 

how, depending on the sum of FV and CCB, the value for 

DH is generated. 

   Initial IA can be positive (P) or negative (N) and is 

assigned to students based on DH, PI and TB. Initially, 

each of these three indicators has an equal share in 

shaping IA. If initially the sum of DH, PI and TB is less 

than 1.8, then IA is N. On the other hand, if the sum is 

between 1.8 and 3, IA is P. 

 

Table 2: Results of surveys conducted among parents of five-

year-old children. Depending on the type of data, these were for 

the whole of Poland (FV, CCB), cities in Poland (PI) and Lower 

Silesia (TB); and the parameters of the uniform distribution 

assumed in the model (Olczak-Kowalczyk et al. 2021). 

 
Factors influencing 

IA in students 

Frequency 

[%] 
Uniform 

distribution range 
Parents’ Involvement (PI) in helping with tooth brushing 

 Often 58.45 0.5‒1 

 Very rarely 28.79 0‒0.3 

 Never 12.76 0 

Tooth Brushing (TB) 

 Twice a day and more 87.06 0.5‒1 

 Once a day and less 12.94 0 

Consumption of Fruits and Vegetables (FV) 

 Every day and more 76.63 0.5‒1 

 Several times weekly 

and less 
23.38 0 

Consumption of Candy, Candy Bars (CCB) 

 Once a week and less 

often 
56.71 0.5‒1 

 Several times weekly 

and more 
43.29 0 

 

After each educational talk, indicators of DH, TB and IFs 

are updated. It was assumed that each talk affects DH and 

TB with different strength. If a child has IA positive, both 

TB and DH will change more strongly in a positive sense. 

In contrast, if child has IA negative at the end of a given 

talk, TB and DH will change less strongly. PI indicator 

does not change over time. Its contribution to the 

formation of IA in students decreases with the age of the 

children. 

 

Table 3: Generate DH indicator values based on the sum of the 

auxiliary indicators FV and CCB. 

Dietary habits (DH) 

FV + CCB Uniform distribution range 

<=0.5 0 

0.5-0.8 0-0.3 

>=0.8 0.5-1 
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The older the children, the smaller the contribution of the 

PI index to the formation of students' attitudes. When 

students are in grades 0 to 3 it has an equal contribution, 

when in grades 4 to 6 the contribution is half as much, 

when in grades 7 and 8 the contribution is zero. 

   Depending on the nurses' involvement, IFs may vary 

after each talk. The more involved a nurse is in 

conducting education, the more likely the students' FI‒P 

is higher and FI‒N is lower. The less involved the nurse, 

the FI‒P is lower and FI‒N is higher. FI‒P and FI‒N are 

generated from triangular distributions ranging from 0 to 

1 with the most likely value depending on the nurse's 

involvement in educational talks Table 4. 

 

Table 4: Parameters of triangular distributions for generating 

FI‒P and FI‒N according to the nurse's involvement in 

educational talk. 

Nurse’s 

involvement 
Range Most likely value 

0‒1 FI‒P FI‒N 0‒1 
Low 0‒1 0.15 0.8 0‒1 

Diversified 0‒1 0.5 0.6 0‒1 
High 0‒1 0.75 0.4 0‒1 

 

Verification and Validation 
 
The hybrid model is still undergoing wide verification 

and validation due to progressive research. The extended 

part of the model has been subjected to many verification 

tests; these included visualization tests, degeneration 

tests and extreme conditions tests. The concept on oral 

health education described within the framework of this 

research, has been partially validated. The assumptions 

for the model were discussed in detail with a dental 

expert, who confirmed their validity. However, in order 

to carry out a complete validation and estimate with even 

greater accuracy the impacts included in the model, it is 

planned to conduct a school-based study that will take 

into account all the elements of modeling the impact of 

educational talks that were assumed within the 

framework of this research. 

 

SIMULATION RESULTS  
 
Overview of simulation scenarios 
 
We conducted the simulation under 2 scenarios. Under 

the first scenario, we conducted 6 experiments. We 

observed how IA would be shaped in students for three 

types of nurse involvement with baseline assumptions 

and baseline effects of talks on indicators in students 

(scenario 1.1). The baseline impact of the talks on the 

indicators in students is shown in Table 5.  

   In addition, we observed the formation of IA in the 

students when the talks affect the students in different 

ways. The different impacts were modeled by 

multiplying the baseline impact of the talks by a value 

generated randomly for each student from a uniform 

distribution from 0 to 2 (scenario 1.2). 

   In the second scenario, we also conducted 6 

experiments, for two types of talk's impact (as in the first 

scenario), but for twice less number of talks (scenario 2.1 

when the impact of the talks is baseline, and scenario 2.2 

when the impact is differentiated for each student). 

 
Table 5: Base impact of educational talks on students according 

to IA, indicator (ind) and grade. Range of triangular distribution 

(ran) and most likely value (mlv). 

IA ind 

grade 

0-3 4-6 7-8 

ran mlv ran mlv ran mlv 

P 
TB 0-2 0.15 0-0.3 0.2 0-0.4 0.3 

DH 0-0.15 0.1 0-0.3 0.25 0-0.4 0.3 

N 
TB 0-0.1 0.05 0-0.1 0.1 0-0.1 0.1 

DH 0-0.1 0.05 0-0.1 0.05 0-0.1 0.05 

 

RESULS AND DISCUSSION 
 
The results of the experiments showed that 

systematically conducted oral health education results in 

the formation of positive attitudes at the end of primary 

education in the vast majority of children (Table 6). For 

scenario 2.2, detailed data on the development of IA over 

time are presented ( Figure 4). 

   Depending on the number of talks, their impact on 

students and the nurse's involvement, the formation of 

positive attitudes takes place earlier or later in primary 

school time. In Figure 4 it can be seen that the low 

involvement of the nurse in giving talks, has a negative 

impact on the formation of health attitudes in students, 

only from the fourth grade most students have IA 

positive, and only in the seventh grade all students. If the 

nurse is always involved at the highest level, by far the 

largest number of students already in the first grade have 

positive IA, and from the 5th grade onward all students. 

The nurse's varied involvement, on the other hand, results 

in 16 students already having positive IA in the second 

grade, and also from the 5th grade onward all students 

have positive IA. 

   It can be seen that regardless of the number of talks, the 

strength of their impact and the nurse's involvement in 

conducting them, all or almost all students graduate with 

a positive IA. If we reduce the number of talks by half, 

then the nurse's involvement is more significant than 

during more talks. 

 

CONCLUSIONS 
  
In this paper, we discussed the hybrid simulation 

approach to support management decisions in planning 

educational talks as one part of dental caries prevention 

programs dedicated to school children. A simulation 

model built according to the DES and ABS paradigms 

was used to observe the formation of health attitudes in 

students under the influence of educational talks, 

interactions taking place between students at school and 

depending on individual student characteristics. 

   In the proposed model, each student has individual 

characteristics. Each one is affected differently by the 

talks. The proposed model makes it possible to take into 
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account these individual characteristics, as well as other 

elements that can be helpful in planning education within 

the framework of prevention programs dedicated to 

primary schools. Education in oral health and hygiene is 

the first step in reducing the incidence and progression of 

dental caries disease in students. So depending on the 

health goals established and the resource capacity of 

providers of dental caries prevention programs, it may be 

crucial to aim for positive IA as early as possible for 

students. When weighing the provision of education 

against the provision of other preventive services such as 

tooth fluoridation or sealing of first molars, and the 

treatment of the consequences of caries, education is by 

far the least expensive and most beneficial from the 

perspective of community health and limited health care 

resources. 

   The study is part of a larger investigation into the 

possibility of using a hybrid simulation approach to 

support the planning of dental caries prevention 

programs. 

 

Table 6: IA positive initial and at the end of primary school 

education, depending on the nurse's involvement in giving 

educational talks; average of 10 replications for each simulation 

scenarios. 

Scenario Initial 
Nurse's involvement 

Diversified Low High 

1.1 9.1 25 25 25 

1.2 9.1 25 25 25 

2.1 9.1 24.6 24.1 24.6 

2.2 9.1 24.2 22.1 24.9 

 

The limitation of the present study was the lack of access 

to detailed data. In this article, we were able to 

demonstrate that it is possible to model the impact of 

health education on students' attitudes, but to do so with 

greater precision, the necessary real data would need to 

be collected. 

   Future research plans to conduct an empirical study 

among a group of students and expand the study to 

include more schools within the region. 

 

 
Figure 4: Results of the scenario 2.2 that involved twice the total number of educational talks during primary school education 

(from 0 to 8 class), with varying impact on students and for three types of nurse involvement in conducting them; the most common 

values for each of 25 students at the end of the year, during 10 replications; N for negative IA and P for positive IA. 

No. Initial 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8

1 N N N P P P P P P P N N N N P P P P P N P P P P P P P P

2 N N P N P P P P P P N P N P P P P P P P P P P P P P P P

3 N N P P P P P P P P N N N N P P P P P N P P P P P P P P

4 N N N P N N P P P P N N N N N P P P P N N P P P P P P P

5 P N N P P N P P P P N N P N P P P P P N N P P N P P P P

6 N P N N P P P P P P N N N N P P P P P P P P P P P P P P

7 N P N N P P P P P P P N N P P P P P P P P P P P P P P P

8 N N N P P P P P P P N N N N N P P P P N P P P P P P P P

9 N N N N P P P P P P N N N P P P P P P N P P P P P P P P

10 N N N N N N P P P P N N N P N P P P P N P P P N P P P P

11 N N P N P P P P P P N P P N P P P P P N P P P P P P P P

12 N N P P P P P P P P N N P N P P P P P N P P P P P P P P

13 N N N P P P P P P P N N N N P P N P P N N P P P P P P P

14 P N P P P P P P P P N P P N P P P P P P P P P P P P P P

15 N N N N P P P P P P N N N P N N P P P N P P P P P P P P

16 N N N P N P P P P P N N P N P P P P P N N P N P P P P P

17 N N N N P P P P P P N P N N P P P P P N P P P P P P P P

18 N N N N P P P P P P N N N N P P P P P N N P P P P P P P

19 N P N P N P P P P P N N P N P P P P P N P P N P P P P P

20 N P P P P P P P P P N N P P P P P P P P P P P P P P P P

21 N N P P P P P P P P N P N P P N P P P P P P P P P P P P

22 N N N P P P P P P P N N P P P P P P P N P P P P P P P P

23 P N N P P P P P P P N N N P P P P P P N N P P P P P P P

24 N N N P P P P P P P N N N P P N P P P N N P P P P P P P

25 P N P P P P P P P P N N P N P P P P P P P P P P P P P P

Diversified involvement of Low involvement of the High involvement of the 
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ABSTRACT 

Uncertainties regarding possible policy changes in the 

pension system may have a significant impact on how 

people make their consumption and labor market deci-

sions. If their expectations are mistaken, the distortion 

that this causes decreases their lifetime utility. In this ar-

ticle, we build a model with overlapping generations 

(OLG) and analyse how three different policy changes 

affect the behavior of economic agents if (1) the changes 

are announced previously, or (2) not. 

 

INTRODUCTION 

When people make decisions about their consumption 

path, they have to have some assumptions about their 

lifetime incomes. These lifetime incomes include the 

pension benefits that they can expect in the future. An 

important problem is that there are uncertainties about the 

pension system (see for example van Santen (2019)). 

Several decades pass between the start of employment 

and the retirement, and the rules of the pension system 

may change several times during that period. This uncer-

tainty means that the expectations of economic agents 

matter. Therefore, if the government changes the param-

eters of the pension system unexpectedly, it can decrease 

economic welfare because the expectations of people 

prove to be mistaken. 

 

Our OLG model contains representative consumers who 

live for two time periods and maximize their lifetime util-

ity subject to a sequence of budget constraints. The con-

sumer works in the first period and uses her incomes ei-

ther for consumption or for saving. She also spends a 

fraction of the second period with working, then retires 

(the partition of the second period depends on the retire-

ment age). Therefore, the consumer can use her labor in-

come, the previously accumulated savings, and her pen-

sion benefits to finance her consumption in the second 

period. However, the optimal consumption–saving deci-

sion in the first period depends on the expectations of the 

consumer regarding the retirement age and the replace-

ment ratio in the pension system. 

 

We examine the welfare effects of uncertainty caused by 

the possibility of changes in the parameters of the pen-

sion system by comparing how the steady states of the 

model differ if the consumers are aware of a changed pa-

rameter at the beginning of the first period of their life 

(i.e., when they start working), or only at the beginning 

of the second period. Our analysis includes three policy 

changes (increased retirement age, decreased replace-

ment ratio, increased social security contribution), and in 

all three cases we find that a sudden, unexpected change 

decreases the lifetime utility of the representative con-

sumer compared to a pre-announced change. 

 

THE MODEL 

It is not unique to use an overlapping generation model 

to answer pension-related questions. The structure of the 

model enables us to separate groups of agents by their 

age, to endow one group with pension and investigate the 

effects of various changes in the exogenous variables or 

some changes in the behavior of the agents, the pension 

system, or the demographic elements (see for example in 

Tyrowicz et al. (2016) with changes in the retirement age, 

Bielecky at al. (2015) with different pension systems, 

Buyse et al. (2017) with heterogenous agents, Cipriani 

(2014) or Thøgersen (2015) with ageing). 

 

Our model differs from these papers in three elements: 

 

1. First, we assume that the agents in the age group of 

60–100 years spend a fraction of their time by work-

ing and they obtain pension during only a fraction of 

these years. With this modification (1) we are able to 

include the retirement age in our model and (2) we get 

a more realistic effect if we change the amount of pen-

sion. 

2. Second, we assume that only the senior agents are 

able to observe the actual value of various parameters 

in the model, the young agents assume that the param-

eters for the second period will be the same as those 

observed in the first period and that the wage will re-

main similar to the already obtained one. 

3. Third, by announcing a policy action, the fiscal policy 

decision maker is able to affect the decisions of the 

agents. 

 

Our model consists of representative agents who live and 

consume for two time periods. In period 𝑡, 𝑁𝑡 denotes the 

number of those who are in the first, active part of their 

lives (aged 20–60 years), while 𝑁𝑡−1 agents are in the 

Communications of the ECMS, Volume 37, Issue 1, 
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second part of their lives (aged 60–100 years). The num-

ber of employed and retired agents are exogenous varia-

bles. If there is an increase in the retirement age, these 

numbers change unexpectedly and drastically. 

Individual decision 

In our model each individual agent makes decisions for 

two periods. A representative consumer (in this case she 

represents only the agents of her age group) who starts 

her life cycle at period 𝑡 seeks to maximize her life-cycle 

utility function subject to a sequence of budget con-

straints. While doing so, she faces various types of uncer-

tainty regarding parameters in period 𝑡 + 1: (1) she does 

not know whether the fiscal policy decision maker will 

change the mandatory retirement age; (2) she does not 

know whether there will be a change in the amount of the 

pension she could receive; (3) she also does not know 

whether the government will raise or decrease the rate of 

social security contribution; (4) additionally, she does not 

know her own life expectancy. 

At the beginning of period 𝑡 + 1, these parameters be-

come known. However, in period 𝑡, she must formulate 

expectations about them. Since her life spans only two 

periods, she does not have much information about the 

time series of these parameters, so she chooses the sim-

plest method to formulate her expectations. She can ob-

serve the value of these parameters at period 𝑡 and simply 

expect them to apply for period 𝑡 + 1 as well. 

Formally, we define the representative agent’s life-cycle 

utility over the path of her consumption {𝑐𝑡,1, 𝑐𝑡+1,2} and

labor supply {𝑙𝑡,1, 𝑙𝑡+1,2}, where the subscript indicates

the time period 𝑡 or 𝑡 + 1 for which the given variable 

applies, and the life stage of the representative agent: 1 if 

the variable characterizes her first life period and 2 if it 

describes a second period decision (or expected deci-

sion). Although we have normalized the length of the sec-

ond period to 1, we do not expect the agent to live and be 

active throughout the whole period. 𝛾𝑡+1
𝑒  represents the

expected value of the fraction of the second period the 

representative consumer expects to live and make deci-

sions and 𝜌𝑡+1
𝑒  represents the expected ratio of time spent

working relative to the whole time period. 

The expected utility is written as 

𝑈 =
𝑐𝑡,1
1−𝜎

1 − 𝜎
−Ψ1 ∙

𝑙𝑡,1
1+𝜂

1 + 𝜂
+ 

+𝛽 ∙ (𝛾𝑡+1
𝑒 ∙

(𝑐𝑡+1,2
𝑒 )

1−𝜎

1 − 𝜎
− 𝜌𝑡+1

𝑒 ∙ Ψ2 ∙
(𝑙𝑡+1,2

𝑒 )
1+𝜂

1 + 𝜂
) 

where 𝜎, 𝜂, 𝛽, Ψ1, and Ψ2 are positive parameters de-

scribing the preferences of the consumer, and in period 𝑡 
the agent simply expects parameter 𝜌𝑡+1 and 𝛾𝑡+1 to be

equal to the value of the parameters observed in period 𝑡, 
so 𝜌𝑡+1

𝑒 = 𝜌𝑡  and 𝛾𝑡+1
𝑒 = 𝛾𝑡.

During the first period of her life cycle, the consumer re-

ceives income from working and inheritance from the de-

ceased members of the elderly age group. She spends a 

portion of her funds on goods and services, while the re-

mainder is saved. Formally, 

(1 − 𝜏𝑡) ∙ 𝑤𝑡 ∙ 𝑙𝑡,1 + 

+(1 − 𝛾𝑡) ∙
𝑁𝑡−1

𝑁𝑡

∙ (1 + 𝑟𝑡) ∙ 𝑠𝑡 = 𝑐𝑡,1 + 𝑠𝑡+1

where 𝜏𝑡 is the tax rate (social security contributions in-

cluded), 𝑤𝑡  is the real wage rate, 𝑟𝑡 is the interest rate

effective for period 𝑡, and 𝑠𝑡+1 denotes the individual

savings in period 𝑡. 

During a portion of the second period, the representative 

agent works and receives wage income. For the other part 

of the period – until her death –, she receives pension and 

earns a return on her previously accumulated assets. 

Since this is her last period in the life cycle, she spends 

all of her funds on goods and services. The consumer ex-

pects the following budget constraint to apply for the sec-

ond period of her life: 

𝜌𝑡+1
𝑒 ∙ (1 − 𝜏𝑡+1

𝑒 ) ∙ 𝑤𝑡+1
𝑒 ∙ 𝑙𝑡+1

𝑒 + 𝛾𝑡+1
𝑒 ∙ (1 + 𝑟𝑡+1) ∙

∙ 𝑠𝑡+1 + (1 − 𝜌𝑡+1
𝑒 ) ∙ 𝛾𝑡+1

𝑒 ∙ 𝑝𝑡+1
𝑒 = 𝛾𝑡+1

𝑒 ∙ 𝑐𝑡+1
𝑒 .

To obtain the variables for the first period, she solves a 

utility maximization problem subject to a sequence of 

budget constraints. She expects that the parameters for 

the second period will be the same as those observed in 

the first period and that the wage rate will remain similar 

to that already obtained. 

At the start of the second period, the fiscal policy deci-

sion maker announces the rate of social security contri-

butions, the value of pension benefits, and the mandatory 

retirement age. This allows the agent to adjust her opti-

mal choices regarding labor supply and consumption by 

solving the following utility maximization problem: 

𝑈𝑡+1 = 𝛾𝑡+1 ∙
(𝑐𝑡+1,2

𝑒 )
1−𝜎

1 − 𝜎
− 𝜌𝑡+1

𝑒 ∙ Ψ2 ∙
(𝑙𝑡+1,2

𝑒 )
1+𝜂

1 + 𝜂

subject to 

𝜌𝑡+1 ∙ (1 − 𝜏𝑡+1) ∙ 𝑤𝑡+1 ∙ 𝑙𝑡+1 + 𝛾𝑡+1 ∙ (1 + 𝑟𝑡+1) ∙ 
∙ 𝑠𝑡+1 + (1 − 𝜌𝑡+1) ∙ 𝛾𝑡+1 ∙ 𝑝𝑡+1 = 𝛾𝑡+1 ∙ 𝑐𝑡+1.

By solving the utility maximization problem and resolv-

ing it for the second period we obtain the following be-

havioral equations: 

Ψ1 ∙ 𝑙𝑡,1
𝜂

= 𝑐𝑡,1
−𝜎 ∙ (1 − 𝜏𝑡) ∙ 𝑤𝑡

Ψ2 ∙ (𝑙𝑡+1,2
𝑒 )

𝜂
= (𝑐𝑡+1,2

𝑒 )
−𝜎

∙ (1 − 𝜏𝑡) ∙ 𝑤𝑡

𝑐𝑡,1
−𝜎 = 𝛽 ∙ (𝑐𝑡+1,2

𝑒 )
−𝜎

∙ 𝛾𝑡 ∙ (1 + 𝑟𝑡+1)

72



 

 

(1 − 𝜏𝑡) ∙ 𝑤𝑡 ∙ 𝑙𝑡,1 + (1 − 𝛾𝑡) ∙
𝑁𝑡−1

𝑁𝑡

∙ (1 + 𝑟𝑡) ∙ 𝑠𝑡 = 

= 𝑐𝑡,1 + 𝑠𝑡+1 

 

𝜌𝑡 ∙ (1 − 𝜏𝑡) ∙ 𝑤𝑡 ∙ 𝑙𝑡+1
𝑒 + 𝛾𝑡 ∙ (1 + 𝑟𝑡+1) ∙ 𝑠𝑡+1 + 

+(1 − 𝜌𝑡) ∙ 𝛾𝑡 ∙ 𝑝𝑡 = 𝛾𝑡 ∙ 𝑐𝑡+1
𝑒  

 

Ψ2 ∙ 𝑙𝑡+1,2
𝜂

= 𝑐𝑡+1,2
−𝜎 ∙ (1 − 𝜏𝑡+1) ∙ 𝑤𝑡+1 

 

𝜌𝑡+1 ∙ (1 − 𝜏𝑡+1) ∙ 𝑤𝑡+1 ∙ 𝑙𝑡+1 + 𝛾𝑡+1 ∙ (1 + 𝑟𝑡+1) ∙ 
∙ 𝑠𝑡+1 + (1 − 𝜌𝑡+1) ∙ 𝛾𝑡+1 ∙ 𝑝𝑡+1 = 𝛾𝑡+1 ∙ 𝑐𝑡+1 

 

The solution of these equations – at given parameters and 

exogenous variables – provides us with the optimal value 

of the following endogenous variables: 𝑐𝑡, 𝑐𝑡+1, 𝑐𝑡+1
𝑒 , 𝑙𝑡, 

𝑙𝑡+1, 𝑙𝑡+1
𝑒 , 𝑠𝑡+1. 

The problem of the representative firm 

As our main focus is on the decisions of the fiscal policy 

decision maker and how consumers react to those deci-

sions, we aim to keep the behavior of the firm as simple 

as possible. The profit-maximizing agent utilizes labor 

and capital to produce goods and services, with the tech-

nology being described by a simple Cobb-Douglas pro-

duction function. Under these circumstances the behav-

ioral equations of the firm are the following: 

 

𝑌𝑡 = 𝑎 ∙ 𝐾𝑡
𝛼 ∙ 𝐿𝑡

1−𝛼 

 

𝐿𝑡 = (1 − 𝛼) ∙
𝑌𝑡
𝑤𝑡

 

 

𝐾𝑡 = 𝛼 ∙
𝑌𝑡

𝑟𝑡
𝐾  

 

where 𝑌𝑡, 𝐿𝑡, 𝐾𝑡 are the aggregate output, labor and cap-

ital respectively, 𝑤𝑡  is the real wage rate, and 𝑟𝑡
𝐾  is the 

real rental rate of capital. At given prices these three 

equations provide us with the optimal value for the fol-

lowing variables: 𝑌𝑡, 𝐿𝑡, 𝐾𝑡. 

The fiscal policy decision maker 

The fiscal policy decision maker is responsible for col-

lecting taxes, including social security contributions, and 

purchasing goods and services. If the revenue from tax-

ing wage income is insufficient to finance government 

spending, the decision maker may accumulate debt. In 

our model, we distinguish between the fundamental roles 

of the fiscal policy decision maker and the social security 

provider. In the latter role, the social security provider 

collects contributions and pays pensions to eligible 

agents and may also accumulate debt. Therefore, the be-

havior of the fiscal policy decision maker can be de-

scribed by the following formulas: 

 

(𝜏𝑡 − 𝜏𝑡,𝑝) ∙ 𝑤𝑡 ∙ 𝐿𝑡 + 𝐷𝑡+1 = 𝐺𝑡 + (1 + 𝑟𝑡) ∙ 𝐷𝑡  

 

and 

 

𝜏𝑡,𝑝 ∙ 𝑤𝑡 ∙ 𝐿𝑡 + 𝐷𝑡+1,𝑃 = 𝑃𝑡 + (1 + 𝑟𝑡) ∙ 𝐷𝑡,𝑃 

 

where 𝜏𝑡,𝑝 represents the rate of social security contribu-

tions, while 𝑃𝑡 refers to the total amount of pension pro-

vided by the fiscal policy decision maker. It is worth not-

ing that we have already used another variable, 𝑝𝑡 , to rep-

resent the value of individual pension benefits. Since 

𝑁𝑡−1 senior individuals are eligible for pension for a 

(1 − 𝜌𝑡) ∙ 𝛾𝑡 portion of period 𝑡, we can calculate the to-

tal amount of pension as 

 

𝑃𝑡 = 𝑁𝑡−1 ∙ (1 − 𝜌𝑡) ∙ 𝛾𝑡 ∙ 𝑝𝑡 . 

Market clearing conditions 

In our simple economy we have four markets and all mar-

kets clear. In the market for goods and services the 

amount of goods and services produced by the firm 

equals the amount of goods and services purchased by the 

consumers, the government and the physical capital pro-

viders. Formally, 

 

𝑌𝑡 = 𝑁𝑡 ∙ 𝑐𝑡,1 + 𝑁𝑡−1 ∙ 𝛾𝑡 ∙ 𝑐𝑡,2 + 𝐼𝑡 + 𝐺𝑡 
 

where 𝐼𝑡 = 𝐾𝑡+1 − (1 − 𝛿) ∙ 𝐾𝑡 is the investment. 

 

In the factor markets the demand for the specific factor 

equals the supply of it: 

 

𝐿𝑡 = 𝑁𝑡 ∙ 𝑙𝑡,1 + 𝜌𝑡 ∙ 𝑁𝑡−1 ∙ 𝑙𝑡,2 

 

and 

 

𝐾𝑡 = 𝐾𝑡. 
 

Finally, in the asset market the supply of assets finances 

the investment and the total debt of the fiscal policy de-

cision maker: 

 

𝑁𝑡 ∙ 𝑠𝑡+1 − 𝑁𝑡−1 ∙ (1 + 𝑟𝑡) ∙ 𝑠𝑡 + (1 + 𝑟𝑡) ∙ 

∙ (𝐷𝑡 + 𝐷𝑡,𝑝) + 𝑟𝑡
𝐾 ∙ 𝐾𝑡 = 𝐼𝑡 + 𝐷𝑡+1 + 𝐷𝑡+1,𝑝 

 

where the expected return on the physical asset must be 

equal to the return on the other assets: 

 

1 + 𝑟𝑡+1 = 𝑟𝑡+1
𝐾 + 1 − 𝛿. 

Summary of the model 

The functioning of the economy is represented by 4 mar-

ket clearing conditions, 12 behavioral equations and 3 

definitions. As the sum of the constraints must provide 

the market clearing condition for the market for goods 

and services (if the other markets clear) and formally the 

market clearing condition for the capital market only 

means that the amount of capital used by the firm equals 

the amount of capital financed in the asset market, we 

have 17 equations that provide us the optimal values for 

the following 17 variables:  𝑐𝑡, 𝑐𝑡+1, 𝑐𝑡+1
𝑒 , 𝑙𝑡, 𝑙𝑡+1, 𝑙𝑡+1

𝑒 , 

𝑠𝑡+1, 𝑌𝑡, 𝐿𝑡, 𝐾𝑡+1, 𝐼𝑡, 𝑤𝑡 , 𝑟𝑡
𝐾 , 1 + 𝑟𝑡+1, 𝐷𝑡+1, 𝐷𝑡+1,𝑝, 𝑝𝑡 . 
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CALIBRATION 

We have calibrated our model using Hungarian data ob-

tained primarily from the public domains of the Central 

Statistical Office of Hungary and the Eurostat. However, 

because of the strong impact of the Covid-19 pandemic 

and the war in Ukraine, we have decided to limit our data 

to the period before 2020. 

 

- From 1996 to 2019, on average, 64.35% of domestic 

demand in Hungary came from consumption, 25.02% 

from investment, and 10.63% from government 

spending. 

- Before 2020, the budget deficit closely fluctuated 

around 2 percent. 

- The average dependency ratio between 2001 and 

2019 was 24.6%. At any given time 𝑡, there are 𝑁𝑡 

young agents, 𝜌 ∙ 𝑁𝑡−1 senior agents who are still ac-

tive, and (1 − 𝜌) ∙ 𝛾 ∙ 𝑁𝑡−1 who are receiving pen-

sion. If the retirement age is 65, indicated by 𝜌 =
0.125, then in a steady state, we can solve for 𝛾 by 

setting 0.246 =
(1−𝜌)∙𝛾∙𝑁𝑡−1

𝜌∙𝑁𝑡−1+𝑁𝑡
, which yields a value of 

𝛾 = 0.3163. 

- The Hungarian tax table specifies an income tax rate 

of 15%, individual social contribution rate of 18.5%, 

from which the pension insurance contribution rate is 

10%, and an employer’s social contribution rate of 

13% of the workers’ gross income. Thus, 𝜏 = 0.465  

and 𝜏𝑝 = 0.1. 

 

RESULTS 

At the given parameters neither the budget, nor the social 

security system is sustainable. If the simulation starts 

from 0 debt for the social security system and a 70 per-

cent debt-to-GDP ratio for the budget of the fiscal policy 

decision maker, the evolution of debt over time is dis-

played on Figure 1 (red line: public debt, green line: debt 

of the social security system). 

 

 
Figure 1: The evolution of public debt in the model 

 

If we focus solely on the evolution of the social security 

system debt over time, two strongly connected questions 

arise: (1) which aspect of the social security system 

should we change to achieve a balanced budget, and (2) 

by how much. Furthermore, we are particularly interested 

in the following question: if the fiscal policymaker de-

cides to introduce a new value for her policy tool, should 

she announce it to the economic actors well in advance, 

or only when the move is about to take effect? 

 

In the following subsections, we will focus on these 

points in detail. In all the cases presented below, we as-

sume that during the initial period, the government 

budget runs a 70% debt-to-GDP ratio, while the social 

security budget is in balance. The magnitude of the spe-

cific change keeps the social security budget in balance 

in the steady state. We will investigate three different 

tools: (1) a change in the retirement age, (2) a change in 

the amount of pension benefits, and (3) a change in the 

magnitude of contributions. For all these cases, we will 

explore two different timings regarding the announce-

ment of the policy action. The fiscal policy decision-

maker will either announce the specific action before ex-

ecuting it or at the time of execution. 

 

More precisely, we run the following six simulations and 

detect the effect of these simulations on the utility of eco-

nomic agents and on various macroaggregates. 

 

1. The fiscal policymaker intends to change the retire-

ment age and announces this in advance to economic 

agents, who incorporate the expected impact of this 

economic policy intervention into their current deci-

sions. 

2. The fiscal policymaker intends to change the retire-

ment age, but only announces this to economic agents 

before the intervention is implemented, forcing them 

to redefine their current situation. 

3. The fiscal policymaker intends to change the magni-

tude of pension benefits and announces this in ad-

vance to economic agents, who incorporate the ex-

pected impact of this economic policy intervention 

into their current decisions. 

4. The fiscal policymaker intends to change the magni-

tude of pension benefits, but only announces this to 

economic agents before the intervention is imple-

mented, forcing them to redefine their current situa-

tion. 

5. The fiscal policymaker intends to change the rate of 

social security contribution and announces this in ad-

vance to economic agents, who incorporate the ex-

pected impact of this economic policy intervention 

into their current decisions. 

6. The fiscal policymaker intends to change the rate of 

social security contribution, but only announces this 

to economic agents before the intervention is imple-

mented, forcing them to redefine their current situa-

tion. 

Change in the retirement age 

In Hungary, the current retirement age is 65 years. Under 

the current model parameterization and starting from 0 

debt in social security, increasing the retirement age to 

66.36 years would maintain the balance of the social se-

curity system in the steady state. Implementing this ac-

tion leads to the results displayed in Figure 2. As in all 

the remaining figures in the article, the red lines represent 
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the scenario where the fiscal policy decision maker an-

nounces in period 𝑡 that they will implement a policy 

change in the next period, while the green lines represent 

the scenario where the decision maker implements the ac-

tion in period 𝑡 + 1 without any prior announcement. Just 

as in the case of all the following figures in this article, 

time is measured on the horizontal axis, supposing that 

the possible prior announcement takes place in period 1 

and the actual implementation of the policy occurs in pe-

riod 2. 

 

 
Figure 2: The effects of a change in the retirement age 

on different macroaggregates (output, young and senior 

consumption, young and senior labor supply, debt of the 

social security system) 

 

Without the involvement of the second round effects, the 

evaluation of an increase in the retirement age would be 

a simple task: if the additional cost of working more in 

the second period is greater than the additional benefit of 

getting a wage higher than the pension benefit, than the 

senior agent (above 60) reduces her labor supply that may 

reduce her life-cycle income, which forces her to restruc-

ture her consumption path. But output can increase since 

this change in the consumption path reduces the effect 

that the decrease in the present value of income may have 

on the savings and through the savings, on the amount of 

capital. Finally, the debt of the social security system 

falls. This process is behind the picture shown by the red 

lines in Figure 2, where the policy change is totally ex-

pected. 

 

The green line shows a slightly different path. If the fiscal 

policy decision maker does not make any announcement 

about the possible change in the policy tool, the agent 

who becomes senior in period 𝑡 + 1 and faces the change 

in the retirement age at that period, had not had the op-

portunity to smooth her consumption path by reducing 

her savings and now, supported by her wealth accumu-

lated before, is even able to work less and consume more. 

Even the debt of the social security system evolves better 

than it would evolve with the policy announcement. 

 

The main goal of the fiscal policy decision maker ought 

to be to increase the well-being of the economic agents. 

Figure 3 displays the evolution of the utility of the senior 

agent, the utility of the young agent and the total utility 

over time. Total utility follows the life cycle utility of the 

senior agent, so the value at period 𝑡 displays the total 

utility of an agent that was young in period 𝑡 − 1 and old 

in period 𝑡. 
 

 
Figure 3. The ulility of a senior agent, a young agent 

and the total (retrospective life cycle utility) in the case 

of a change in the retirement age 

 

On the horizontal axis of the graphs, 1 represents the pe-

riod when the announcement occurs (or does not occur). 

Since the actual policy tool is implemented in period 2, 

this announcement does not affect either the old agents’ 

decisions or their utility (nor has it any effect on their ret-

rospective life cycle utility), but it actually increases the 

young agents’ utility. The latter effect is due to the fact 

that at the given parametrization of the model the ex-

pected increase in the retirement age actually increases 

the lifetime income of economic agents and leads to a re-

duction in interest rates by reducing the debt of the fiscal 

policymaker. These two changes motivate the young 

agent to increase her consumption and decrease her ef-

forts in the labor market. But in the second period, while 

facing the actual implementation of the policy action, the 

same agent ought to decrease her consumption and in-

crease her labor supply resulting in a huge reduction in 

her utility. 

 

Figure 3 also shows a result that differs from the current 

consensus in the literature. In the longer run, the fact that 

the fiscal policy decision maker announced the policy in 

period 1 creates a macroeconomic environment that 

makes the economic agents slightly worse off than they 

would be if the announcement had not been made and the 

government had simply implemented the policy in period 

2. 

Change in the amount of pension benefits 

The 4.18% decrease of the amount of pension benefits 

(that is the change that keeps social security balanced in 

steady state) decreases the life-cycle income of the con-

sumer and makes her to reduce her consumption path. It 

is not surprising that in this case the early announcement 

of the possible policy change motivates the agent to in-

crease her first period labor supply to get the funds that 

reduce the effect of the second period negative income 

shock on the life-cycle income (red lines in Figure 4). 

 

The same force does not hit the consumer if the fiscal 

policy decision maker decreases the pension in period 

75



 

 

𝑡 + 1 without any prior announcement. Since the repre-

sentative agent has kept a relatively high consumption 

and a relatively low labor supply over the first period, she 

is forced to drastically decrease her consumption and 

drastically increase her labor supply in the second period 

(as the green lines show in Figure 4). The evolution of 

the social security balance is better in the case of an-

nouncing the change in the policy tool than it would have 

been without prior announcement. 

 

 
Figure 4: The effects of a change in the amount of pen-

sions on different macroaggregates (output, young and 

senior consumption, young and senior labor supply, 

debt of the social security system) 

 

This finding is supported by the evolution of utility over 

time, especially by the fact that even though in the short 

run the total utility in the case of prior announcement is 

lower than in the case of no announcement, in the long 

run the “announcement” scenario dominates the “no an-

nouncement, just implementation” scenario (Figure 5). 

 

 
Figure 5. The ulility of a senior agent, a young agent 

and the total (retrospective life cycle utility) in the case 

of a chenge in the amount of pensions 

 
Change in the contributions 

The main driving force behind the impact of a 1 percent-

age point increase in social security contributions is the 

same as in the case of the reduction in pensions. If the 

consumer faces a loss in her life-cycle income, she re-

duces her consumption and increases her labor supply. 

But the magnitude of the effect is different, partly be-

cause this policy action involves an intratemporal substi-

tution as well. Any increase in the contribution makes 

working more expensive and motivates the consumer to 

decrease her labor supply. 

 

The magnitude of these effects also depends on the tim-

ing of the announcement. In case of a prior announce-

ment (red lines in Figure 6), the agent is able to prepare 

for the change in the second period and reduce its effects 

by working and saving more in the first period. 

 

 
Figure 6: The effects of a change in the rate of contribu-

tion on different macroaggregates (output, young and 

senior consumption, young and senior labor supply, 

debt of the social security system) 

 

It is not easy to see it on the last panel of Figure 6 (since 

the difference is small), but the prior announcement is 

better with respect to the balance of the social security 

system as well. It increases the debt by a smaller amount 

and makes it converge to zero at a larger velocity. 

 

The problem of “small differences” also arises when ex-

amining the evolution of the total utility over time (Fig-

ure 7). For example, in period 5 the total utility in the case 

of a prior announcement is –2.14659, while if the fiscal 

policy decision maker does not announce its policy deci-

sion before the implementation it is –2.14662. Although 

the difference between the two cases is extremely small, 

we are still able to state that in the long run it is better 

from the consumer’s point of view to make an announce-

ment well before the implementation of the policy. 

 

 
Figure 7. The ulility of a senior agent, a young agent 

and the total (retrospective life cycle utility) in the case 

of a change in the rate of contribution 

 

CONCLUSION 

In this article we introduced a model containing repre-

sentative consumers living for two time periods: an en-

tirely active and wage-earning first period, and a second 

period a portion of which the consumer still works, then 

retires. The number of people working in the second time 
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period depends on the retirement age, while the number 

of pensioners depends on the retirement age and life ex-

pectancy. The representative agents make their consump-

tion and labor market decisions in order to maximize 

their lifetime utility, but they face several types of uncer-

tainty, including the uncertainty regarding the variables 

of the pension system. 

 

We have analysed the effects of three policy changes that 

the fiscal policy decision maker can introduce in order to 

achieve a sustainable situation of the pension system. 

These three policy changes are: (1) increased retirement 

age, (2) decreased pension benefits, and (3) increased so-

cial security contributions. In all three cases we com-

pared the effects of two situations: (1) the policymaker 

announces the planned change prior to its execution, or 

(2) the change is announced only at the time of its execu-

tion. In all three cases we see that a pre-announced policy 

change means that the representative agents have time to 

adjust their lifetime consumption and labor market deci-

sions in order to maximize their utility, while the unex-

pected changes cause more sudden reactions from the 

side of the agents. One result that we found is strikingly 

different from the current consensus in the literature. If 

the fiscal policy decision maker announces the increase 

in the retirement age in advance, the short run decisions 

of the agents create a macroeconomic environment that 

reduces the well-being of the agents in the long run rela-

tive to the scenario with no prior announcement. We plan 

to continue our research with a more detailed analysis of 

this finding. 
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ABSTRACT 

Hedging financial risk is an essential issue but is far from 

trivial to implement. There are several hedging assets 

portfolio managers can select from. However, the choice 

is not without weight: two portfolios hedged against the 

same risk factor may have different characteristics 

depending on this hedging asset. Moreover, hedging 

against one risk factor may increase the portfolio's 

sensitivity to other risk factors. That is, a strategy that 

aims to reduce risk may also increase risk in a paradox 

way. This should be considered by portfolio managers, 

risk managers, and regulators as well. The goal of this 

paper is to raise thoughts on this topic. 

 

INTRODUCTION 

Hedging risk is a fundamental motivation in financial 

markets. Should the investor feel that the portfolio's 

exposure to a certain risk factor is too high, it can reduce 

or eliminate this exposure by entering another position 

inversely related to the same risk factor. However, this 

restructuring of the original position might modify other 

characteristics of the portfolio as well.  

Hedging for one risk factor might (and almost always 

will) modify the exposure to other risk factors as well. 

When we reduce one type of risk, we usually increase 

another. In this sense, hedging is not necessarily 

eliminating risk but transforming one kind of risk to 

another, i.e., balancing among the risk factors. It is clear, 

for example, that we will undertake the counterparty risk 

of the partner with whom we created the hedging 

position. So, we reduce or eliminate market risk but 

increase counterparty risk. In other situations, we reduce 

one type of market risk (e.g., foreign exchange risk) but 

raise a different kind of market risk (e.g., interest rate 

risk). It might happen that this new risk factor is less 

important or even irrelevant for certain investors, but in 

case of institutional investors with portfolio limits, all 

risk factors should be recognized. 

Before showing the trade-off between risk factors, we 

also illustrate that the choice of the hedging asset may 

influence not only the newly emerging risk factors but 

also the efficiency of the neutralization. The basic 

inspiration of this analysis is an example described in 

Száz (2009). Throughout the paper, we will use the 

Black-Scholes-Merton model when analyzing options. 

 

DELTA-HEDGING WITH OPTIONS 

In our example, the basic portfolio consists of 100 pieces 

of Apple stocks. We assume Apple will not pay dividends 

in the next 6 months. The price of the shares (S) is 152 

USD. The portfolio manager decides that it does not want 

to undertake Apple's market risk anymore, but instead of 

liquidating the position (i.e., selling the stocks), it hedges 

the risk with derivative instruments. We will consider 6-

month (T) put options with two possible strike prices (K1 

and K2), 120 USD and 130 USD. Let the volatility of 

Apple () be 20% and the risk-free logreturn (r) 5%. 

These primary input data are summarized in Table 1. 

 

Table 1: The primary data 

S K1 K2  r T 

152 120 130 20% 5% 0.5 

 

In what follows, we will need the value (p), the delta (), 

the gamma () and the rho () of the two put options, so 

we summarize these in Table 2. The fundamentals of the 

Black-Sholes-Merton option pricing model and the 

calculation and interpretation of the Greek letters can be 

found in several textbooks, e.g., Hull (2015). 

 

Table 2: Main characteristics of the options 

K 120 130 

p 0.24 0.93 

 -0.03 -0.09 

 0.003 0.007 

 -2.21 -7.15 

 

Hedging for the market risk of the underlying product 

means that the portfolio manager creates a delta-hedged 

portfolio. So, we create a portfolio so that its delta is zero. 

Since we have two possible put options for this purpose, 

the zero delta value might be achieved with numerous 
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combinations. More precisely, we should solve Equation 

(1), where x and y are the amounts of the hedging assets. 

Since we have only one equation and two unknowns, 

there are infinite solutions. 

100 ∗ 1 + 𝑥 ∗ ∆120 + 𝑦 ∗ ∆130= 0 (1) 

For simplicity, we will focus only on the two extreme 

solutions of Equation 1, where we do not combine the 

two derivatives. This means that we will buy only one of 

them in the appropriate amount and let either x or y be 

zero. With simple calculations, we can determine that for 

delta-hedging 100 Apple shares, the amount of put 

options needed is x=3,637 (K=120) or y=1,136 (K=130), 

respectively. We know that this strategy is dynamic; that 

is, we should rearrange the portfolio from time to time so 

that the delta remains zero. However, here we will only 

focus on the initial portfolio's characteristics. 

It is well known that delta-hedging with options is 

efficient only if the changes in the price of the underlying 

asset are small enough. Hedging for more significant 

changes requires creating a delta-gamma-hedged 

portfolio, i.e., solving Equations (1) and (2) 

simultaneously.  

100 ∗ 0 + 𝑥 ∗ Γ120 + 𝑦 ∗ Γ130 = 0 (2) 

Now we have two equations and two unknowns, and the 

solution is unique. In our example, we can compute that 

delta-gamma-hedging is possible by selling 13,549 of the 

first put option and buying 5,368 of the second option. In 

what follows, we will call the uncovered portfolio "A" 

and the hedged portfolios B, C, and D, respectively. 

Table 3 contains the main characteristics of these 

portfolios. 

Table 3: The portfolios 

Name A  C D 

C
o

m
p

o
si

ti
o
n

 

Apple 100 100 100 100 

Put 

(K=120) 
0 3,637 0 -13,549

Put 

(K=130) 
0 0 1,136 5,368 

Delta-hedged no yes yes yes 

Gamma-

hedged 
no no no yes 

Hereafter, we will illustrate two important features of 

these hedging strategies. First, we will show that the 

delta-hedged portfolios have different sensitivities for the 

Apple-price, depending on the choice of the hedging 

asset. Second, we will show that hedging the market risk 

of Apple will open a new market risk, the sensitivity to 

the risk-free interest rate. 

The efficiency of the hedge 

In our first illustration, we analyze the portfolios' 

sensitivity if Apple's market price changes. We consider 

these price movements to happen ceteris paribus, all 

other factors remain the same (even the time does not 

pass). Table 4 collects how the portfolios' value will 

change (in percentage) due to different price movements 

(dS, measured in USD). It is not surprising that portfolio 

D is the less sensitive, since it is not only delta-hedged 

but also gamma-hedged. What is important to notice is 

that portfolios B and C are not evenly sensitive, even 

though both have zero deltas. Hence, it is not enough to 

know that delta-hedging with options is not a perfect 

hedge strategy (in the sense that it is only first-order 

hedging), but the risk manager has to be aware that the 

choice of the hedging asset influences this imperfection.  

Table 4: Sensitivity to the Apple-price 

dS (USD) A B C D 

-10 -6.58% 4.63% 3.26% -1.57%

-9 -5.92% 3.63% 2.58% -1.10%

-8 -5.26% 2.77% 2.00% -0.74%

-7 -4.61% 2.05% 1.49% -0.48%

-6 -3.95% 1.46% 1.07% -0.29%

-5 -3.29% 0.98% 0.73% -0.16%

-4 -2.63% 0.61% 0.46% -0.08%

-3 -1.97% 0.33% 0.25% -0.03%

-2 -1.32% 0.14% 0.11% -0.01%

-1 -0.66% 0.03% 0.03% 0.00% 

0 0.00% 0.00% 0.00% 0.00% 

1 0.66% 0.03% 0.03% 0.00% 

2 1.32% 0.13% 0.10% 0.01% 

3 1.97% 0.27% 0.22% 0.02% 

4 2.63% 0.47% 0.38% 0.06% 

5 3.29% 0.71% 0.58% 0.10% 

6 3.95% 1.00% 0.81% 0.17% 

7 4.61% 1.31% 1.08% 0.26% 

8 5.26% 1.67% 1.38% 0.37% 

9 5.92% 2.05% 1.71% 0.51% 

10 6.58% 2.46% 2.06% 0.67% 

Here we showed only two possible put options, but of 

course, many put and call options (with various strike 

prices and maturities) are available on the market, and 

delta-hedging with these numerous possible derivatives 

will all lead to different final sensitivities. 

Increasing interest rate risk by delta-hedging 

The uncovered portfolio itself (the Apple shares) is not 

exposed to the risk that the risk-free interest rate may 

change. If we neutralize the Apple-price risk with 

options, the value of the hedged portfolio becomes 
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sensitive to the interest rate. Table 5 illustrates this by 

showing the percentage change of the portfolios' value 

with respect to +/- 150 basis point change in the interest 

rate. 

As we can see, the value of all the delta-hedged portfolios 

is negatively related to the interest rate. Should the 

interest rate rise, the portfolios will lose value and vice 

versa. The inverse relationship between the interest rate 

changes and the portfolios is due to the negative rho 

factors of the put options. The position's rho is negative 

for portfolio D as well (it is not trivial because we have 

long and short put options at the same time). 

 

Table 5: Sensitivity to the interest rate 

dr (bp) A B C D 

-150 0.00% 0.80% 0.79% 0.75% 

-140 0.00% 0.74% 0.73% 0.70% 

-130 0.00% 0.69% 0.68% 0.65% 

-120 0.00% 0.63% 0.62% 0.60% 

-110 0.00% 0.58% 0.57% 0.55% 

-100 0.00% 0.52% 0.52% 0.50% 

-90 0.00% 0.47% 0.46% 0.45% 

-80 0.00% 0.41% 0.41% 0.40% 

-70 0.00% 0.36% 0.36% 0.35% 

-60 0.00% 0.31% 0.31% 0.30% 

-50 0.00% 0.26% 0.25% 0.25% 

-40 0.00% 0.20% 0.20% 0.20% 

-30 0.00% 0.15% 0.15% 0.15% 

-20 0.00% 0.10% 0.10% 0.10% 

-10 0.00% 0.05% 0.05% 0.05% 

0 0.00% 0.00% 0.00% 0.00% 

10 0.00% -0.05% -0.05% -0.05% 

20 0.00% -0.10% -0.10% -0.10% 

30 0.00% -0.15% -0.15% -0.15% 

40 0.00% -0.20% -0.20% -0.20% 

50 0.00% -0.24% -0.25% -0.25% 

60 0.00% -0.29% -0.29% -0.30% 

70 0.00% -0.34% -0.34% -0.35% 

80 0.00% -0.39% -0.39% -0.40% 

90 0.00% -0.43% -0.44% -0.45% 

100 0.00% -0.48% -0.48% -0.50% 

110 0.00% -0.53% -0.53% -0.55% 

120 0.00% -0.57% -0.58% -0.60% 

130 0.00% -0.62% -0.62% -0.65% 

140 0.00% -0.66% -0.67% -0.70% 

150 0.00% -0.71% -0.71% -0.75% 

 

Besides the fact that the portfolio became sensitive to this 

new risk factor, we may also observe that the exposure is 

not the same for the three delta-hedged portfolios. All in 

all, by delta-hedging the stock portfolio, we have 

undertaken a new risk factor. It is of utmost importance 

to emphasize that our conclusion does not mean delta-

hedging is a wrong strategy. It only means that we cannot 

handle hedged portfolios as totally risk-free and 

protected against all kinds of risk. 

HEDGING THE SELLING PRICE 

In this section, we will analyze the same portfolio (100 

Apple stocks) but will hedge the position in a different 

sense. Instead of hedging the portfolio's current market 

value, we assume that the portfolio manager has a fixed 

holding period. For example, it plans to hold the shares 

for 6 months and then close the position. The final selling 

price is, of course, not known in advance. Should we 

decide to eliminate this risk, we have different possible 

hedging assets again. One straightforward solution is to 

sell the shares in a short forward transaction. In this way, 

the predetermined selling price will be today's 6-month 

forward price, which is approximately 156 USD. Another 

solution is to buy a put option. For more comparability, 

let the put option's strike price be the same, 156 USD. We 

will call these new portfolios E and F. Table 6 

summarizes the main characteristics of the portfolios 

analyzed in this section. 

 

Table 6: The portfolios 

Name A  F 

C
o

m
p

o
si

ti
o
n

 
Apple 100 100 100 

Forward 

(K=156) 
0 -100 0 

Put 

(K=156) 
0 0 100 

 

Now the quantity of the hedging derivative assets is the 

same as the uncovered position, and the strategies are 

static. That is, we do not have to rearrange the portfolios 

from time to time. This is because we would like to fix 

the selling price of exactly 100 Apple shares 6 months 

from now.  

 

Naturally, portfolios E and F do not identically guarantee 

the final selling price. In the case of portfolio E, the 

selling price will be 156 USD for sure, even if Apple will 

be priced higher that time. In the case of portfolio F, the 

selling price will be at least 156 USD. Should the Apple-

price be above it, we do not have to exercise the options 

and can sell the shares on the spot market. The initial cost 

balances this difference in the two strategies: entering the 

short forward position does not generate any initial cash 

flow; entering the long put position requires paying the 

option's (positive) price. We admit that this difference 

between the two hedging strategies is essential, but this 

paper will focus on another question.  

 

Similarly to the previous section, we will show that 

neutralizing the Apple-price market risk will raise other, 

previously not undertaken risk factors. Again, we can 

observe that the uncovered portfolio A is not sensitive to 

the interest rate, but the hedged portfolios E and F are 

risky in this sense. Table 7 illustrates this by showing the 

percentage change of the portfolios' value with respect to 

+/- 150 basis point change in the interest rate.  
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Again, we can observe that the sensitivity to this new risk 

factor depends on the hedging asset. Now the difference 

is sharper than it was in Table 5, but we have to remember 

that portfolios E and F guarantee the final price in 

different senses, so they are less comparable. However, 

the main message is not about comparing them but 

identifying the new risk factor that emerged from 

hedging the original one. 

 

Table 7: Sensitivity to the interest rate 

dr (bp) A E F 

-150 0.00% 0.75% 0.38% 

-140 0.00% 0.70% 0.36% 

-130 0.00% 0.65% 0.33% 

-120 0.00% 0.60% 0.31% 

-110 0.00% 0.55% 0.28% 

-100 0.00% 0.50% 0.25% 

-90 0.00% 0.45% 0.23% 

-80 0.00% 0.40% 0.20% 

-70 0.00% 0.35% 0.18% 

-60 0.00% 0.30% 0.15% 

-50 0.00% 0.25% 0.13% 

-40 0.00% 0.20% 0.10% 

-30 0.00% 0.15% 0.08% 

-20 0.00% 0.10% 0.05% 

-10 0.00% 0.05% 0.03% 

0 0.00% 0.00% 0.00% 

10 0.00% -0.05% -0.02% 

20 0.00% -0.10% -0.05% 

30 0.00% -0.15% -0.07% 

40 0.00% -0.20% -0.10% 

50 0.00% -0.25% -0.12% 

60 0.00% -0.30% -0.15% 

70 0.00% -0.35% -0.17% 

80 0.00% -0.40% -0.20% 

90 0.00% -0.45% -0.22% 

100 0.00% -0.50% -0.25% 

110 0.00% -0.55% -0.27% 

120 0.00% -0.60% -0.29% 

130 0.00% -0.65% -0.32% 

140 0.00% -0.70% -0.34% 

150 0.00% -0.75% -0.37% 

 

Another "risk factor" worth discussing is the time that 

inevitably passes. The value of short forward and long 

put positions will change as we approach the maturity. 

This is a new sensitivity since the price of the Apple 

shares will not change ceteris paribus only because time 

progresses. Table 8 illustrates this by showing the 

percentage change of the portfolios' value as 1-5 months 

pass (all other factors being unchanged). 

 

Apart from the fact that hedging for the final selling price 

made the portfolio sensitive to time, we can also observe 

that portfolios E and F react inversely as maturity 

approaches. 

 

 

Table 8: Sensitivity to the time 

dt (months) A E F 

1 0.00% 0.42% -0.25% 

2 0.00% 0.84% -0.55% 

3 0.00% 1.26% -0.91% 

4 0.00% 1.68% -1.37% 

5 0.00% 2.11% -2.00% 

 

One may argue that the risk factors illustrated above can 

be ignored if the investor is interested only in the final 

outcome, i.e. in the portfolio's value at the end of the 

holding period. In other words, the risk factors do not 

necessarily generate realized losses/profits. This 

argumentation is true in theory but has several pitfalls in 

practice. First, most institutional investors are obliged to 

determine the managed portfolio's value daily. This way, 

the portfolio's risk factors are essential even if we have a 

so-called buy-and-hold strategy. Second, the buy-and-

hold strategy is not always easy to keep. Apart from 

psychological factors (it is hard to keep a position in a 

significant loss), portfolio managers usually face limits 

they have to hold. Should the value of the financial assets 

change, limits might be violated, and the manager might 

be forced to restructure the portfolio. 

 

CONCLUSION 

This paper aimed to show that hedging risk is a risky 

activity. Naturally, the examples presented are not 

singular. We might cite several other cases where 

portfolio managers face a trade-off between two or more 

risk factors. For example, forward hedging for the foreign 

exchange risk will increase the exposure to domestic and 

foreign interest rates. On the other hand, neutralizing the 

interest rate risk of a bond portfolio by modifying its 

duration with an interest rate swap may increase the cash 

flow risk of the portfolio (due to the floating leg of the 

swap). The list is even longer if we account not only for 

market risk factors but also for credit risk. Whichever 

type of market risk is hedged, we will undertake the 

counterparty risk of the new partner. Generally, when 

talking about risk-free or hedged positions, we should 

always put the question: hedged against which risk 

factor? 

We emphasize that the findings of the paper do not 

suggest that we should forget about hedging strategies. 

They only suggest that all the risk factors should be 

considered. In other words, portfolio managers hold not 

only a portfolio of financial assets but also a portfolio of 

financial risk factors. If the new risk factor that emerged 

by hedging is identified and undertaken with full 

awareness, then unpleasant surprises can be avoided. 

This is important not only for portfolio managers but also 

for regulators since they often intend to limit the risks that 

certain types of portfolios are allowed to include. 
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ABSTRACT 

We analyze alternative strategies of monetary and fiscal 
policies in a monetary union model using a small 
macroeconomic model and by running numerical 
simulations in the framework of a dynamic game. Several 
coalitions are investigated between governments of the 
member countries and the common central bank. We 
show that only a coalition between all governments and 
the central bank is efficient while a fiscal union or other 
partial coalitions can be counterproductive. 
 
INTRODUCTION 

A series of crises shook the euro area (EA) over the last 
few years: the Great Recession (the financial crisis 2008–
2010), the European sovereign debt crisis, the COVID-
19 crisis, and the Ukraine war (energy price) crisis. The 
EA was particularly vulnerable during the sovereign debt 
crisis in view of the heterogeneity of its economies; 
moreover, the European Central Bank (ECB) is 
responsible for monetary policy for all participating 
countries despite the asymmetries between them. For 
policy makers concerned with monetary and fiscal policy 
for macroeconomic objectives such as economic growth, 
employment, price stability, and the sustainability of 
public finances, it is highly desirable to be given some 
guidance as to how they should design their policies to 
reach their objectives as well as possible. 
 
In this paper, we examine the optimal design of fiscal and 
monetary policy in a monetary union like the EA in the 
presence of shocks similar to the series of crises over the 
last few years using numerical simulations of dynamic 
games between policy makers. Dynamic game theory is 
an appropriate tool to analyze the dynamics within a 
monetary union and enables us to consider the strategic 
interactions of heterogeneous players. Analytical 
solutions of dynamic games are available only in 
extremely restrictive circumstances; hence numerical 
solutions are called for. Following (Michalak et al. 2008), 
(Blueschke and Neck 2011), (Anastasiou et al. 2019), and 
(Blueschke and Neck 2018), among others, we study 

interactions between monetary and fiscal players for a 
macroeconomic model of a monetary union with three 
fiscal players (representing blocks of countries) and a 
common central bank to capture some specific 
asymmetries between the EA countries. Of course, the 
EA consists of more countries but considering 
interactions between all of them would be rather 
cumbersome without adding much to the question we 
investigate here. A more restrictive assumption we have 
to make is the requirement that coalitions between the 
countries remain the same over the entire horizon of the 
dynamic game. Our results in terms of the EA should 
therefore be interpreted with care. 
 
The structure of the paper is as follows: The next section 
sketches the basic approach of dynamic game theory and 
our solution algorithm OPTGAME. The following 
section describes the model of the monetary union used 
in the analysis as well as the objective functions of the 
policy makers and specifies the numerical values of the 
parameters. It also shows the exogenous shocks and their 
calibration. The results of game experiments with five 
scenarios are presented and interpreted in the next 
section. In the next section, the sensitivity of the results 
is examined with respect to the weights of the countries 
in the monetary union. The last section concludes.  
 
THE DYNAMIC GAME FRAMEWORK  

Here we apply the dynamic game framework (see, e.g., 
(Basar and Olsder 1999), (Basar and Zaccour 2018)) in 
order to analyze coalition strategies between the 
countries in a monetary union facing different shocks. 
The economies under consideration are described by a 
dynamic system of nonlinear difference equations in 
state-space form: 

.      (1) 
 
Here  is an ( ) vector of state variables and  is 
an ( ) vector of individual control variables of 
player  ( ) having  variables at their 
disposal.  is a vector of non-controlled exogenous 
variables including exogenous shocks, . 
 
The problem is formulated in the so-called dynamic 
tracking game form where each player minimizes an 
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objective function (loss function) , which is the sum 
over time of quadratic deviations of state and control 
variables from given target values (denoted by ): 

  (2) 

with 

(3) 

The game is played over a time horizon of T periods and 
consists of individual optimization problems for N 
players. The penalty matrices Ωt

i and Ψt
i contain the 

weights of the deviations of states and controls from their 
desired levels in any period t and indicate the importance 
of each of the relevant variables for the players. 

Equations (1), (2), and (3) formulate a nonlinear dynamic 
tracking game problem. Equilibrium solutions cannot be 
obtained analytically. For our simulations of the policy 
strategies, they will be numerically approximated using 
the OPTGAME algorithm. This algorithm allows us to 
find approximations to cooperative (Pareto optimal) and 
non-cooperative Markov (subgame) perfect (feedback) 
Nash equilibrium solutions of the game. For details of the 
OPTGAME algorithm, see (Blueschke et al. 2013). 

The OPTGAME algorithm delivers approximations to 
the true solutions of the nonlinear-quadratic game under 
consideration. Although we have tested OPTGAME for 
linear-quadratic dynamic games and confirmed the 
(known) true solutions for this special case, the question 
of the quality of the approximations is an open one. 
Moreover, we consider only deterministic games. A fully 
stochastic analysis for a dynamic game like ours would 
be enormously complicated as our experiences with the 
single-decision maker (optimization) problem have 
shown (Blueschke et al. 2021). Finally, one may question 
the assumption of the finite time horizon and introduce a 
scrap value, which we found not to change the strategies 
by much, apart from the last few periods. Hence, we 
consider the choice of a finite period which is longer than 
the effects of the shocks to be the best alternative. Our 
study, therefore, should not be interpreted as ex-ante 
advice to policy makers but as ex-post evaluations of past 
hypothetical policies. 

THE MACROECONOMIC MODEL MUMOD2 

Here we follow (Blueschke and Neck 2018) and consider 
three fiscal players, which are calibrated in such a way so 
as to represent blocks of countries in the EA, namely the 
core block (also called country 1) with relatively solid 
public finances, the thrifty periphery block (called 
country 2) with higher initial public debt but which 
accords relatively high importance to fiscal objectives, 
and the thriftless periphery block with higher initial 
public debt which accords little importance to fiscal 
targets (country 3). This allows us to analyze different 

coalition scenarios in a monetary union model for the EA 
affected by shocks like the Great Recession 2008–2010, 
the European sovereign debt crisis, the COVID-19 crisis, 
and the Ukraine war crisis. The first two are modelled as 
pure demand-side shocks while the latter two also contain 
some supply-side elements. These shocks impact on the 
MUMOD2 model, a dynamic macroeconomic model of 
a monetary union. The governments of the three member 
countries of the union design their fiscal policies to 
optimize their own objective functions. In addition, the 
joint central bank optimizes a (unionwide) objective 
function over the same model. All four players take 
account of the other players’ strategies, either in a 
noncooperative way according to the feedback Nash 
equilibrium solution concept or in a cooperative way by 
forming coalitions with each other or with subsets of the 
other players. The goal of the analysis is to learn about 
possible advantages of a more centralized design for 
fiscal policies in a monetary union. 

The monetary union is calibrated with the data of the EA. 
The core block consists of EA countries with a more 
robust fiscal and inflation performance. The share of this 
block in the EA’s real GDP was 60% in 2007 (pre-Great 
Recession). In a second step the periphery block is 
divided into two sub-blocks. We assume that, despite 
their similar initial economic situation (primarily higher 
public debt compared to the core block), the periphery 
block is not homogenous regarding its view of the 
importance of fiscal stability indicators. We split the 
periphery block into two equal parts each having a 20% 
share in the real GDP of the monetary union. Altogether 
we consider four policy makers, as shown in Table 1. 

Table 1: Players in the Dynamic Game 

The governments decide on fiscal policy and the common 
central bank of the monetary union is responsible for 
controlling monetary policy. The central bank decides on 
the prime rate REt, a nominal rate of interest under its 
direct control. The national governments decide on real 
fiscal surplus (or, if negative, its fiscal deficit), git (i = 1, 
2, 3), measured in relation to real GDP. The players use 
their control variables as instruments in order to track the 
desired paths of the state variables, which evolve 
according to the dynamic system given by the MUMOD2 
model. Table 2 shows the list of state variables of that 
model, and its equations are given by: 

(4) 

 (5) 

  (6)
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   (7) 
 

 (8) 
 

                (9) 

 
             (10) 

 
                  (11) 
 

                            (12) 
 
 

Table 2: Variables of the Three-Country (i = 1,…,3) 
Monetary Union 

 

 
 
The MUMOD2 model is formulated in terms of 
deviations from a long-run growth path. The aggregate 
goods market is modelled by the short-run income-
expenditure equilibrium relation (4) for real output    

 is the natural real rate of output growth, 
assumed to be equal to the natural real rate of interest. 
Excess demand for goods and services depends on the 
domestic inflation rate relative to that in the other two 
countries, on the real rate of interest relative to the natural 
rate, on aggregate excess demand in the other two 
countries (exports to them), on the domestic inflation 
rate, and on the domestic budget surplus/deficit (through 
a Keynesian multiplier). Exogenous demand-side shocks 
can affect the domestic output via zdit.   
 
The current real rate of interest rit is given by the Fisher 
equation (5). The nominal rate of interest Iit (equation (6)) 
is driven by the prime rate, adjusted by country-specific 
risk premiums  and . The inflation rate   is 
determined by the expectations-augmented Phillips curve 
(7), in which the expected rate of inflation is based on 
adaptive expectations (8). Exogenous supply-side shocks 
(such as energy price shocks) can enter the inflation 
equation through zsit. The real government debt Dit 
measured in relation to GDP evolves according to the 
government budget equation (11) and depends on the 
previous stock of public debt, the current budget surplus, 
and interest payments that depend on the interest rate on 
bonds BIit. An average government bond maturity of six 
years (12) is assumed following Krause and Moyen 
(2016).  

The average values of output and union-wide inflation in 
the monetary union are given by (9) and (10). The 
parameter ωi in these equations expresses the weight of 
country (block) i in the economy of the entire monetary 
union as defined by its output level. The parameters of 
the model are calibrated for the EA and are given in Table 
3. 
 
Table 3: Parameter Values for an Asymmetric Monetary 

Union, i = 1,…,3 
 

 
 

We consider a game with a time horizon of 30 periods, 
interpreted here as years. The long-run growth rate θ is 
assumed to be 3%. The economic weights of the players 
ωi correspond to EA real GDP in 2007 for the blocks of 
countries with the core block having 60% weight and the 
two periphery blocks having 20% each. 
 
The dynamic system as given by equations (4)–(12) 
describes the evolution of the state variables over time. 
The four players use their control variables to lead the 
objective state variables by minimizing their respective 
objective functions. They differ with respect to the set of 
state variables in their objective function as well as to the 
importance of the individual objective variables. As can 
be seen in equation (13), governments (i = 1, 2, 3) 
emphasize their national variables: inflation, output, 
public debt, and budget balance. In contrast, the common 
central bank (E, equation (14)) targets union-wide 
inflation, average output in the monetary union, and the 
prime rate. 
 

                    (13) 
 

                  (14) 
 
 

Table 4: Weights of the Variables in the Objective 
Functions 

 

 
 
Although the governments have the same set of state 
variables, there is an asymmetry in the importance of the 
variables to the policy maker concerned as given by 
parameter α (see Table 4), which refers to the importance 
of the public debt target (αD) in the objective function. 
Oriented towards fiscal stability, countries 1 and 2 attach 
a ten times higher weight to it than country 3 (the less 
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thrifty periphery block). There is also a difference 
between governments and the common central bank: The 
governments put greater emphasis on (their national) 
output while the central bank gives a higher weight to 
(union-wide) inflation. 
 
Next, the desired paths of the objective variables have to 
be defined. These target values are summarized in Table 
5. A balanced growth path along the natural level of real 
GDP is targeted by all players, i.e. the short-run output 
gap should be zero ( . The target value for the 
inflation rate is set to 2%, the official objective of the 
ECB. Regarding the public debt target, the governments 
aim to fulfil the Stability and Growth Pact criterion of 
60% of GDP. As the periphery blocks start from a higher 
initial level, they steer towards a linear decrease in public 
debt from 80% to 60% over the entire planning horizon. 
Finally, the governments prefer a balanced budget (g = 
0), and the central bank aims at a prime rate of 3%. The 
target values and the weights given to the controls (the 
policy instruments of each player) also reflect the desire 
to avoid overly excessive fluctuations in these variables, 
which are not possible in the real world due to the path 
dependence of policies. 
 

Table 5: Target Values for the Asymmetric Monetary 
Union 

 
        

60 80 ↘60 2 2 0 0 0 3 
 
For the cooperative Pareto scenario, the joint objective 
function is given by the weighted sum of the four 
objective functions: 
 

 (15) 
 
where the weights are the same as those in equations (9) 
and (10). The Pareto solution requires the full 
commitment of all the players, which would have to be 
guaranteed by some appropriate institutional devices. 
 

Table 6: Modelling the Great Recession and the 
Sovereign Debt Crisis 

 

 
 
The MUMOD2 model can serve to analyze strategic 
economic interactions between the policy makers in a 
monetary union in the presence of exogenous shocks. We 
model key aspects of the Great Recession 2008–2010, the 
ensuing European sovereign debt crisis, the COVID-19 
crisis, and the Ukraine war crisis. Following the 
arguments of (Kahle and Stulz 2013) we model the Great 
Recession as a demand shock. To do so, we add an 
exogenous shock on the demand side with a drop in GDP 
by 1% in 2008, by 6% in 2009, and by 1% in 2010. This 

shock affects all economies in the monetary union in a 
symmetric way. On the other hand, the following 
sovereign debt shock impacts the periphery block only. 
The numerical values of the shocks are given in Table 6.  
 
In contrast to the Great Recession and the sovereign debt 
crisis shocks, which hit the EA mainly via the demand 
side, the COVID-19 shock was not just a negative 
demand shock. The pandemic situation interrupted 
existing supply chains, leading to increasing production 
costs, and can thus be modelled as a combined demand 
and supply shock. Higher prices of oil and other 
resources as well as higher world market prices for food 
had similar supply-side effects on the EA. For a 
discussion of the different channels of the COVID-19 
shock see, e.g., (del Rio-Chanona et al. 2020). Although 
the pandemic is not yet completely over (early 2023), we 
modelled the strongest negative impact of the shock on 
the demand side in 2020 in accordance with world trade 
and EA data. The supply-side effects started to impact the 
economies under consideration in 2021 and, amplified by 
the Ukraine war, starting in 2022, are assumed to slowly 
decrease over the next three years and completely 
disappear in 2025. We interpret the Ukraine war crisis as 
a supply shock reinforcing and extending the supply-side 
elements of the COVID-19 shock. The numerical values 
of the COVID-19 and the Ukraine war shocks are 
summarized in Table 7. 
 

Table 7: Modelling the COVID-19 Crisis and the 
Ukraine War Crisis 

 

 
 

BASELINE SIMULATIONS 

This research aims at analyzing the effects of different 
coalition strategies in a monetary union in the presence 
of negative exogenous shocks. We consider five 
scenarios with different coalitions (as summarized in 
Table 8). In accordance with game-theory terminology, a 
coalition means a strictly binding agreement between two 
or more players to always act jointly. The members of the 
coalition play as one player, with a cooperative strategy 
inside the coalition and a weighted sum of the 
participants’ objective functions as their joint objective 
function.  
 
In the following, sc1_NF4 denotes an “everyone for 
themselves” scenario. This means a non-cooperative 
Nash game with all four players being independent, i.e. 
each player only cares about their own objective function 
(no coalition). sc2_2+3 denotes a non-cooperative Nash 
game with three players, where country 2 and 3 build a 
coalition. It means that the central bank (CB) plays 
against country 1 (core block) and against a coalition of 
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countries 2 and 3 (periphery block). sc3_1+2 denotes a 
Nash game with three players, where the countries 
oriented towards fiscal stability form a coalition and play 
together against the central bank and country 3. sc4_FU 
denotes a Nash game with two players, where a coalition 
of all fiscal players plays against the central bank. This 
strategy corresponds to the creation of a fiscal union with 
an independent central bank. sc5_P stands for total 
integration of fiscal and monetary policy; this is the fully 
cooperative Pareto solution. We also consider the non-
controlled forward simulation using the starting values of 
the control variables (sim), modelling fixed rules. 
 

Table 8: Coalition Strategies when Facing Negative 
Exogenous Shocks 

 

 
 
To compare the performances of the players for different 
coalition scenarios, we present graphs for the control and 
three state variables: output and inflation rate for the 
entire union, and public debt. Figures 1–4 show the 
outcomes for the control variables of the players. Figures 
5–9 present the results of the state variables. 
  

 
Figure 1: Control Variable Prime Rate ( ) 

  

 
Figure 2: Control Variable Fiscal Surplus ( ) 

  
Figure 3: Control Variable Fiscal Surplus ( ) 

 

  
Figure 4: Control Variable Fiscal Surplus ( ) 

 

  
Figure 5: State Variable Union-Wide Output ( ) 

 

  
Figure 6: State Variable Union-Wide Inflation ( ) 
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Figure 7: State Variable Public Debt ( ) 

 

  
Figure 8: State Variable Public Debt ( ) 

 

  
Figure 9: State Variable Public Debt ( ) 

 
In addition, the performance of individual players is 
shown by the resulting objective function values (loss 
functions to be minimized) in Table 9. 
 

Table 9: Objective Function Values for the Baseline 
Scenarios 

 
Strategy CB C1 C2 C3 sum 

simulation 1545.67 397.80 1591.95 481.42 4016.84 

pareto 594.83 181.60 281.18 254.74 1312.07 

sc1_NF4 485.26 271.29 576.45 453.94 1786.95 

sc2_2+3 490.89 269.70 585.90 485.27 1831.76 

sc3_1+2 482.32 302.84 572.13 442.31 1799.60 

sc4_FU 499.87 340.93 577.16 485.91 1903.87 

The results can be summarized as follows; see also 
(Blueschke et al. 2023) for a similar exercise: The policy 
instruments are used in a countercyclical way during the 
demand shocks (Figures 1–4), which is expected given 
the Keynesian structure of MUMOD2 (Figures 5 and 6). 
The demand shocks have similar effects; the deeper 
COVID-19 shock requires more active monetary and 
fiscal interventions by all players. Monetary policy and 
mostly also fiscal policy return faster to their “business 
as usual” course, in contrast to policies actually executed 
by the ECB and most governments in the EA. The fiscal 
policies of the thrifty countries do not only return to the 
log-run steady state (0 here) but overshoot by producing 
primary surpluses after the end of the shocks to secure 
the sustainability of their public debt. On the other hand, 
neither monetary nor fiscal policy reacts to the supply-
side shock in the last phase of the COVID-19 shock. 
Thus, even the Keynesian MUMOD2 model does not 
support longer expansionary phases of countercyclical 
policies after temporary demand shocks or any 
expansionary policy against a supply shock. This is a 
feature that agrees with results from new-classical or 
monetarist models.  
  
As must be the case, the cooperative Pareto solution 
results in the best performance in terms of the value of 
the overall objective function. Table 9 and the graphs 
clearly show that in this simulation, the main burden of 
cooperation falls on the common central bank, which 
supports the endeavors of the governments to mollify the 
negative effects of the crises by running a more 
expansionary monetary policy than it would do without 
cooperating. This situation corresponds to the actual 
policy of the ECB in the last few years, apart from the 
more discretionary reaction of monetary policy our 
model calls for. Such an accommodating monetary policy 
provides an important advantage to fiscal policy makers, 
as already shown in (Blueschke and Neck 2018). In the 
cooperative Pareto solution, all countries perform much 
better in terms of both output and public debt than in all 
the other scenarios. A main advantage of cooperation is 
that all players under binding agreements know that no 
one would beggar their neighbor. The accommodation of 
their expansionary fiscal policies and their joint monetary 
policy make them more effective and allow for more 
expansionary actions than otherwise. 
 
Among the two periphery countries, it is clear that 
country 3 runs higher fiscal deficits in all four (partially) 
non-cooperative scenarios due to its assumed lower 
preference for fiscal stability (Figure 4). This leads to 
non-sustainable public debt levels for the thriftless 
country in all scenarios other than the cooperative Pareto 
solution (Figure 9). Such a policy would result in the 
bankruptcy of this country by the end of the planning 
horizon. On the other hand, countries 1 and 2, which 
accord higher importance to fiscal stability, are able to 
stabilize their public debt at a sustainable level even after 
a prolonged period of consecutive crises (Figures 7 and 
8). This indicates the necessity for a careful design of 
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fiscal policy, especially in periphery countries, with an 
emphasis on the goal of government debt sustainability 
in order to avoid a situation leading to another European 
sovereign debt crisis. 
 
Regarding the possible advantages of a more centralized 
fiscal policy in a monetary union, a remarkable result is 
the fact that the pure fiscal union scenario (sc4_FU, with 
all fiscal players being part of the same coalition) gives 
the worst solution in terms of the total objective function 
value. In this scenario the main burden of reducing the 
impact of the exogenous shocks falls on the fiscal players 
running very high budget deficits during the shocks. 
Here, the central bank does not really support the fiscal 
players, choosing high prime rates instead in order to 
fulfil its primary mandate to secure price stability. This 
shows that a pure fiscal union, without accommodating 
monetary policy, can deliver results that are worse than 
even the scenario without any coordination at all. This 
result is new and points toward the need for coordination 
not only between the governments but also between them 
and the central bank. A common finance minister for the 
union or some other form of a fiscal union without 
coordination with the monetary authorities can lead to a 
situation where fiscal and monetary policies counteract 
each other and may be highly inefficient. 
 
If we compare the two ’small’ coalition strategy 
scenarios (sc2_2+3 and sc3_1+2), it is clear that the 
country which allies itself with the country with higher 
government debt has to apply a more active fiscal policy 
than otherwise. In scenario sc2_2+3 (the coalition of 
periphery countries), this is true for country 2; in the case 
of sc3_1+2 (the coalition of core and thrifty periphery 
countries) it is true for country 1. Being part of a fiscal 
coalition allows country 3 to run higher deficits and to 
concentrate more on the growth side of the growth-public 
debt trade-off. On the contrary, if left alone, this country 
has to pay more attention to the public debt target. This 
behavior results in significantly lower public debt levels 
in country 3 in the scenarios where it does not cooperate 
(sc1_NF4 and sc3_1+2). This result raises doubts about 
the idea of a fiscal union as a possible solution for 
unsustainably high public debts in some EA countries. 
 
 
SENSITIVITY ANALYSIS 

In order to examine the robustness of the main results 
shown so far, we ran several alternative simulations. For 
lack of space, we describe only those which change the 
size of the countries concerned. This also serves to show 
what happens if one or more countries have a stronger or 
weaker position than the others. To do so, we run three 
alternative sets of simulations with different distributions 
of the weights of the countries as indicators of their 
relative strength or size within the union.  

 
 
 
 

Simulation with weights 0.2/0.4/0.4 
 
First, we consider the case when the core country is only 
half as large as either of the two periphery countries: 

esults for the fiscal 
policy variables and the overall losses are given in 
Figures 10–12 and Table 9. The results for the state 
variables are very similar to those presented in Figures 5 
and 6 in the baseline scenarios. 
 

 
       

Figure 10: Control Variable Fiscal Surplus (g1) 
 

  
Figure 11: Control Variable Fiscal Surplus ( ) 

 

  
Figure 12: Control Variable Fiscal Surplus ( ) 
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Table 9: Objective Function Values 
 

Strategy CB C1 C2 C3 sum 

simulation 1570.67 397.80 1591.95 481.42 4041.84 

pareto 598.62 212.97 249.74 229.26 1290.59 

Nash_sc1 493.22 254.37 532.86 421.99 1702.43 

Nash_sc2 494.79 254.51 546.57 450.23 1746.10 

Nash_sc3 489.96 280.05 528.04 410.34 1708.39 

Nash_sc4 501.89 312.77 538.24 447.75 1800.64 

 
 
Simulation with weights 0.2/0.6/0.2 
 
Next, we consider the case where the core is again 
smaller than the periphery, but the thrifty periphery 
country is three time as large as the thriftless one. This 
serves to investigate whether a stronger thrifty periphery 
government can counteract the trend towards 
unsustainable public debt caused by the policies of the 
thriftless government. The results are shown in Figures 
13–15 and in Table 10. 
 

  
Figure 13: Control Variable Fiscal Surplus ( ) 

 
 

  
Figure 14: Control Variable Fiscal Surplus ( ) 

 
 

  
Figure 15: Control Variable Fiscal Surplus ( ) 

 
 

Table 10: Objective Function Values 
 

Strategy CB C1 C2 C3 sum 

simulation 1570.67 397.80 1591.95 481.42 4041.84 

pareto 601.26 208.73 238.55 243.98 1292.53 

Nash_sc1 494.74 247.41 515.03 409.32 1666.50 

Nash_sc2 494.77 245.93 525.69 434.65 1701.05 

Nash_sc3 490.54 272.08 511.70 398.46 1672.78 

Nash_sc4 499.73 300.41 517.97 432.06 1750.18 

 
 
Simulation with weights 0.2/0.2/0.6 
 
Finally, we run simulations for the case where both the 
core and the thrifty government are small and the 
thriftless government is three times as large as each of the 
other two and is thus stronger than the thrifty 
governments combined. The consequences of such a 
constellation is of interest in view of populist tendencies 
in several EA countries (and elsewhere). In particular, it 
might be hypothesized that in such an environment the 
thriftless government may drive the thrifty ones into 
bankruptcy, too. The results are shown in Figures 16–18 
and Table 11. 
 
 

   
Figure 16: Control Variable Fiscal Surplus ( ) 
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Figure 17: Control Variable Fiscal Surplus (g2) 

 

  
Figure 18: Control Variable Fiscal Surplus (g3) 

 
Table 11: Objective Function Values 

 
Strategy CB C1 C2 C3 sum 

simulation 1570.67 397.80 1591.95 481.42 4041.84 

pareto 589.49 211.30 270.95 228.21 1299.95 

Nash_sc1 491.81 261.70 551.41 435.30 1740.22 

Nash_sc2 494.64 263.54 568.17 466.73 1793.08 

Nash_sc3 489.33 288.39 544.99 422.81 1745.52 

Nash_sc4 503.63 325.59 559.21 464.39 1852.82 

 
The results of the three alternative simulations reveal a 
remarkable robustness of the strategies and the resulting 
development of the dynamic behavior of the state 
variables. The most striking feature is the ordering of the 
sum of the objective functions, which can be interpreted 
as the ordering of the different institutional arrangements 
modelled by the coalitions or their absence. The overall 
coalition of all governments with the central bank is 
always better than any other scenario, and the simulated 
scenario with fixed rules is always worst. This has to be 
expected due to the construction of the game. However, 
what is unexpected is the position of the fiscal union: 
Apart from the fixed-rules scenario, it always turns out to 
be worst. It is also interesting that the fully non-
cooperative scenario always gives better results than 
those with partial coalitions (sc2 and sc3). The coalition 
scenario of the thrifty countries gives better results than 
the one with the coalition of the two periphery countries. 
The hypothesis of unsustainable public finances in 

countries other than the thriftless one in the weighting 
scheme with the strong thriftless country is not 
confirmed; relatively small (politically weak) thriftless 
governments can avoid going bankrupt even when there 
is a majority of thriftless governments.    
 
 
CONCLUSIONS 
 
We analyzed the dynamics in a monetary union that 
consists of three asymmetric fiscal players and a common 
central bank in the presence of exogenous shocks. The 
monetary union was calibrated for the euro area, starting 
at the pre-financial crisis level, and the shocks were 
modelled to imitate the negative effects of the Great 
Recession, the European sovereign debt crisis, the 
COVID-19 crisis, and the Ukraine war crisis. We 
calculated cooperative Pareto and non-cooperative 
feedback Nash equilibrium solutions for different 
coalition strategy scenarios. The fully cooperative 
(Pareto) solution gives the best results in terms of the 
objective function values and requires a more active 
monetary policy. The fiscal union coalition scenario 
without cooperation with the central bank gives the worst 
outcome of all scenarios examined. The completely non-
cooperative scenario is even better than all partial 
coalitions. This confirms the general insight that the 
cooperation of policy makers may improve the outcome 
only if this cooperation is fully comprehensive, that is, 
only if taking all relevant players on board. A 
centralization of fiscal policies for stabilization purposes 
can therefore be recommended only if it is 
comprehensive and is also coordinated with monetary 
policy. These results are also confirmed by several 
sensitivity analyses.  
 
The results are relevant for the institutional arrangements 
of the EU and the EA. Sometimes it is claimed that the 
introduction of a common finance minister or even a joint 
budget of the EA would improve the architecture of the 
EA due to better possibilities for coordination of national 
policies. Our results that this may be a double-edged 
sword: Only when the joint fiscal policies are coordinated 
with the monetary policies of the ECB, such measures 
would be beneficial. As for the details of the relative 
positions of the other scenarios considered, our results 
should be interpreted with caution for the EA. In order to 
relate them more closely to ongoing debates in the EA, 
the analysis would have to be augmented by a  more 
elaborate macroeconomic model and a more 
sophisticated calibration of the model. A more detailed 
calibration of the EA, especially with a higher number of 
countries, would also be required and is an aim for future 
research. 
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ABSTRACT 

The paper builds a dynamic and stochastic simulation 
model to analyse how players’ behaviour changes as the 
number of competitors increases in the market. Our 
major contribution is to parallelly use the classic terms of 
corporate finance and microeconomic models to 
calculate the necessary quantities for business valuation 
and the effect of competition on the market. Our general 
results show that, for several firms, the optimal leverage 
ratio increases with the number of firms. This is due to 
the declining cash flows from operations and, in parallel, 
to the relatively increasing importance of the tax shield 
effect arising from the capital structure. This paper 
highlights the importance of considering market structure 
in financial analysis and modelling. While a monopoly 
can shape the market individually, firms are constrained 
to a higher output than the socially optimal in the 
presence of a competitor. This essentially limits their 
freedom to make decisions about the capital structure. 

INTRODUCTION 

Most models in neoclassical economics aim to describe 
the equilibrium, conditions and stability of a market, 
mainly in a highly formalised framework. 
Microeconomics deduces in great detail that all economic 
phenomena (e.g., the relative prices of products, demand-
supply function) are based on the profit-maximising 
behaviour of people. The detail usually starts to fade in 
the area of corporate operations. It is a common 
assumption that corporate technology is a black box and 
the value to be maximised is the profit, which is the 
difference between the revenue and the costs associated 
with production. In our paper, we present a model that 
fills in the gaps in these details from corporate finance. 
Firms must make an investment and choose the capital 
structure behind that. The concept of profit maximization 
is clarified, focusing on ownership wealth maximization 
using practical firm valuation methods. 
The introduction of the paper could have been started 
from the other direction. The literature on standard 
corporate finance is very diverse and covers a wide range 

of issues. For example, if we take the textbook by Brealey 
and Myers (2005), we can find chapters on investment 
valuation, equities, bonds, financing and risk. The focus 
of this paper is on companies that make decisions about 
investments and their financing. In the simplest models, 
investments are usually listed with their future cash 
flows. More sophisticated models link the cash flow to 
the evolution of events. The most common case is that 
cash flow depends on how the company performs. 
However, the role of competitors in the size of the cash 
flows is less frequently present. In practice, companies 
must also look outwards and take decisions not only in a 
model of their own but also taking into account the 
market as a whole. This is where game theory comes into 
play, which examines the interaction of players (in this 
case, companies) and the strategies that can be developed 
on this basis. In this paper, I would like to present a model 
that draws heavily on game theory and microeconomics 
in the interaction of firms. The decisions of competitors 
directly affect the performance of the firm, so the design 
of investment and financing strategies must consider 
what others are doing. 
In summary, we want to combine neoclassical economics 
based on microeconomics and game theory with 
corporate finance. We use the model to answer questions 
that would not arise without linking the two fields. In 
particular, we are investigating the impact of the intensity 
of market competition on the optimal level of leverage 
and the probability of default. 

LITERATURE OVERVIEW 

About oligopolies in general 

An oligopoly is a market model situated between 
monopoly and perfect competition, where there are 
several firms on the supply side of the market, but not so 
many that they would have to behave in a price-accepting 
way. The first oligopoly model was introduced by 
Cournot (1838), initially with only two firms (duopoly). 
In the model, firms make a simultaneous decision on the 
quantities brought to market, where based on a demand 
curve, the price is determined.  
In this situation, we look for the so-called Nash 
equilibrium known from game theory, where each firm 
acts optimally in response to the other firm’s production. 
Under the most general conditions (the demand function 
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is decreasing, the variable-cost function is increasing), 
the Nash equilibrium is not Pareto-efficient. The Pareto-
efficient condition can be reached by firms colluding to 
maximize the sum of their profits. In this case, the cartel 
of firms behaves as a monopoly in the market, which, 
however, is not sustainable, as by deviating positively 
from it, the deviant actor can skim the market, increasing 
its individual profits and reducing the profit her 
counterpart. That is why the general assumption in an 
oligopoly market is that firms overproduce relative to the 
Pareto-efficient state. 
From a practical point of view, out of all the oligopoly 
markets, the airline industry is certainly the most 
inquisitive. The effect of non-Pareto-efficient operations 
can be seen, for example, in flight delays. Airlines 
operate with higher than optimal leverage, build more 
than optimal capacity, and launch more flights, which 
leads to a deterioration in quality (Oum, Zhang and 
Zhang, 2000). They take competitors into account in their 
pricing strategies. For example, in the case of a potential 
new entrant, more leveraged airlines should lower their 
prices more to reduce the risk of bankruptcy in order to 
realize a lower but more secure revenue (Ma, 2019). 
Higher leverage also implies higher risk, which is 
explicitly true for air transport. Demand-side shocks can 
be caused by several factors. In recent years, for example, 
many airlines have had to declare bankruptcy as a result 
of the demand slump caused by the COVID-19 pandemic 
(Buckley, 2023). 

About capital structure in general 

A company can finance its investments from two main 
sources: equity and debt. The proportion of these is 
known as the capital structure. There is a large literature 
on the impact of capital structure on firm value. The 
pioneering paper on this topic is Modigliani and Miller 
(1958). The main finding of their work is that in a perfect 
capital market, the corporate capital structure has no 
effect on the value of the firm. This is commonly referred 
to as Modigliani and Miller's Theorem I. In reality, of 
course, the composition of finance plays a very important 
role, so the keyword in the theorem is the perfect capital 
market. A perfect capital market is where there is perfect 
market competition, there are no transactional costs, 
taxes, or costs of financial distress, the interest rate is 
constant, and the players have perfect information and 
are rational. 
It is an important question from both a theoretical and a 
practical point of view, what happens when the 
conditions for a perfect capital market are not present. In 
the case of this paper oligopoly, information uncertainty 
due to stochastic demand, tax and bankruptcy risk. In 
general, tax has an impact on the capital structure 
decision as in most countries the result of financial 
operations is not included in the tax base, i.e. the loan and 
the resulting interest payment liability reduce the tax 
base. This is known as the tax shield effect, which thus 
encourages companies to go into debt in order to save 
more tax. On the other hand, this high exposure makes 
the company vulnerable and potential financial 

difficulties come at a cost. The theory describing the 
decision taking into account the above effects is the so-
called trade-off theory, according to which the financing 
decision is a choice between the gains from tax saving 
and the costs from potential financial distress (Kraus and 
Litzenberger, 1973). The theory has been questioned 
empirically by several studies (e.g. Fama and French, 
1998), but it is still the dominant starting point for the 
study of capital structure decisions. The tax shield effect 
also appears in the model of this paper. On the other hand, 
the cost of financial distress is represented by the risk of 
bankruptcy and, in the event of bankruptcy, by the loss of 
future cash flows. 

Capital structure in an oligopoly market 

A relatively less researched but very interesting question 
is the impact of market structure on borrowing i.e. how 
market competition affects indebtedness. A general 
pioneer model was created by Brander and Lewis (1986) 
on this topic. The authors used a duopolistic model 
consisting of two subgames. First, both firms decide on 
the amount of debt they are borrowing, and then, also 
knowing the other firm’s debt decision, they decide on 
the quantities brought to market. Here each firm has a 

 production function and an 
 profit function, where z is a 

random variable, reflecting the market conditions. From 
the profit made, they have to repay debt, otherwise, they 
go bankrupt. Under general conditions, the authors show 
that it is worthwhile for firm i to increase the size of its 
debt for a while, as it can produce more and will force 
firm j to produce less. However, after some point, the 
marginal loss to bondholders (i.e., the risk that the firm 
goes bankrupt) becomes so large that it is no longer 
worthwhile to increase the leverage. Thus, we obtain an 
interior point solution and there will be an optimal debt 
amount. 

Firm valuation 

Essentially, a company has value because it can generate 
cash flows from the capital invested. The value depends 
on the cash flow relative to the capital invested (i.e. the 
rate of return) and how fast it grows. The size of the cash 
flow depends on an important factor that is often not 
taken into account in conventional microeconomic 
models: the tax shield effect, which is the tax saved that 
results from the financing structure. In most countries, 
the liability to pay interest is deductible from the tax base, 
i.e., out of two identical firms (with the same revenues
and operating costs), the one with higher leverage will
pay less tax because it will have a smaller tax base. The
so-called adjusted present value (APV) method breaks
down the value of a company's operations into two
components: the cash flow that would result if the
company financed itself purely from equity and the tax
savings resulting from the financing structure. In other
words, the method separates the value from operations
and the value from the capital structure (Copeland, Koller
and Murrin, 2000, Chapter 8).
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In order to obtain the tax base, the costs of goods sold and 
other expenses related to the sale must be deducted from 
the revenue (EBITDA), followed by depreciation (EBIT) 
and finally interest expenses (EBT). After deducting the 
tax, we obtain the net income, to which we need to add 
back the non-cash items that we have taken into account 
to calculate the tax base (for our purposes, the only 
relevant factor for this model is depreciation). Finally, we 
need to deduct the investment expenditure. In short, this 
gives the so-called free cash flow. As mentioned above, 
for the APV method, we are interested in the cash flow 
that would be obtained if the company were financed 
purely by equity. To do this, we do not deduct interest 
expense and use EBIT as a basis for calculating a "what 
if" amount of tax. This gives us the NOPAT (Net 
Operating Profit After Tax), which is a financial indicator 
that can be reconciled with net income. It has the 
advantage of better expressing the company's financial 
result from production since it does not take into account 
the benefits of the capital structure. This is precisely what 
we need now. From here, the cash flow calculation is 
similar: adjust for non-cash items and deduct capital 
expenditure to get the so-called free cash flow to firm 
(FCFF). 
The other part of the valuation is the quantification of the 
benefits of the capital structure. Following the previous 
logic, this involves calculating the amount of tax the 
company pays and what it would pay if it were financed 
purely from equity. The tax actually paid is certainly 
lower (at least not higher), since interest expenses are 
deducted there, and the tax base is therefore lower. We 
call the difference between this notional tax calculated 
from EBIT and the actual tax a tax shield. This can be 
seen as a kind of tax saving that the company has 
achieved due to the capital structure. 
Estimating the above two components for the future gives 
a cash flow which, when discounted, gives the intrinsic 
value of the company. Although, we are interested in the 
intrinsic value of equity. To obtain this, we still need to 
subtract the market value of loans, which is the 
discounted present value of the funds flowing to creditors 
(interest payments and principal repayments), where the 
discount factor is derived from the market interest rate on 
loans (Copeland, Koller and Murrin, 2000, Chapter 8). 
We now turn to the issue of optimization. What does the 
owner want to maximise? Obviously, the intrinsic value 
of equity. However, it is also worth considering how 
much of this intrinsic value is generated by the initial 
capital. The market value added (MVA) measure captures 
this idea as that is the difference between the intrinsic 
value of the firm and the capital invested (or equivalently, 
the difference between the intrinsic and book value of 
equity) (Copeland, Koller and Murrin, 2000, Chapter 4). 

THE FRAMEWORK OF OUR MODEL 

To put it simple enough, in corporate finance we think of 
a company as investing, borrowing money, paying 
interest and repayments, producing and generating 
revenue. In microeconomics, it is common to simplify 
this even further, that the company produces and 

generates profit. We would like to leave this further 
simplification out of our model and keep the basic 
corporate steps. In the other direction, we would like to 
incorporate the interdependence of firms from game 
theory into the model, which we will do through the 
market demand function. 
We suppose that there are (maximum) three firms and all 
firms produce a product for which they need a special 
kind of machine. Production capacity is proportional to 
the number of machines. It is not certain that the firms 
use this capacity every year. The use of materials (energy, 
wages, etc.) is strictly proportional to the production each 
year. The variable cost per unit (c) is constant. 
Investment is made by the firm in the form of machinery 
purchases. The machines cost pg euros, operate for m 
years and have capacity k (i.e. they can produce k 
products in a year). The accountants depreciate the 
machines on a linear basis over their lifetime. In parallel 
with the investment decision, the company also decides 
how much debt to borrow for this investment. This loan 
has a maturity of n years, the principal is to be repaid at 
the end of year t and the interest is to be paid annually at 
an interest rate of rD. 
The firms then meet in the market, where the price is 
determined by a linear inverse demand function  
p=A-B·Q. Here, Q is the total output that firms bring to 
market, i.e., the model assumes a Cournot duopoly 
market ( ). Parameter A performs a random walk 
on a standard trinomial tree. 
Our investigation thus generalises the traditional Cournot 
problem, familiar from microeconomics courses, in at 
least two aspects: 

 there are several periods, so the model is 
dynamic: decisions must be taken not only for 
production but also for a series of purchases, 
taking into account the expected demand; 

 due to the demand uncertainty, the model 
variants are also stochastic. 

There is a third aspect, in which our approach differs 
from the simple one-period profit maximisation exercise. 
We take into account taxes, the effects of borrowing (tax 
shield from interest payments, the benefits of earlier 
expansion in an expanding market, etc.), and by 
presenting the accounting details (balance sheet, income 
statement, cash flow statement), the maximisation of the 
owner's wealth becomes the optimisation criterion. 
It is not usual to combine business valuation methods and 
microeconomic optimisation procedures. The complexity 
of the matter makes the use of Monte Carlo simulation 
obvious. The presentation of the various simulation 
techniques usually focuses on the mathematical 
technicalities, e.g. efficient random number generation 
methods, and variance reduction procedures (e.g. the use 
of antithetic variables). We will help the reader in any 
further investigations of his own by elaborating on the 
financial details and formulating financial model variants 
and analysing the parameters those represent. 
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THE SIMULATIONAL METHODOLOGY 
 
Companies always plan the next n years at the end of the 
given year and decide on three variables: 

1. Production for the following year (qi) 
2. The planned annual linear increase in 

production (gi) 
3. The percentage of debt in the investment at the 

end of the year (di) 
Together, qi and gi determine the planned production for 
the next T years (and realised in the first year), from 
which it is possible to break down on an annual basis how 
many machines are needed and hence how many 
machines will have to be purchased in each of the years 
(planned). This, together with the dis, determines the 
planned balance sheets of the companies for the years-
end. In the following year, production takes place and the 
(planned) price is determined based on the inverse 
demand function in the market. From that, the (planned) 
income and cash flow statements for each year can be 
prepared based on the companies' revenues and costs (we 
assume the same variable costs for each company). For 
simplicity, it is also assumed that all cash flows occur at 
the end of the year. We assume that owners can not offer 
additional capital to the firm thus a company goes 
bankrupt when it cannot pay the interest for the year. 
We assume that firms know the dynamics of the 
parameter A of the inverse demand function, i.e. they can 
use it to calculate for each year the minimum revenue 
they need to not go bankrupt (as a function of output). 
From this, they can obtain, as a function of the other 
firm's output, the minimum parameter y that will prevent 
them from going bankrupt. Thus, they obtain a 
monotonically decreasing survival probability vector, 
and the expected prices and the resulting expected cash 
flows are calculated as conditional expected values. This 
is how the trade-off is incorporated into the model for 
borrowing since if they did not calculate bankruptcy, they 
would plan to finance each year with 100% debt due to 
the tax shield effect. 
The intrinsic value of the firm is obtained from the above 
methodology (APV method). Ultimately, companies 
maximise the (expected) value added of equity, which is 
the difference between the intrinsic value of equity and 
its book value (Market Value Added – MVA). 
Overall, one firm’s added value is a function of its own 
decisions and the decisions of others. Here, we are 
looking for a fixed point of this equation system, i.e., 
decision-vectors that no firms want to modify. In this 
equilibrium each firm’s decision vector is the optimal 
decision, taking into consideration the others’ decisions. 
This is the Nash equilibrium of the system. 

Parameters 

The model parameters were selected to keep it realistic, 
but “exciting” at the same time, meaning that the default 
has to be considered as a possible scenario. The crucial 
points can be summarised with the following. 
First, we selected the parameter B of the price function to 
be low, in order to prevent the firms to be able to change 

the price (and so the revenues) significantly, so they 
cannot “run away” from close-to-default scenarios. 
Second, we selected the A0 (starting point of the trinomial 
tree) and c (variable cost) parameters to have a big 
enough market with relatively high costs. We also 
selected the price and capacity of the machines to be 
relatively high in order to give investments an important 
role. The other parameters were selected either to help 
the speed of the simulation or to reflect real life 
conditions. Table 1. summarises our selections. 
 

Table 1.: The default parameters used in the model 
Planned periods (T) 6 
Changes on tr. tree in % ([u, m, d]) [+5, 0, -5] 
Probabilities on tr. tree ([pu, pm, pd]) [1/3, 1/3, 1/3] 
Init. point of inv. demand func. (A0) 120 
Slope of inv. demand function (B) 0.01 
Industry expected return (rA) 12% 
Tax rate (TR) 15% 
Debt maturity in years (n) 3 
Debt interest rate (rD) 10% 
Machine price in euros (pg) 3000 
Machine lifespan in years (m) 3 
Machine capacity (k) 100 
Variable cost in euros (per prod.) (c) 75 

RESULTS 

The simulations were run for 1, 2 and 3 companies. This 
allows us to examine several effects at the same time. 
First, we may see what happens in comparison to a 
monopoly situation, when a competitor enters the market. 
Second, the model shows how the oligopoly market 
changes as the number of firms increases. This means 
that competition increases and the marginal impact of 
firms on each other decreases. We simulated 15 years for 
each number of firms. This is repeated 100 times and the 
averages per year are examined. 
The disadvantage of Monte Carlo simulation is that it 
only gives us an average picture of how things work. 
However, it is often precisely the specific case that the 
analyst is looking for. This paper presents simulations of 
two such special cases. The first case involves a 
macroeconomic boom followed by a downturn. In the 
second, the opposite is the case: first firms experience a 
recession and then the economy recovers. 

Results of the Monte Carlo simulation 

First, let’s look at the cash flows generated by the 
companies in each market. Figure 1. shows the average 
cash flows (more precisely FCFEs) realised by firms. A 
general truth about oligopolies is that the Nash 
equilibrium condition is not Pareto efficient. This can be 
seen in the figure as the total amount of cash flows 
decrease with the number of firms. In the figure, the case 
with 1 firm can be compared to the other two in the sense 
that this is what would have happened in an oligopoly 
market if firms had cartelised. In this case, the whole 
market behaves as a monopoly and is optimized to 
maximize the joint profit. The 3-firm case towards the 
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end of the period shows a contrary result, that higher 
profits are obtained by competing than by colluding. This 
can be explained by the bias due to bankrupt firms. By 
the end of the simulations, only markets with good states 
of the world have not gone bankrupt. We will see that as 
the number of firms increases, firms go bankrupt earlier, 
so in a 3-firm market there are fewer simulations taken 
into the mean at the end of the timeline. 
 

 
Figure 1.: The sum of FCFEs generated in each market 

Source: own calculation and editing 
 
Now let’s have a look at the main variables of interest, 
namely the debt-to-asset ratio and the probability of 
default. This is shown in Figure 2. The figure shows 
several effects. On the one hand, the average year of 
bankruptcy is much lower in a market with 3 firms 
(dashed line). By "increasing" the market (e.g., 
increasing A0), the difference could be reduced, but the 
main point is that the probability of bankruptcy increases 
with the number of firms in the market. On the other hand, 
what can also be seen is that this is not clearly related to 
the capital structure. 
As summarised earlier, in choosing the capital structure, 
the firm decides on the trade-off between the costs of 
financial distress and the tax savings provided by the tax 
shield. The extent to which these are chosen depends on 
the production. On the tax shield side, it is relatively 
straightforward: higher production will certainly require 
more investment, which will certainly lead to more 
borrowing and more interest, which will increase the tax 
shield. On the bankruptcy risk side, the situation is more 
interesting. The impact of higher production on cash flow 
depends on the "location on the demand function" of that 
production. We have seen that the more firms are present 
in the market, the further away is one firm from the 
optimal operation (the Nash equilibrium is not Pareto 
efficient). In other words, in an oligopoly market, higher 
leverage implies much higher risk, since firms already 
produce above the optimal level of production without 
leverage. In sum, the production and leverage decision is 
closely related and, for example, at a lower level of 
production, more credit is "allowed" if the resulting cash 

flow shortfall is compensated by the marginal tax shield 
effect. 
 

 
Figure 2.: Indebtness and probability of default 

Source: own calculation and editing 
 
The specific value of the optimal leverage is, of course, 
dependent on the parameters, but there are two 
observations to be made about the leverage ratios. First, 
it is of great importance whether there is a competitor in 
the market. The monopoly is able to produce at the 
Pareto-optimal level and can therefore adjust the higher 
leverage ratio accordingly. In an oligopoly market, 
however, firms "drive each other" into higher production, 
with lower cash flows, at which high leverage would 
result in too much risk. Interestingly, however, once it is 
a given that there is no optimal production (in the case of 
oligopolies), we see a different behaviour. For 3 firms we 
see higher leverage than for 2 firms. Here the other side 
of the theory comes into play. Higher production (with 
given leverage) increases the tax shield effect. In 
oligopoly competition, firms have an incentive to 
produce more, because if they do not produce more, the 
others do. This implies higher investment, in which the 
higher the share of credit, the greater the tax shield effect. 
Sub-optimal output reduces cash flow (FCFF), so the tax 
shield becomes more important in relative terms. This 
implies higher leverage and a higher risk of bankruptcy. 

The model in special cases 

First let’s analyse what happens in a growing economy, 
i.e. when the parameter A is going up in the trinomial tree 
(then it is going down). Figure 3. presents the realised 
cash flows in such conditions. We can see similar 
patterns as in the Monte Carlo simulations. The level of 
cash flows is highly dependent on the level of price 
function. This example illustrates what happened during 
the Monte Carlo simulation and why the oligopoly 
markets defaulted earlier. 
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Figure 3.: The realised FCFEs in the up-and-down 

market 
Source: own calculation and editing 

 
Looking at debt-to-asset ratios in Figure 4., we can 
observe an interesting feature of the model. Similar to 
what we saw in the Monte Carlo simulation, we observe 
higher indebtedness in the 3-company market than in the 
2-company market, for the same reasons. However, this 
simulation also shows why it is not worth comparing a 
monopoly and an oligopoly market or trying to model 
them in the same way. The monopoly market was able to 
operate with very high credit ratios from the outset, with 
a low risk of bankruptcy. As soon as demand rose above 
a certain level, the monopoly started to reduce its 
indebtedness. It can do this quickly because of the short 
machine life and loan maturity, which is why we see such 
a rapid decline. A kind of shift of strategy has occurred 
here. With higher demand, the firms chose to produce at 
a higher level. With such higher production, the company 
is now investing with a lower credit ratio, because the risk 
of bankruptcy has increased significantly. The monopoly 
firm could have continued with its previous strategy, but 
in the expected present value this operation with higher 
production and investment was already higher with the 
high level of demand that had developed. 
Oligopoly companies have experienced the same market 
conditions, except that they cannot shape the market to 
their own taste and they have to take competitors into 
account. With higher demand, they also increase their 
production. But why do not they reduce their credit 
ratios, as the monopoly did? Let us examine the question 
from the point of view of what the purpose of the 
reduction might be: to reduce the risk of bankruptcy. In 
other words, in their case, more intensive financing from 
equity would not have sufficiently reduced the 
probability of default vis-à-vis the other side of the trade-
off, the tax shield. A higher-than-optimal non-Pareto-
efficient production implies higher investment, which 
could potentially generate larger tax savings with high 
leverage. What happened in their case was that they did 
not want to finance the high investment with less debt, as 
this would have reduced the tax shield too much 
compared to the relatively small reduction in the risk of 
bankruptcy. It is important to stress that this is only one 
example, under other parameters and other realisations 

this might not have happened. The lesson of the example 
is that it exists, i.e. that such a situation can occur at all. 
This highlights the importance of market structure when 
examining different financial indicators. 
 

 
Figure 4.: Debt-to-asset ratios in the up-and-down 

market 
Source: own calculation and editing 

 
Finally, let’s look at the case when the economy if first 
in a downturn, then it recovers. Figure 5. shows the debt-
to-asset ratios in such conditions. In this scenario the 3-
company market goes bankrupt, it can no longer 
withstand such a large fall in demand. 
We see that, initially, when the demand has fallen less, 
the monopoly keeps its debt-to-asset ratio at the same 
level, while the duopoly starts to increase it. Eventually, 
both markets start to invest with less debt. In the duopoly 
(and of course in the 3-company market) we can see the 
effect of limited liability. As explained in the theoretical 
summary, in bankruptcy firms become more aggressive. 
In the present model, this is reflected in the fact that 
below-threshold realisations are “ignored” and the firm 
optimises for the event of survival. By increasing the debt 
ratio, the threshold level can be increased, i.e. the firm is 
left with the higher realisation scenarios for which it 
optimises. It has to be discounted with the probability of 
survival, but by "filtering out" the bad cases, the expected 
present value of cash flows will be higher even after the 
correction. The threshold level is also influenced by the 
choice of production, but their hands are tied because of 
competition. 

SUMMARY 

The paper presents a dynamic and stochastic simulation 
model that combines standard elements of neoclassical 
economics and corporate finance. On the corporate 
finance side, firms need to invest in order to produce, for 
which they need to determine the capital structure. 
Furthermore, the concept of profit maximisation used in 
microeconomics is clarified and the market value added 
(MVA) used in the valuation of the firm becomes the 
value to be optimised for the firm. On the neoclassical 
economics side, a demand function is introduced in the 
model through which firms interact directly with each 
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other in the market. From a game-theoretic point of view, 
a Nash equilibrium will emerge in the market. In this 
equilibrium situation, firms make a decision such that no 
actor would want to deviate from its decision in a 
situation where the other actors are making a decision. 
The model reflects the theoretical results at the level that 
as the number of firms increases, the realised cash flow 
decreases. Even within the present framework, we 
recover the general truth that the Nash equilibrium is not 
Pareto efficient. We found that as the number of firms 
increases, the risk of bankruptcy increases. 
 

 
Figure 5.: Debt-to-asset ratios in the down-and-up 

market 
Source: own calculation and editing 

 
In several situations, we find evidence that the presence 
of a competitor fundamentally changes the operation: 
monopoly firms are more leveraged and can more easily 
switch investment-financing strategies. The reason is that 
in an oligopoly, competition "ties firms' hands" and they 
have to produce at a higher level anyway. If they do not 
produce, the competitor will and will gain a bigger 
market share. As a consequence, they are also given a 
sub-optimal level of cash flow. This implies a higher risk 
of bankruptcy, so in general the oligopoly firm will be less 
leveraged than the monopoly. 
As the number of companies grows, the market moves 
further and further away from Pareto efficiency. As a 
consequence of the resulting lower cash flow, relatively 
more importance will be attached to the profits from the 
capital structure, the tax shield. Thus, if there is a 
competitor in the market, i.e. we are not talking about a 
monopoly, as the number of firms increases, firms will 
operate with an increasing debt-to-asset ratio in order to 
take maximum advantage of this effect. This of course 
increases their risk of bankruptcy, which brings us back 
to our first point. 
The results obtained by our simulation cannot be 
considered as a general truth, other parameters might lead 
to different results. Rather, the point of the analysis is that 
such situations can occur, thus demonstrating the 
importance of taking market structure into account in 
various financial analyses and modelling exercises. 
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ABSTRACT  

Hungary's family tax system is often criticised for being 

unequally distributed, favouring high-earners and those 

with several children. In my analysis, I point out that, ac-

cording to calculations based on the traditional notion of 

per capita income, families with four children are the 

worst off on all incomes, and that families with one child 

are no worse off than the often envied families with three 

children, and are, in fact, several income decils above 

them. However, if we take into account that newer house-

hold members require less extra expenditure and apply 

the OECD statistical methodology, we can see that in the 

lower income categories, who are at risk of poverty, it is 

indeed the one-child households who are worse off, while 

in the middle income categories (median and mean in-

come) it is the two-child households who are worse off. 

The study also dispels the misconception that the family 

tax relief is only fully available to wealthy parents. Even 

the majority of those in the lowest income decile can take 

full advantage of the benefit for up to 3 children. The crit-

ical situation is, in fact, for single-parent families. Indeed, 

single-parent families are not entitled to the full benefit 

for 3 or more children in the lowest income decile. 

 

INTRODUCTION  

One question is important to clarify in advance: who will 

receive the family tax allowance? The starting point of 

the study is that although the parent's tax base is reduced, 

the family is ultimately the beneficiary. Therefore, the 

benefit can only be assessed in the context of family or 

household income, and it is not sufficient to look at how 

the personal income of the beneficiary has evolved. 

Krekó and coauthors (2022) investigated the income re-

distributive effect of the family tax allowance from indi-

vidual tax returns of the Hungarian National Tax Office. 

In their study, the authors themselves indicate that they 

cannot link the two parents from the data. Since in the 

Hungarian system parents jointly own the child tax credit 

and can distribute it between them as they wish, looking 

at only one parent may lead to erroneous conclusions in 

several cases. For example, they found that almost half 

of the benefit claimants claim the benefit for one child. 

The data on which their calculations are based cannot 

handle the situation where the father and mother share the 

benefit, with one claiming for one child and the other for 

the other. This could lead to the conclusion that one par-

ent could not claim the allowance for both children, alt-

hough it is possible that he or she did not want to. The 

authors split the taxpayer income data into deciles, and in 

the remainder of the paper they make findings for these 

taxpayer deciles, leading to further ambiguous conclu-

sions.  

Highlighting some of their findings: 

‘the system continues to favour those on high in-

comes, with the top decile receiving a disproportionate 

share of total family benefits’ (p.20)  

They cannot take into account the impact of the higher 

income member of the couple claiming the full benefit 

and the lower one nothing, because they have chosen to 

do so for simplicity's sake. But that does not mean that 

they could not have taken it if they wanted to!  

According to their calculations:  

‘while the lowest income decile receives on av-

erage less than 7,000 HUF per month, the top decile re-

ceives nearly 40,000 HUF’ (p. 21)  

Even if we add that we are not talking about the usual 

income deciles reported by the Hungarian Central Statis-

tical Office (hereafter HCSO), but about taxpayer dec-

iles, it still seems an interesting figure. Let us calculate 

how much tax relief the people in the lowest income dec-

ile can receive: even with an income of HUF 30,000 

(around EUR 85 in 2020), they receive the full amount 

(HUF 10,000) for one child. In 2020, the average 

monthly gross income per person in the lowest income 

decile was HUF 80,815 (around EUR 230). If (s)he has 

at least 2 children, (s)he can claim a benefit of HUF 27 

000. How did the authors get the average tax credit of 

HUF 7000? Presumably, taxpayers who do not claim the 

tax credit because, for example, another parent claims it 

are included in the analysis. But this does not mean that 

lower earners could not have claimed.  

 

The key questions 

The aim of my study is to look behind the numbers and 

examine the following claims of Kreko's study: 

- ‘the family tax credit favours rich families with many 

children over families with one or fewer children’;  

- ‘the biggest winners from the family tax credit are there-

fore taxpayers in the top income decile with three or more 

children’ (p. 24). 

In my study, I want to examine the income situation of 

the family as the unit of consumption. I argue that even 

among the worst off, i.e. those already in the 1st income 
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decile according to the HCSO, the allowance fulfils the 

role of bringing those with children closer to the living 

standards of those without. 

First, I will briefly describe the Hungarian family tax 

credit system which can be used also for social security 

contributions and the very special tax exemption availa-

ble to mothers of four or more children, which I will refer 

to collectively as the family allowances. I then calculate 

how much benefit families are entitled to on different in-

comes and how much of their benefit is unused. Taking 

into account the child benefit, I determine the disposable 

income per capita and see which income decile they fall 

into (according to the HCSO). Finally, I convert family 

incomes to OECD equivalised incomes to compare the 

living standards of people with the same gross wage. The 

main question is who ultimately benefits: the poor or the 

rich, those with one or more children, and what about the 

childless; are we unfairly burdening them compared to 

those with children? 

BACKGROUND 

Brief summary of the system of family allowances and 

child benefit in Hungary  

Currently, in Hungary, parents can reduce the personal 

income tax base per beneficiary dependent by the 

amounts shown in Table 1 (jointly), depending on the 

number of dependents.  

Table 1: Amounts reducing parents' consolidated tax base 

per beneficiary dependent (own ed.)    

Number of 

dependents: 

Monthly tax credit (in HUF) per bene-

ficiary dependent in a family 

1  66,670 

2  133,330 

3  220,000 

4 

mother: total tax base exempted + 

220,000 allowance OR father: 220,000 

Special attention is given to family with 4 children, where 

the mother is exempt from personal income tax on certain 

income (such as wages, but not on renting property). At 

the same time she can also claim the family tax and con-

tribution allowance; for the mother 4 * 220 000 * 0.15 = 

HUF 132 000 can be used as a social security contribu-

tion allowance near to tax exemption, or the father can 

claim the same amount of personal income tax and/or so-

cial security contributions. 

Currently, the personal income tax rate is 15% for every-

one, so the tax payable is reduced by 15% of the benefits 

available from Table 1 if the taxpayer has a liability to 

pay this amount of income tax or social security contri-

butions (currently 18.5%). 

EXAMPLE: There are two parents and three children in 

a family, both parents worked at minimum wage in De-

cember 2020, earning 161,000,- HUF each, for a total of 

322,000,- HUF. At that time, they had no personal in-

come tax to pay, since the tax credit (3*220,000 = 

660,000 HUF) is higher than their total tax base. The tax 

on the unused tax credit (15% * (660,000 – 322,000) = 

50,700, HUF) could be used to reduce their social secu-

rity contributions (322,000 * 18.5 % = 59,570, HUF). In 

total, their net income became 313,130, HUF instead of 

214,130, HUF, so the total allowance was 99,000 HUF. 

However, if a single mother on minimum wage raises the 

above 3 children, she will only receive an allowance of 

(161,000 * (0.15 + 0.185) = HUF 53,935) on her wage. 

If families have a sufficiently large tax base, they can re-

duce their disposable income by up to the amounts shown 

in Table 2. 

Table 2: Amount of family allowance that increase par-

ents' disposable income for different numbers of children 

(if all children are dependent) (own ed.)    

Number of 

children 

Tax allowance, which can also be used 

for contributions if necessary (in HUF) 

1  10,001 

2  39 999 

3  99 000 

4  132 000 

Finally, I have also considered a general support paid by 

the state, the child benefit, which amount depends on the 

number of adults and dependents in the household, sum-

marised in Table 3. 

Table 3: Monthly Child Benefit in HUF (own ed.) 

Child Benefit 

per Month (in 

HUF) 

Number of parents in the household 

1 2 

Number of 

children 

1 13,700 12,200 

2 14,800 13,300 

3 17,000 16,000 

4 17,000 16,000 

METHODS 

Equalised Income 

Once the household income has been determined, the per 

capita income can be used to determine which income 

decile the family members fall into. However, it is mis-

leading to use this to determine who is considered poor, 

middle class or even rich. Obviously, it makes a differ-

ence whether everyone in a household of 1, 2, ... or 6 has 

HUF 1 million a year, and it makes a difference whether 

a household of 1, 2, ... or 6 has a total of HUF 6 million 

a year. To remedy this problem, the OECD (2022) intro-

duced the concept of equalised income. The methodology 

is constantly being refined, the present study uses the 

square root method, in which the equalised income of the 

household members is obtained by dividing the total dis-

posable income of the household by the square root of the 

number of household members. This conception makes 

the income of a household of 1, 2, ... or even 6 persons 

comparable.  
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Calculation  

I compared different family types at different earnings: 

minimum wage, guaranteed minimum wage (minimum 

wage for graduates), median wage and mean wage (their 

amounts are summarised in Table 4). The first two are 

defined by law, and the latter two are defined on the basis 

of the HCSO database. I had to use 2020 data because 

there are no more recent data available. 

Table 4: The wage categories examined in HUF and con-

verted into EUR at the average exchange rate in 2020. 

Gross monthly wages in HUF in EUR* 

Minimum wage 161,000 458 

Guaranteed minimum wage 210,600 600 

Median wage 320,582 913 

Mean wage 403,600 1,149 

*1 EUR = 351.2373 HUF 

Source: author’s calculation based on Exchange Rates 

(2023), HCSO (2023a), HCSO (2023b) 

I studied 10 family types: each family could have 1 or 2 

(working) adults, while the number of children could take 

a value between 0 and 4.  

To assess the income situation of families, I used data 

from the HCSO for the year 2020, as more recent data is 

not yet available. (see Table 5). 

 

Table 5: The monthly mean income per capita of the in-

come deciles in HUF and converted to EUR in 2020. 

Mean income per capita Gross income per month 

Income deciles in HUF in EUR 

1st 80,815 230 

2nd 104,226 297 

3rd 127,311 362 

4th 134,770 384 

5th 151,582 432 

6th 170,886 487 

7th 187,466 534 

8th 220,536 628 

9th 269,893 768 

10th 417,632 1,189 

Source: author’s calculation based on Exchange Rates 

(2023) and HCSO (2023c) 
 

RESULTS 

Of the findings, (1) is always based on traditional per cap-

ita income statistics; (2) judges the family's situation ac-

cording to equalised income calculations; (3) refers spe-

cifically to the extent of benefit take-up. 

As the boundaries of the income deciles are not known, 

but only the average income of the given decile, I was 

able to compare the per capita household income with 

this average. In the following tables, the row 'Middle of 

the income decile' shows the decile whose average in-

come is already exceeded. 

Minimum wage 

Tables 6.1 and 6.2 present the results for one and two 

adults, respectively, when adults earned the minimum 

wage (161,000 HUF a month). Here is how the calcula-

tion works for a single parent with 3 children earning 

161,000 HUF. 

Net family wage: gross wage – (personal income tax + 

social security contribution) = 161,000 HUF (see the EX-

AMPLE from previous page). 

Household disposable income: Net family wage + child 

benefit (Table 3) = 161,000 + 3 * 17,000 = 212,000 HUF. 

Disposable income per capita: Household disposable 

income / household size = 212,000 / 4 = 53,000 HUF. 

Middle of the income decile: What is the average income 

decile that is the largest but less than the Disposable 

income per capita? 0 < 53,000 HUF < 80,815 HUF (the 

first decile’s average from Table 5). 

Equalised Income: Household disposable income / √ ho-

usehold size = 212,000 HUF / √4 = 106,000 HUF. 

Unused / Maximum Family Allowance: (Maximum Fa-

mily Allowance – Used Family Allowance) / Maximum 

Family Allowance = (99,000 – 53,935) / 99,000 = 46 % 

(see the EXAMPLE and Table 2). 

Table 6.1: Household monthly income situation for sin-

gle parent household where parent earned the minimum 

wage in 2020 in (data in 1000 HUF) 

Number of children 0 1 2 3 4 

Net family wage 107 117 147 161 161 

Household disposable 

income 107 131 177 212 229 

Disposable income per 

capita 107 65 59 53 46 

Middle of the income 

decile 5th 0th 0th 0th 0th 

Equalised Income 107 92.5 102 106 102 

Unused / Maximum 

Family Allowance ---- 0% 0% 46% 59% 

 

Table 6.2: Household monthly income situation for two-

parent households where both parents earned the mini-

mum wage in 2020 (data in 1000 HUF) 

Number of children 0 1 2 3 4 

Net family wage 214 224 254 313 322 

Child Benefit 0 12 27 48 64 

Household disposable 

income 214 236 281 361 386 

Disposable income per 

capita 107 79 70 72 64 

Middle of the gross 

income decile 5th 2nd 0th 0th 0th 

Equalised Income 151 136 140 162 158 

Unused / Maximum 

Family Allowance ---- 0% 0% 0% 18% 
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Key Findings:  

(1) Disposable income per capita in households decreases 

as the number of children increases and the number of 

working adults decreases. This is not surprising, of 

course, but note that those without children are not worse 

off, they are above the fifth income decile average, while 

those with children remain primarily below the 1st decile 

average. Even if we consider the disposable income per 

capita in both single-parent and two-parent households, 

those with four children were the worst off.  

(2) For equalised incomes, it appears that in a one-parent 

households, the one-child (with 92.5) was the worst off 

and the childless (with 107) the best off; in a two-parent 

household, the one-child (with 136) was also the worst 

off, but here the three-child (with 162) was the best off, 

not the childless couple (with 151).  

(3) The maximum benefit is already fully available (un-

used allowance is 0%) here below the first income dec-

ile’average, for one and two children households, and for 

two-parent households even with three children. Single-

parent families with 3-4 children cannot claim the full 

amount, but their standard of living is higher than that of 

a single parent with 1 or 2 children and close to that of a 

single person with no children. Even two-parent families 

with four children cannot claim the full benefit, but their 

standard of living still exceeds that of two-adult house-

holds with 0, 1 or 2 children. 

 

 
Figure 1: Per capita and equalised disposable incomes as 

a function of number of children, with adults earning 

minimum wage 

 

Guaranteed minimum wage 

Tables 7.1 and 7.2 present the results for one and two 

adults, respectively, when adults earn the guaranteed 

minimum wage (210,600 HUF). 

 

Table 7.1: Household income situation for a single-parent 

household where parent earned the guaranteed minimum 

wage in 2020 (data in 1000 HUF)  

Number of children 0 1 2 3 4 

Net family wage 140 150 180 211 211 

Child Benefit 0 14 30 51 68 

Household income 140 164 210 262 279 

Disposable income 

per capita 140 82 70 65 56 

Middle of the 

income decile 7th 2nd 0th 0th 0th 

Equalised Income 140 116 121 131 125 

Unused / Maximum 

Family Allowance ---- 0% 0% 29% 47% 

 

Table 7.2: Household income situation for two-parent 

households where both parents earned the guaranteed 

minimum wage in 2020 (data in 1000 HUF) 

Number of children 0 1 2 3 4 

Net family wage 280 290 320 379 421 

Child Benefit 0 12 27 48 64 

Household income 280 302 347 427 485 

Disposable income 

per capita 140 101 87 85 81 

Middle of the 

income decile 7th 4th 2nd 1st 0th 

Equalised Income 198 175 173 191 198 

Unused / Maximum 

Family Allowance ---- 0% 0% 0% -7% 

 

Key Findings:  

(1) Disposable household income per capita is also fall-

ing in this case as the number of children increases and 

the number of working adults decreases. Here, those 

without children are above the seventh income decile av-

erage, while those with children are well below. In sin-

gle-parent and two-parent households, those with four 

children are the worst off. 

(2) In terms of equalised income, it appears that in single 

parent households, those with one child were again the 

worst off (with 116 kHUF), while those without children 

were still the best off (with 140 kHUF). In two-parent 

households, those with two children were the worst off 

(with 173 kHUF) and those with four children and with-

out children (both with 198 kHUF) were the best off. 

Overall, single-parent families were by far the worst off. 

(3) Single-parent families below the 1st income decile 

average have not been able to take full advantage of the 

3 and 4 child benefit, but their standard of living is still 

higher than that of 1 and 2 child families. Two-parent 

households with more than the average income decile 1 

could claim the benefit in full for 3 children. For 4 chil-

dren, -7% means that (due to the mother's income tax ex-

emption) the family received a benefit of more than HUF 

132,000, even though their gross per capita income is be-

low the average of the first income decile! In other words, 

(1) they are very poor according to traditional income per 
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capita statistics, (2) they can nevertheless make ample 

use of the benefit, (3) according to the OECD methodol-

ogy, they are the most favourable after family allow-

ances. 

 

 
Figure 2: Per capita and equivalent disposable income as 

a function of the number of children, with adults earning 

guaranteed minimum wage  

 

Median wage 

Tables 8.1 and 8.2 present the results for one and two 

adults, respectively, when adults earn the median wage 

(320,582, HUF). 

Table 8.1: Household Income Situation for Single Parent 

Household where Parent Earned the Median Wage in 

2020 (data in 1000 HUF)  

Number of children 0 1 2 3 4 

Net family wage 213 223 253 312 321 

Child Benefit 0 14 30 51 68 

Household income 213 237 283 363 389 

Disposable income 

per capita 213 118 94 91 78 

Middle of the 

income decile 9th 5th 2nd 0th  0th 

Equalised Income 213 168 163 182 174 

Unused / Maximum 

Family Allowance -------- 0% 0% 0% 19% 

 

Table 8.2: Household Income Situation for Two-Parent 

Families where both parents earned the median wage in 

2020 (data in 1000 HUF) 

 

Number of children 0 1 2 3 4 

Net family wage 426 436 466 525 606 

Child Benefit 0 12 27 48 64 

Household income 426 449 493 573 670 

Disposable income 

per capita 213 150 123 115 112 

Middle of the 

income decile 9th 7th 5th 3rd 2nd 

Equalised Income 301 259 246 256 274 

Unused / Maximum 

Family Allowance ----- 0% 0% 0% -36% 

 

Key Findings:  

(1) Disposable income per capita in households continues 

to fall as the number of children increases and the number 

of working adults decreases. Those without children are 

already above the average of the ninth income decile, 

while there are families with children who are even be-

low the first decile. Here it is much more striking how 

having children "im-poverishes" people. 

(2) In terms of equalised income, it can be seen that in 

both one- and two-adult households, families with two 

children are the worst off, while those without children 

are the best off. 

(3) Only single-parent households with four children be-

low the first income decile average were not entitled to 

the maximum benefit, but their standard of living still ex-

ceeds that of single-parent households with one or two 

children. For two-parent families of four children with a 

gross income above the average of the second income 

decile, -36% unused allowance means that the family can 

receive 1.36 times the maximum HUF 132 000 benefit. 

Their standard of living (274 kHUF) is only outper-

formed by childless households with two adults (301 

kHUF). 

 

 
Figure 3: Per capita and equalised incomes for different 

numbers of children when the adult household mem-

ber(s) earn(s) a median wage.  

 

Mean wage 

Tables 9.1 and 9.2 present the results for one and two 

adults, respectively, when adults earn the mean wage 

(403,600 HUF). 

0

50000

100000

150000

200000

250000

0 1 2 3 4

M
o

n
th

ly
 i

n
co

m
e 

in
 H

U
F

Number of children
Single parent family, disposable income per 1 per-son

Two-parent family, disposable income per 1 person

Single parent family, equalised income

Two-parent family, equalised income

0

50000

100000

150000

200000

250000

300000

350000

0 1 2 3 4

M
o

n
th

ly
 I

n
co

m
e 

in
 H

U
F

Number of Children
Single parent family, disposable income per 1 per-son

Two-parent family, disposable income per 1 person

Single parent family, equalised income

Two-parent family, equalised income

104



 

 

In single-parent households, we now have to distinguish 

between the mother and the father living with the chil-

dren, as the mother can now claim more benefits than the 

father on a mean income. In Table 9.1 below, households 

with 4 children are denoted by 4F for father households 

and 4M for mother households. 

Table 9.1: Household income situation for single parent 

household where the parent earned the mean wage in 

2020 (data in 1000 HUF)  

 

Number of children 0 1 2 3 4F 4M 

Net family wage 268 278 308 367 400 404 

Child Benefit 0 14 30 51 68 68 

Household income 268 292 338 418 468 472 

Disposable income 

per capita 268 146 113 105 94 94 

Middle of the 

income decile 9th 7th 3rd 1st 0th 0th 

Equalised Income 268 207 195 209 209 211 

Unused / Maximum 

Family Allowance ---- 0% 0% 0% 0% -2% 

 

Table 9.2: Household income situation for two-parent 

households where both parents earned the mean wage in 

2020 (data in 1000 HUF) 

 

Number of children 0 1 2 3 4 

Net family wage 537 547 577 636 729 

Child Benefit 0 12 27 48 64 

Household income 537 559 603 684 793 

Disposable income 

per capita 268 186 151 137 132 

Middle of the 

income decile 9th 8th 7th 5th 3rd 

Equalised Income 380 323 302 306 324 

Family allowance 

claimed ---- 0% 0% 0% 

-

46% 

 

Key Findings:  

(1) Disposable income per capita in households is still 

falling as the number of children increases and the num-

ber of working adults decreases. Those with no children 

are above the ninth income decile average, while among 

single-parent households with children, there are still 

some households where the average is below the first 

decile. According to traditional per capita income statis-

tics, they are very poor, but we will soon see how much 

benefit they can claim despite this. 

(2) In terms of equalised incomes, it appears that in both 

one- and two-adult households, those with two children 

are again the worst off, while those without children are 

the best off. 

(3) For those earning the average wage, even with 4 chil-

dren, they can take maximum advantage of the tax credit. 

A mother raising her children alone can claim 1.02 times 

the maximum of HUF 132,000, or 1.46 times if she lives 

with father. However, the standard of living in this case 

(324 kHUF) does not exceed that of childless households 

(380 kHUF), but it does exceed that of households with 

1, 2 and 3 children. 

 

 
 

Figure 4: Per capita and equalised incomes for different 

numbers of children when the adult member of the house-

hold earns mean wage. 

 

Brief summary of the results 

The median equalised income income was 193 752 HUF 

(552 EUR) in 2020 in Hungary (Eurostat, 2023). Those 

are at risk of poverty and social exclusion whose equal-

ised income is less than the 60 % of the median equalised 

income (this is the standard the poverty threshold). Table 

10 shows the types of families included in the study in 

increasing order of equivalised income. The last column 

shows how much the equalised income of a given house-

hold is as a percentage of the median equalised income. 

Only single-adult households are at risk of poverty. 

Among them, families with one child are also the most 

vulnerable. 
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Table 10: Summary of model families' income data and 

their allowances. 

Household mem-

bers 
Gross 

Income 

Decile 

Unused / 

Maximum 

Family 

Allo-

wance 

Percent of 

median 

equalised 

income Adults Children 

1 1 0th 0% 48% 

1 2 0th 0% 53% 

1 4 0th 59% 53% 

1 3 0th 46% 55% 

1 0 5th ----- 55% 

1 1 2nd 0% 60% 

1 2 0th 0% 62% 

1 4 0th 47% 64% 

1 3 0th 29% 68% 

2 1 2nd 0% 70% 

1 0 7th ----- 72% 

2 2 0th 0% 72% 

2 0 5th ----- 78% 

2 4 0th 18% 81% 

2 3 0th 0% 83% 

1 2 2nd 0% 84% 

1 1 5th 0% 86% 

2 2 2nd 0% 89% 

1 4 0th 19% 90% 

2 1 4th 0% 90% 

1 3 0th 0% 94% 

2 3 1st 0% 99% 

1 2 3rd 0% 101% 

2 0 7th ----- 102% 

2 4 0th -7% 102% 

1 1 7th 0% 107% 

1 3 1st 0% 108% 

1 4 0th 0% 108% 

1 4 0th -2% 109% 

1 0 9th ----- 110% 

2 2 5th 0% 127% 

2 3 3rd 0% 132% 

2 1 7th 0% 134% 

1 0 9th ----- 139% 

2 4 2nd -36% 141% 

2 0 9th ----- 156% 

2 2 7th 0% 156% 

2 3 5th 0% 158% 

2 1 8th 0% 167% 

2 4 3rd -46% 167% 

2 0 9th ----- 196% 

 

 

 

 

CONCLUSION  

Those who appear to be poor according to traditional in-

come decile statistics can claim the family allowance at a 

very good rate. In the OECD equivalent income ap-

proach, the family allowance does indeed improve the 

situation of families with children,. 

If we stick to the per capita concept, we can refute on 

several points the claim that the poor and with one child 

are badly off and the rich and three children are well off.  

However, if we the equalised income, it is indeed the one-

child group that is worst off in the lower income catego-

ries (below 80% of median) and the two-child group in 

the middle income categories (above 80% of median). 

Families with three children are best off in income cate-

gories below the median, while families with four chil-

dren are best off above the median. 

The biggest winners of the family tax credit are the poor-

est two-parent families with three or more children, as 

they have a higher standard of living than childless cou-

ples earning the same amount. 

But, whether looking at traditional per capita income or 

OECD equalised income, single-parent households are 

the worst off. They deserve higher tax relief than they 

currently receive. 
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ABSTRACT 

"End poverty in all its forms everywhere". The 

United Nations has identified the eradication of 

poverty worldwide as the first priority of its 

Sustainable Development Goals. However, 

poverty in old age is not given a specific place 

in this effort, despite the fact that developed 

societies are all ageing, with an increasing 

proportion of the population over 65 years. 

Financial insecurity in old age can lead to 

poverty and social exclusion, which is largely a 

matter for the pension system to prevent and 

tackle, and to a lesser extent for financial 

readiness and conscious preparation. In our 

study, we address the relationship between old 

age poverty and financial awareness, using data 

from 25 European countries to identify groups 

that can be considered similar from aspects of 

poverty, pension systems, macroeconomic 

factors, and some aspects of financial 

awareness. Using clustering, we found that the 

countries studied can be divided into four 

distinct clusters, with all combinations of 

financial readiness and old age poverty. The 

results could help decision makers identify 

intervention points to reduce poverty in old age. 

INTRODUCTION 

In September 2015, the United Nations 

established seventeen Sustainable Development 

Goals (SDGs), the first of which is "end poverty 

in all its forms everywhere" (United Nations, 

2015). However, the Goals do not clearly 

delineate how poverty in old age is to be 

1 This target is, of course, not only for the elderly, but 

should also be understood as a reduction in the overall poor 

population.  

addressed and tackled, despite the urgent 

importance of understanding the social, 

financial and other characteristics of the 

growing elderly population in ageing societies 

(Kwan and Walsh, 2018). Financial insecurity 

in old age can lead to poverty and other forms 

of social exclusion. The inadequacy of social 

security pensions is one of the main reasons 

why the standard of living of older people may 

fall below what is considered decent. Lack of 

financial resources, combined with other factors 

such as illness, disability, or weakness, can 

reduce the quality of life of older people. 

Principle 15 of the European Pillar of Social 

Rights emphases the right to an adequate 

pension and to age with dignity. To achieve this 

principle, there is also a concrete action plan to 

reduce the number of people at risk of poverty 

in the EU by 15 million by 2030.1 Given these 

factors and trends, our study will examine the 

relationship between poverty in old age and 

financial awareness using data from 25 

European countries.2 

LITERATURE REVIEW 

The international literature relevant to our 

research can be divided into two main groups of 

sources: first, there are more sources on the 

relationship between poverty and financial 

awareness in general, and second, there is a 

second group of sources focusing on the 

relationship between poverty in old age and 

pension provision systems. However, we did 

not find sufficient literature on the contexts of 

old age poverty and financial awareness.  

In their paper, Kwan and Walsh (2018) provide 

a comprehensive literature review on the topic 

of poverty in old age. They find that, in addition 

to the large number of studies on poverty in 

2 24 European countries + Israel 

Communications of the ECMS, Volume 37, Issue 1, 
Proceedings, ©ECMS Enrico Vicario, Romeo Bandinelli, 
Virginia Fani, Michele Mastroianni (Editors)  2023 
ISBN: 978-3-937436-80-7/978-3-937436-79-1 (CD) ISSN 2522-2414 
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general, there is a limited number of papers that 

specifically analyse poverty in old age. In 

ageing societies, the role of the pensioner 

population is becoming increasingly important, 

both economically and culturally, and for 

communities, and it is therefore (and would be) 

important to address poverty in old age in 

academic research. Kwan and Walsh have 

compiled a collection of studies on poverty in 

old age that analyse (i) the risk of poverty in old 

age and the factors that lead to it, (ii) the other 

factors and processes that are affected by 

poverty in old age, (iii) the living conditions of 

older people living in poverty, and (iv) the 

relationship between a number of different 

factors in relation to poverty in old age (e.g. (v) 

microsimulation to predict poverty. In our 

analysis, we reviewed the literature on (i) and 

(iii) and highlighted the most relevant 

correlations. 

The sustainability of pension systems in ageing 

societies is addressed by a number of platforms, 

but the adequate level of pension income is not 

sufficiently emphasised in most countries. 

According to Ebbinghaus (2021), this is mainly 

because in welfare states, poverty in old age is 

not the most important economic policy concern 

in the current economic context: (i) after the 

2008 economic crisis, the focus in many 

countries shifted to working-age poverty; (ii) 

the pandemic of the 2020s put pension incomes 

at less risk than incomes of the working-age 

population. In recent years, almost all countries 

have launched some kind of initiative to 

increase the financial security of the poorest 

older people who, for whatever reason, were 

unable to generate sufficient pension income in 

their preretirement years, but in many cases still 

failed to protect a proportion of the age group 

from poverty (Ebbinghaus et al., 2019). 

The European Commission's triennial Pension 

Adequacy Report (2021) examines the 

adequacy of Member States' retirement incomes 

along three dimensions: poverty prevention, 

income maintenance, and retirement longevity. 

The 2021 report pays particular attention to the 

sharing of risks and resources between older 

women and men and to income gaps. 

 
3 Our dataset does not include data for Ireland, Malta, 

the Netherlands, and Sweden, mainly due to the 

limited range of SHARE financial data.  

According to the summary of the Pension 

Adequacy Report (2021), an increasing number 

of European countries have implemented 

reforms to their pension systems in recent years 

to maintain pension income and make the public 

pillar more inclusive. These have generally 

included measures to address the tax 

implications of pensions, point system 

calculations, supplementary savings options, 

with a view to pension adequacy. To reduce the 

risk of poverty, several countries have also 

increased the basic pension / minimum pension. 

DATA AND METHODOLOGY 

Our analysis is based on macro and micro data 

from 25 countries. The starting point was the 

OECD Pension at a Glance (2019) biennial 

study, which includes data and analysis for all 

OECD countries. Although the data in the 2019 

analysis cover 36 countries, we narrowed our 

own analysis to 23 countries in the European 

Union3 and included Switzerland and Israel. 

From the OECD database, we chose to include 

the 32 variables listed in Table 1, which we 

grouped into 5 categories. 

Table 1: Macro variables included in the 

analysis 

Income poverty 

(AROPE) 

Income poverty rates by age 

(age groups 65-75, 75+) 

Income poverty rates by gender 

(male / female) 

Income poverty rates (total 

population) 

Change in relative income 

poverty rates between the mid-

1990s and 2016 (aged over 65) 

Country's 

economy 

HDI 

GDP per capita (USD) 

Public pension expenditures 

current (% of GDP) 

Public pension expenditures 

2050 expected (% of GDP) 

Average wage in PPP (USD) 

Life expectancy 

Life expectancy at birth (male / 

female) 

Life expectancy at age 65 (male 

/ female) 

Expected years in retirement 

(male / female) 
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Elderly income 

Employment rate of older 

workers (age group 65-69) 

Old age disposable income (% 

of AW) (age groups 65-75, 

75+) 

Pension income 

Net pension replacement rate 

(male / female): at 50%, 100% 

and 150% of AW 

Net pension wealth (male / 

female, by % of AW) 

We included macro variables that are strongly 

related to the old age poverty, as correlations are 

shown in Table 2. 4 

Table 2: Correlations between macro variables 

and income poverty rates 

Group of 

macro 

variables 

Variables 

Income poverty 

rates 

65-75 75+ 

Country's 

economy 

Public 

pension 

expenditures 

current  

-0.482 -0.493 

Public 

pension 

expenditures 

2050 expected  

-0.485 -0.522 

Life 

expectancy 

Expected 

years in 

retirement 

(male) 

-0.555 -0.595 

Expected 

years in 

retirement 

(female) 

-0.543 -0.596 

Elderly 

income 

Employment 

rate of older 

workers (age 

group 65-69) 

0.641 0.708 

Old age 

disposable 

income (AW) 

(age group 

75+) 

-0.546 -0.673 

Pension 

income 

Net pension 

replacement 

rate (150% 

AW, male) 

 -0.408 

Net pension 

wealth (AW, 

female) 

 -0.422 

Correlations are significant on 5.0% level. 

 
4 We listed the most important correlations; 

however, the full table is accessible by the authors. 

For all variables, data from 2018 or the last 

available year were used. For some countries, as 

they are not OECD member countries, we 

encountered missing data and therefore imputed 

them in relation to the average value for that 

region or countries with similar HDI and GDP 

values. 5 

Financial awareness was quantified using 

(micro)variables from the financial module of 

SHARE Wave 7 (Survey of Health, Ageing and 

Retirement in Europe) (2017). SHARE is a 

multidisciplinary and transnational panel 

database – based on a questionnaire survey – 

that contains information such as marital status, 

cognitive and physical abilities, mental health, 

household, daily habits, financial assets, and 

behaviour in 140 thousand individuals over the 

age of 50 (SHARE, 2019).  

We included five variables from the SHARE 

financial module in our analysis:  

- Have you ever had any money in stocks 

or shares (listed or unlisted on stock 

market)? 

- Have you ever had any money in mutual 

funds or managed investment accounts? 

- Have you ever subscribed to an 

individual retirement account? 

- Have you ever taken out a life insurance 

policy? 

- Have you ever been the owner or co-

owner of a business which you did not 

work in? 

We were able to use data from a total of 19,795 

respondents, filtering out those with "not 

responding" or "do not know" values, so only 

the truly evaluable observations were included 

in the analysis. 

To reveal the differences between the countries 

studied, we performed hierarchical 

agglomerative clustering on the 32+5 

standardized variables, the robustness of which 

was confirmed by partitioning (McQueen's) k-

means clustering. In hierarchical clustering, we 

used Ward's method in an effort to create as 

even a cluster distribution as possible. The 

distance between observations was calculated 

using the squared Euclidean distance measure. 

5 Romania, Bulgaria, Croatia, and Cyprus: poverty 

indicators, average wage values, and variables on 

elderly incomes were required data imputation.  
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To determine the optimal cluster number, we 

used the Calińksi-Harabasz (1974) index. 

RESULTS 

The clustering seeks to identify which countries 

are the most similar along the dimensions of old 

age poverty, financial awareness, and the macro 

factors that influence the quality of life in 

retirement. We will also examine the typical 

differences between the clusters and explore 

which poverty-financial awareness-pension 

combinations occur in the 25 countries studied. 

The clustering of the countries was carried out 

using hierarchical clustering. The classification 

process was plotted on a dendrogram (Figure 1), 

suggesting that three or four clusters at a 

distance level of 40% and slightly below 

(rescaled distance of 10) seem to be justified.  

 

Figure 1: Dendrogram of cluster analysis 

 

To determine the optimal number of clusters, 

we calculated the Caliński-Harabasz index, 

whose value changes with increasing cluster 

number and is shown in Figure 2.  

Figure 2: Clustering of countries (k=3) 

 

According to the CH-index values, we found 

that the 25 countries need to be classified into 3 

clusters, as illustrated in Figure 3. 

Figure 3: Clustering of countries (k=3) 

 

Based on our statistical analysis, three clusters 

are formed from the 25 countries, the first 

cluster contains 12 countries, the second cluster 

contains 7 countries, and the third cluster 

contains 6. We examined the first cluster and 

found that it contains several very different 

countries, such as Bulgaria and Luxembourg. 

To reduce the strong heterogeneity of the first 

cluster, we decided to create four clusters. k=4 

also has a sufficiently high CH-index value 

(CH=7.489) and the dendrogram suggests that 

an increase in the number of clusters may be 

justified. Using four clusters, the groups of 

countries shown in Figure 4 were formed. 

Figure 4: Clustering of countries (k=4) 

 

To examine the four clusters, the median values 

of the variables involved were reviewed (see 

Appendix 1). Table 3 shows the ranking of the 

clusters by groups of variables (the first ranked 

cluster has the highest values in a given group 

of variables). 

 

 

 

 

 

 

 

3.616

9.154

7.489
6.571

6.439

2,00

4,00

6,00

8,00

10,00

1 3 5 7

C
H
-i
n
d
ex

k

110



Table 3: Order of clusters based on median 

values of variables 

 
Clust 1 

socialist 

Clust 2 

livable 

Clust 3 

aware 

Clust 4 

poor 

poverty 3. 2. 2. 1. 

financial 

awareness 
3. 2. 1. 4. 

economy 3. 2. 1. 3. 

life 

expectancy 
3. 1. 2. 4. 

elderly 

income 
2. 1. 3. 3. 

pension 

income 
2. 1. 3. 4. 

Explanation of notation: 

1 = first ranked, 4 = last ranked 

The countries in the first cluster have the lowest 

poverty rates in old age, despite the limited use 

of financial awareness tools. The net pension 

replacement rate is very high, life expectancy is 

relatively low, and, partly as a result, the net 

pension wealth (which the present value of 

pension annuities) is one of the highest. 

Apparently, in these countries, the public 

pension system provides decent care for 

pensioners (which, on the other hand, risks the 

sustainability of the benefit system), but there is 

no incentive for financial awareness or 

retirement employment. Therefore, we have 

called this group "socialist".  

The four clusters were placed on the map of 

Europe, as shown in Figure 5. 

Figure 5: Clusters on the map of Europe 

The countries in the second cluster have 

medium levels of old age poverty, high levels of 

old age income, net pension replacement rate, 

and net pension wealth, associated with low old 

age employment rates. This group has the 

highest life expectancy, hence the highest 

expected years in retirement, and the highest 

public pension expenditure. We called this 

group "livable". 

The third cluster countries also have a medium 

level of old age poverty, with the most 

financially aware populations, but also with 

high GDP and average wages. They have the 

second highest life expectancy, but their elderly 

income and net pension replacement rates are 

below those of the previous two clusters. It also 

has the highest old-age employment rate. This 

cluster has been termed "aware". 

Finally, the fourth cluster included the countries 

with the highest poverty rates, where not only is 

the rate high, but this is the only cluster where 

the proportion of poor elderly people increased 

between 1990 and 2016. The use of financial 

awareness tools is the lowest, coupled with low 

GDP and average wages. There is a very low 

pension replacement rate (about half the value 

of cluster 2) and net pension wealth. Public 

pension expenditures are also lower compared 

to other clusters, and only in this cluster is it 

expected to decline by 2050. The elderly 

employment rate is just as high as in the 

previous cluster, but the reason is the opposite, 

while in the “aware” countries it is assumed that 

people voluntarily take up work in retirement as 

a form of conscious financial awareness, in this 

cluster it is more a matter of necessity that 

induces an equally high employment rate in old 

age among the over 65s. This group has been 

labelled the "poor".  

CONCLUSIONS 

European countries face different poverty 

impacts in old age and for the whole population. 

As a complement to the literature, we have 

attempted to identify the relative position of 

countries in terms of their financial awareness 

and other factors that specifically affect poverty 

among the over-65s. We found that the 25 

countries studied can be divided into four 

distinct clusters with all combinations of 

financial awareness and old age poverty. The 

creation of groups of similar countries can serve 

as an indication for policy makers of 

intervention points. 

The first group ("socialist") included Central 

and Eastern European countries (HUN, SVK, 

SVN, BUL) and Cyprus, where the state 

pension system is typically generous, partly 

because of this, people are less conscious of the 
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use of financial awareness tools, but at the same 

time old age poverty is also low. 

The second cluster ("livable") consists of four 

Southern European countries (GRC, ITA, PRT, 

ESP) and three Western European countries 

(AUT, FRA, LUX), where the life expectancy 

and the elderly income are high, partly due to 

the generosity of the public pension system and 

partly due to high retired employment. Overall 

retirement well-being is associated with 

moderate levels of financial awareness and 

poverty in old age. 

The third cluster ("conscious") includes those 

countries (BEL, CZE, DNK, FIN, ISL, DEU, 

CHE) where the use of financial awareness 

tools is most widespread, coupled with 

favourable macroeconomic indicators but less 

generous pension system. Old age poverty is 

moderate in these countries. 

The fourth group of countries ("poor") includes 

the most vulnerable countries (HRK, POL, 

EST, LVA, LTU, ROM), where, according to 

European directives, there is the greatest scope 

for a policy to tackle poverty in old age. In these 

countries, the least conscious financial 

awareness is combined with the least generous 

pension systems, which makes old age poverty 

the highest and, at the same time, the lowest life 

expectancy. 

Each EU member state sets its own pension 

policy, but certain common guidelines, such as 

the need to reduce poverty in old age at an 

appropriate rate, must be respected. Ebbinghaus 

(2021) notes that poverty in old age can best be 

reduced by applying minimum pensions and 

that in countries where the pension replacement 

rates are high, old age poverty is relatively 

lower. By analysing our data, we found that 

generous pension systems combined with 

financial awareness can have a positive impact 

on poverty rates, especially in age groups older 

than 65. 

We consider it important to monitor the change 

in old age poverty, especially as an increasing 

share of the population in developed societies 

will be living in retirement in the coming 

decades. Over the past 10 years, there has been 

a significant increase in old age poverty in all 

the countries studied. It is still difficult to 

determine whether this is a continuing trend or 

just a temporary spike, but in any case, in 

addition to the sustainability of pension 

systems, the sufficiency of pension incomes 

(the purchasing power of pensioners) and, 

through this, aspects of old age poverty should 

definitely be kept in the field of view of 

decision-makers. 

ACKNOWLEDGEMENTS 

The author expresses her deep gratitude to her 

doctoral supervisor, Professor Erzsébet Kovács, 

for her encouragement and useful critiques of 

her entire doctoral research work, including this 

study. Data collection and first analyses were 

carried out by my talented thesis writing 

student, Evelin Jászfi. 

REFERENCES 

Börsch-Supan, A. (2019): Survey of 

Health, Ageing and Retirement in 

Europe (SHARE) Wave 7. Release 

version: 8.0.0. SHARE-ERIC. Data set. 

https://doi.org/10.6103/SHARE.w7.80

0  

Caliński, T., Harabasz, J. (1974): A dendrite 

method for cluster analysis, 

Communications in Statistics, 3(1), pp. 1-27. 

http://dx.doi.org/10.1080/03610927408827

101  

Ebbinghaus, B., Nelson, K., Nieuwenhuis, R. 

(2019): Poverty in old age, The Routledge 

International Handbook of Poverty, 256-

267.o (LIS Working Paper Series is 

publikálta, No.777) 

Ebbinghaus, B. (2021): Inequalities and poverty 

risks in old age across Europe: The double-

edged income effect of pension systems, 

Social Policy & Administration, 

https://doi.org/10.1111/spol.12683   

European Commission, Directorate-General for 

Employment, Social Affairs and Inclusion 

(2021): Pension adequacy report: current 

and future income adequacy in old age in the 

EU. Volume 1, Publication Office, 

https://data.europa.eu/doi/10.2767/013455 

OECD (2019): Pensions at a Glance 2019: 

OECD and G20 Indicators, OECD 

Publishing, Paris 

https://doi.org/10.1787/b6d3dcfc-en 

 Kwan, C., Walsh, C.A. (2018): Old age 

poverty: A scoping review of the literature, 

112

https://doi.org/10.6103/SHARE.w7.800
https://doi.org/10.6103/SHARE.w7.800
https://link.springer.com/article/10.1007/s11113-019-09518-1#ref-CR1
http://dx.doi.org/10.1080/03610927408827101
http://dx.doi.org/10.1080/03610927408827101
https://doi.org/10.1111/spol.12683
https://data.europa.eu/doi/10.2767/013455
https://doi.org/10.1787/b6d3dcfc-en


Cogent Social Sciences, 4(1), 1478479, pp. 

1-21. 

https://doi.org/10.1080/23311886.2018.14

78479  

United Nations (2015): Sustainable 

Development Goals, 

https://sdgs.un.org/goals  

 

AUTHOR’S BIOGRAPHY 

ÁGNES VASKÖVI, MSc is a full time 

assistant professor of the Institute of Finance, 

Accounting and Business Law. She earned her 

master’s degree in Economics from Corvinus 

University of Budapest, specializing in 

financial investment analysis. She gained 

professional experience in fields of project 

financing, venture capital and real estate 

investments. Currently, she teaches Finance, 

Corporate Finance, and Multivariate Data 

Analysis. On her main research agenda there are 

topics of behavioural finance, financial literacy, 

long term savings, longevity, and pension. Her 

email address is agnes.vaskovi@uni-

corvinus.hu 

 

 

APPENDIX 1: Median values in each cluster 

 

1 2 3 4

socialist livable aware poor

Median Median Median Median

Have you ever had any money in stocks or shares? 5,2% 11,9% 35,2% 8,3%

Have you ever had any money in mutual funds or managed 

investment accounts?
3,1% 15,3% 30,1% 2,2%

Have you ever subscribed to an individual retirement 

account?
4,4% 12,0% 40,5% 1,7%

Have you ever taken out a life insurance policy? 30,9% 16,5% 45,7% 14,6%

Have you ever been the owner or co-owner of a business 

which you did not work in?
2,1% 2,0% 4,8% 1,4%

Income poverty rates (age group 65-75) 5,854 8,717 7,968 17,814

Income poverty rates (age group 75+) 5,729 8,478 9,410 24,276

Income poverty rates (age group 65+, male) 4,810 6,398 6,974 13,731

Income poverty rates (age group 65+, female) 5,511 10,558 9,065 24,377

Income poverty rates (total population) 8,494 12,459 9,084 16,151

Change in relative income poverty rates between the mid-

1990s and 2016 (aged over 65)
-2,188 -6,551 -0,330 7,249

Human Development Index 0,859 0,901 0,936 0,872

GDP/capita 19 486 34 622 47 939 16 685

Public pension expenditures current (% of GDP) 9,677 13,807 9,957 8,058

Public pension expenditures 2050 expected (% of GDP) 11,063 13,756 10,849 7,251

Average wage in PPP (USD) 24 846 44 807 60 578 28 125

Life expectancy at birth (male) 73,7 79,5 78,7 73,2

Life expectancy at birth (female) 80,8 84,6 83,7 81,3

Life expectancy at age 65 (male) 15,4 19,1 18,6 15,2

Life expectancy at age 65 (female) 19,3 22,1 21,9 19,5

Expected years in retirement (male) 17,1 21,7 18,8 15,3

Expected years in retirement (female) 22,9 25,7 22,7 21,1

Employment rate of older workers (age group 65-69) 8,4 9,4 17,0 17,0

Old age disposable income (% of AW) (age group 65-75) 92,300 106,979 86,205 84,539

Old age disposable income (% of AW) (age group 75+) 84,000 89,782 73,760 68,580

Net pension replacement rate (male): at 50% of AW 71,7 88,0 70,7 46,2

Net pension replacement rate (male): at 100% of AW 82,8 89,6 60,3 47,4

Net pension replacement rate (male): at 150% of AW 79,9 85,9 48,3 44,0

Net pension replacement rate (female): at 50% of AW 71,7 88,0 69,2 46,2

Net pension replacement rate (female): at 100% of AW 78,4 89,6 60,3 46,4

Net pension replacement rate (female): at 150% of AW 78,4 85,9 48,3 43,1

Net pension wealth (male): at 50% of AW 14,0 13,9 12,4 7,8

Net pension wealth (male): at 100% of AW 14,0 14,1 10,4 7,5

Net pension wealth (male): at 150% of AW 12,9 14,0 8,5 7,0

Net pension wealth (male): at 50% of AW 15,0 15,7 13,6 8,7

Net pension wealth (male): at 150% of AW 14,4 15,9 9,3 7,9
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ABSTRACT

In this article, we test the feature of using a Shared
Virtual Memory in OpenCL on Intel Iris Xe and Nvidia
GeForce RTX 3060 GPUs. The first of these architec-
tures is integrated into the CPU, so by definition, it uses
the same RAM as the CPU. The second one uses a PCI-
Express connection to transfer data between computer
memory and separate GPU memory. OpenCL Shared
Virtual Memory (SVM) feature allows zero-copy mech-
anisms to use the same address space for the CPU and
Accelerator. In this work, the authors test the differ-
ences between classical implementations of the FEM
numerical integration algorithm on GPU with explicit
data sending between CPU and Accelerator and the
SVM implementation with the transfer hidden from the
user. Research should answer whether the advantages
of using a weaker integrated card with faster data trans-
fer will overcome the external graphics card’s connec-
tion bottleneck.

INTRODUCTION

Two main trends exist in the evolution of computer
architectures used in scientific computing. The first
concerns the growing number of processors’ computing
cores and wide register units. The second, however,
coincides with using specialised accelerators to accel-
erate the most demanding parts of the code. In the
development of modern computing accelerators, most
architectures are based on graphics processors, in which
there is a SIMD method of computing using thousands
of threads running simultaneously. Due to this trend,
using graphics cards to accelerate code fragments has
become a standard. In home applications, we can ob-
serve another trend related to the miniaturisation of
specialised equipment used in modern smartphones,
tablets, or laptops. Increasing the processing power
of this type of equipment is associated with the need
to minimise the energy consumed while maintaining
high performance. At the junction of these two ap-
plication types, we can observe interesting designs that

combine many specialised cores with a smaller number
of general-purpose cores. Such an integrated architec-
ture can save energy using standard cores and maintain
high computing power during more complex tasks. In
addition to energy efficiency, another advantage of us-
ing such architectures is that they are equipped with
new technologies for transferring data between differ-
ent types of cores and memory. When programming
accelerators equipped with their memory, there is, un-
fortunately, a problem with the preparation and trans-
fer of data between the so-called host (most often un-
derstood as computer RAM) and accelerator memory.
Although high-speed interfaces connect modern GPUs,
this usually represents a bottleneck in overall program
performance. Hence, there is an opportunity to use
heterogeneous architectures for scientific computing to
use high-speed inter-core and memory buses efficiently.
With the introduction of various systems with inte-
grated graphics and general-purpose cores on a sin-
gle chip, the need to support RAM access is emerging.
The first exciting system with complete unification of
special-purpose and standard cores was the IBM Cell
processor used in the PlayStation 3. The architecture
allows fast data transfers from memory to SPUs and
efficient data exchange between standard IBM Power
cores. These capabilities, combined with energy effi-
ciency, have resulted in the widespread use of this archi-
tecture in scientific computing. In our previous work,
we explored the possibility of using this architecture for
specific parts of calculations using the Finite Element
Method (Krużel and Banaś, 2013).

The problem of data exchange between different
types of computing cores plays a vital role in all het-
erogeneous architectures. As a result, several differ-
ent strategies have emerged at the software and hard-
ware layers. In June 2012, some significant players in
heterogeneous computing, including AMD and ARM,
formed the Heterogeneous System Architecture Foun-
dation to develop technology standards for supporting
computing on different types of cores (HSA Foundation,
2013). The collaboration resulted in the developing
of the Heterogeneous Unified Memory Model (hUMA),
first introduced in the AMD Accelerated Unit processor
(Kyriazis, 2012). Almost simultaneously with the de-
velopment of the hUMA model, Khronos Group intro-
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duced the OpenCL 2.0 specification with Shared Vir-
tual Memory capabilities, which unifies CPU and GPU
memory on the developer side, and in HSA systems can
leverage the hardware capabilities of hUMA (Howes,
2014). With OpenCL 2.0, this can be used as shared
memory for CPU and GPU cores (Graczyk, 2013). In
our previous work, we tested the possibilities of use of
the hUMA and SVM on the AMD Accelerated Pro-
cessing Unit A10-7850 codenamed "Kaveri" with the
encouraging result of achieving a 30% speed-up com-
pared to the model with the sending data between two
separate memory regions (Krużel and Banaś, 2015).

With the introduction of OpenCL 2.0 capabilities to
Nvidia GPUs in 2017, there is also the possibility of
testing SVM features using externally connected GPUs
(Hindriksen, 2017).

The graphics card market is dominated by two lead-
ing players, Nvidia and AMD. Their graphics cards
and GPU-based accelerators are characterised by a very
similar structure based on arrays of stream processors
grouped into larger units called multiprocessors. The
growing market for external accelerators forced Intel,
which is supreme in producing general-purpose proces-
sors, to search for a solution in this area. Based on the
broad vector registers that characterise the Cell/BE,
Intel began to build the Larabee graphics card archi-
tecture. Due to this architecture, the company tried
to overcome the main barrier to the wider use of accel-
erator programming techniques, which was a complex
model and programming method (Seiler et al., 2008).
At the same time, Intel was working on the Single-Chip
Computer and Teraflops Research Chip projects, which
feature a huge multicore structure. Based on these
projects, the Intel MIC (Many Integrated Core) archi-
tecture was developed, which was used in Intel Xeon
Phi coprocessors, codenamed Knights Corner (KNC).
The MIC architecture has been touted as one that com-
bines the power of graphics accelerators with the pro-
gramming ease of processors. The next generation of
the MIC architecture, Knights Landing, was offered as
a separate PCI-Express card and a standalone proces-
sor. Intel Xeon Phi was a significant part of the most
powerful computer systems in the world, and in June
2015, the use of this type of accelerator reached 34% of
all systems (Strohmaier et al., 2020). Although the In-
tel Xeon Phi architecture has officially been discontin-
ued (Intel, 2018), its evolution has led to the creation
of Intel Xe graphics cards, which were announced in
November 2019 (Intel, 2019). The new architecture was
mentioned to avoid repeating Xeon Phi errors, provide
a unified programming model (oneAPI), and provide
exceptional performance (Cutress, 2019). Because In-
tel Xe-LP GPUs are integrated into the Intel Core pro-
cessors, and the latter solution is often sold as a part of
gaming laptops equipped with the second, more power-
ful GPU, the authors decided to test the possibility of
using OpenCL Shared Virtual Memory mechanism on
this type of machine. For tests, we used an ASUS TUF
DASH F15 laptop computer equipped with an Intel i7
11370 CPU with the integrated Intel Iris GPU and an

additional GPU, Nvidia GeForce RTX 3060 Laptop.
For the algorithm tested, we used our auto-tuned FEM
numerical integration, which we have already tested
on modern graphics processors (Banaś et al., 2020),
CPUs (Krużel, 2019), hybrid systems (Krużel and Ba-
naś, 2015), as well as Intel Xeon Phi (Banaś and Krużel,
2014), and Intel Xe-LP (Krużel and Nytko, 2022). Ex-
tending previous research to include a new architecture
may indicate whether integrated GPUs can compete
with the external GPU when the bottleneck connected
with the data transfer is eliminated (or hidden from the
user).

NUMERICAL INTEGRATION

Finite element method procedures turned out to be
one of the most challenging engineering tasks related
to the use of accelerators. One of the essential parts of
the finite element method is numerical integration, used
to prepare elementary stiffness matrices for the solving
system. Most research on using accelerator computing
power has focused on using GPUs to speed up the so-
lution of the final system of linear equations (Geveler
et al., 2013; Buatois et al., 2009). Often, this procedure
is optimised first, as it is the most time-consuming part
of FEM. However, once the process has been optimised,
the earlier steps of the computation, such as numerical
integration or assembling the entire matrix, also signif-
icantly affect the execution time (Mamza et al., 2012).

Numerical integration in the finite element method
is correlated with the applied geometry and the ap-
proximation type of the given elementary shape func-
tions. Therefore, an appropriate geometric transforma-
tion must be applied to the mesh geometry used for the
calculations. By denoting the physical coordinates in
the mesh as x, the transformation from the reference el-
ement with coordinates ξ is marked as x(ξ). Typically,
it is obtained as a linear, multilinear, square, cubic, or
other transformation of the underlying geometric func-
tions and the set of degrees of freedom. The use of
the Jacobian matrix J = ∂x

∂ξ
is required for the trans-

formation of the coordinates from the reference element
to the real element. This significantly distinguishes this
algorithm from other matrix integration and multipli-
cation algorithms. The numerical quadrature converts
the analytical integral to the sum of the integration
points in the reference domain. Of the various possible
quadratures, we will focus on the most popular Gaus-
sian quadrature (Lyness, 1969). The coordinates in the
reference element are marked as ξQ, and the weights
as wQ where Q = 1, ..., NQ (NQ - number of Gauss
points depending on the type of element and the de-
gree of approximation applied). In the final numerical
integration formula used in our calculations, we use the
determinant of the Jacobian matrix detJ = det(∂x

∂ξ
)

and get:
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To standardise and describe the algorithm from the
point of view of mathematical calculations, some modi-
fications were made to the above formula, which allows
us to create a general numerical integration algorithm
for finite elements of the same type and degree of ap-
proximation (Alg. 1).

The algorithm’s structure allows us to modify the
loops’ order and use different memory types to store
different arrays. This property allowed us to develop a
system for automatically tuning the algorithm for dif-
ferent types of accelerators. For the memory transfer
test in the numerical integration algorithm, we used the
artificial convection-diffusion-reaction problem with a
matrix of problem coefficients C different from 0. To
complicate the calculations, we have used prismatic el-
ements that can reproduce even the most complex ge-
ometry of the computational area Ω (Kallinderis, 1995).

USED GPUs

To perform the tests, the authors used the mobile
version of the Nvidia GeForce RTX 3060 and the Iris
Xe-LP integrated with the Intel i7 11370H processor.

Intel Iris Xe-LP

Compared to the previous generation of Intel proces-
sors, in Iris Xe-LP architecture, there has been a sig-
nificant change in the processing power of the graphics
unit - now it can even reach 2.2 teraflops (Intel, 2020).
The number of execution units (EU) - basic computing
units has also increased, which in the previous genera-
tion amounted to 64 units, and currently 96 (Fig. 1).

Figures. 1: Intel Iris XE-LP Architecture (Intel, 2020)

The heterogeneous graphics architecture of Intel pro-
cessors allows physical DRAM to be shared. Com-

Algorithm 1: Generalised numerical integration
algorithm for elements of the same type and degree
of approximation

1 - determine the algorithm parameters – NEL, NQ,
NS ;

2 - load tables ξQ i wQ with numerical integration
data;

3 - load the values of all shape functions and their
derivatives relative to local coordinates at all
integration points in the reference element;

4 for e = 1 to NEL do
5 - load problem coefficients common for all

integration points (Array Ce);
6 - load the necessary data about the element

geometry (Array Ge);
7 - initialize element stiffness matrix Ae and

element right-hand side vector be;
8 for iQ = 1 to NQ do
9 - calculate the data needed for Jacobian

transformations (∂x
∂ξ

, ∂ξ
∂x , vol);

10 - calculate the derivatives of the shape
function relative to global coordinates
using the Jacobian matrix;

11 - calculate the coefficients C[iQ] i D[iQ] at
the integration point;

12 for iS = 1 to NS do
13 for jS = 1 to NS do
14 for iD = 0 to ND do
15 for jD = 0 to ND do
16 Ae[iS ][jS ]+ = C[iQ[[iD][jD]×

×ϕ[iQ][iS ][iD]×ϕ[iQ][jS ][jD]×
×vol

17 end
18 end
19 if iS = jS and iD = jD then
20 be[iS ]+ = D[iQ][iD]×

×ϕ[iQ][iS ][iD]× vol
21 end
22 end
23 end
24 end
25 - write the entire matrix Ae and vector be;
26 end

pared to PCI-E-based chipsets, sharing physical mem-
ory eliminates the communication bottleneck between
the computing unit and memory. The great advan-
tage of this solution is the lack of a copy buffer be-
tween units, which results in increased computing effi-
ciency while reducing the amount of memory and en-
ergy needed to operate. The memory management sub-
system in Intel 11th-generation processors has been op-
timised to minimise latency, and the memory controller
scheduling algorithms have been improved, positively
affecting the overall memory bandwidth. Theoretically,
the memory bandwidth of the embedded Intel Xe GPU
can reach 38,4 GB/s. In addition, compared to the pre-
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vious generation of processors, the L3 cache memory
has been increased - up to 3072 kB. The Iris XE-LP
graphics unit is divided into six blocks containing 16
Execution Units (EU). Shared Local Memory (SLM)
with a size of 64kB is available for computing units.
In the previous generation of processors, this memory
was connected to the L3 cache outside the block, which
caused delays due to the need to use a data port (Fig.
2). In the generation used, SLM is available directly
for Execution Units, significantly reducing delays (In-
tel, 2020).

Figures. 2: Intel Iris XE-LP Shared Local Memory
(Intel, 2020)

Nvidia GeForce RTX 3060

The GeForce RTX 3060 Laptop graphics card is
based on the Ampere architecture. The graphics chip
is divided into 3 Graphics Processing Clusters (GPC),
which contain 5 Texture Processing Units (TPC).
Each TPC has 2 clusters with two blocks contain-
ing Streaming Multiprocessors (SM) - basic computing
units. Each streaming multiprocessor includes 128 kB
of L1/shared memory, allocated according to computa-
tional needs (Nvidia, 2021).

The Nvidia GeForce RTX 3060 graphics card con-
tains 3072 kB L2 cache memory and 6GB of RAM. The
data from the computers’ RAM is transferred through
the PCI-Express x4 interface, which is theoretically ca-
pable of 7,88 GB/s bandwidth.

DEVELOPMENT TOOLS

ModFEM

The primary tool used in the research was the modu-
lar software platform for engineering calculations using
the finite element method called ModFEM (Michalik
et al., 2013). Its modular structure enables the mod-
ification of individual parts of the finite element cal-
culation, such as approximation, mesh handling, and
solving solvers. The program consists of several levels
with separate modules. The main user-managed mod-
ule is the Problems module, which defines the weak
FEM formulation and the other modules the user uses.
An extension of the approximation module with ap-
propriate accelerator support was developed during the
investigation. The problem modules of the researched

tasks were also modified to prepare the data structures
properly and test the numerical integration algorithm
in the OpenCL environment.

OpenCL Shared Virtual Memory

OpenCL programming is an exceptionally versatile
method among the many programming methods used
in accelerators. It supports many modern architec-
tures, including GPUs, coprocessors (e.g. Xeon Phi),
or CellBE. OpenCL has been gradually developed since
2009, and its 2.0 version was introduced in 2014, bring-
ing out several essential improvements. OpenCL mem-
ory model defines several types of memory regions avail-
able for programmers. Due to the model’s origin in
GPU programming, the memory model is based on the
physical organisation of typical GPU memory. Due to
the portability of OpenCL, each of the memory objects
can be mapped differently, depending on the available
hardware resources. The variables defined inside the
kernel belong to private memory and can be stored
in scalar or vector registers. The other memory re-
gions are assigned through specific qualifiers. OpenCL
defines three types of memory – global, constant and
shared (local). Global memory stores variables visible
to all threads executing the kernel; constant memory is
also available for all threads but is only accessible for
reading. The fastest local memory stores the variables
threads share in a single workgroup. Due to the porta-
bility of the created code, OpenCL contains procedures
that allow adapting to different platforms and devices
even without physical equivalents of specific memory
types (Rul et al., 2010). Typical behaviour in OpenCL
computing was copying the data necessary for calcu-
lations from the host memory to the device’s global
or constant memory for further use. It required proper
preparation of the memory buffers on the host side from
the programmer side and many hardware or system so-
lutions to copy the data from the host to the acceler-
ator. Even for the integrated solutions with CPU and
Accelerator on one die (e.g. CellBE, APU), the memory
was partitioned into the host and device parts, which
prevents zero-copy operations and takes precious time.
The procedure was complicated and time-consuming
despite software and hardware solutions to pass data
from the host to the device and back. Shared Vir-
tual Memory (SVM) presented in OpenCL 2.0 solves
both problems with programming the OpenCL mem-
ory model. From the programmer side, it reduces the
necessary preparations for the data and the whole map-
ping and passing pointer operations that take a lot of
code lines. From a performance point of view, the HSA-
compatible hardware uses the full potential of hUMA,
which means there is no copying between the CPU and
the accelerator. If the device is not HSA compatible,
the framework will handle data transmission in the best
possible way. Shared Virtual memory defines a buffer
that can be used directly by both a host and an acceler-
ator without unnecessary mappings and copying of the
data. OpenCL allows for Fine-Grain or Coarse-Grain
memory buffers, depending on the hardware type. De-
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tailed information on SVM OpenCL features can be
found in (Intel, 2014; Howes, 2014). Although the Intel
Xe-LP card used in this paper is an integrated unit,
it does not support Fine-Grain technology and oper-
ates as a non-atomic duplicate buffer (Coarse-Grain).
Data sharing occurs at the granularity of regions of
OCL memory objects. Updates between the host and
device occur explicitly through the map and unmap
calls. This behaviour can hide data transfer latency in
other operations, such as calculations or data prepara-
tion (Das et al., 2015). The Nvidia card works in the
same mode, but with the introduction of the Nvidia
Pascal architecture, some Unified Memory Buffer mech-
anisms were added to omit the overhead connected with
the PCI-Express bottleneck. Some mechanisms include
a wide 49-bit virtual addressing and on-demand page
migration. It addresses the entire system memory and
allows GPU threads to migrate pages from anywhere
in the system to GPU memory on demand with max-
imum efficiency (Sakharnykh, 2016). Also, the driver
uses heuristics to maintain data localisation and pre-
vent excessive page faults (Harris, 2017). This feature
is very convenient for our Auto-Tuning mechanism be-
cause of its multiple repetitions to fit the investigated
architecture.

Auto-Tuning

To obtain the best possible results for different types
of architecture, the authors developed a system for au-
tomatically tuning the numerical integration code. For
this purpose, several parameters that affect the algo-
rithm’s performance have been characterised. The pa-
rameter list in the auto-tuning system is mainly about
how memory is handled in the OpenCL model, which is
based on the graphics card architecture. Arrays passed
as arguments to the numerical integration routine (e.g.
geometrical data and problem coefficients) can be used
directly in calculations or previously downloaded to lo-
cal tables stored in registers or shared memory. Us-
ing shared memory as a temporary data read buffer,
data are read continuously - a single thread reads an-
other memory cell and writes to the shared buffer. The
read data can be stored in a buffer and used later for
calculations, or written to registers, freeing the buffer
for further use. The total number of combinations of
these parameters for any architecture is 40. The de-
veloped system consists of scripts and code fragments
that are responsible for compiling the kernel with the
appropriate options. An additional parameter defines
the minimum number of threads that can be run on the
accelerator and is set to 64 for both GPUs. Detailed
information on the auto-tuning mechanism used can be
found in (Banaś et al., 2020).

RESULTS

The best results obtained with Auto-Tuning are pre-
sented in table 1. As seen in both cases for OpenCL 1.2,
the data transfer times are much higher than the com-
putation time. The numerical integration algorithm for
the convection-diffusion problem with a linear approx-

imation is a memory-bound task (Banaś et al., 2018).
The difference is much more visible in the case of the
faster GeForce RTX 3060 card because of its higher
computational power. After modification of the code
for the use of Shared Memory Buffer, the speed up is
extraordinary. In the case of the Iris Xe GPU, all data
transfer is hidden under the computation time but can
be separated by using internal time measurements in
the kernel. As can be seen, data transfer is still more ex-
tensive than the calculations, but both values are much
smaller than in OpenCL 1.2. To fully understand the
behaviour of our code, we have used the Intel Vtune
profiler (Fig. 3).

Figures. 3: Execution profile for OpenCL 1.2 version
of the code

As can be seen, the memory-bound code has a lot of
stalls connected to the necessity of synchronisation with
the memory. Even with the 98% occupancy, the GPU
is active only for 20% of the total computation time. In
OpenCL 1.2 with the explicit memory sending regions,
the observed memory bandwidth reaches the maximum
at 18 GB/s out of 38 GB/s of the theoretical maximum,
which is not bad but indicates that the amount of data
sent was too small to use all the bandwidth fully. With
the use of SVM, the total occupancy value increases
slightly. Still, the average speed of obtaining the data
from memory decreases because of spreading it over
a more extended period, not only the write and read
procedures (Fig. 4).

Figures. 4: Execution profile for Shared Virtual
Memory version of the code

The behaviour of the GeForce RTX 3060 is much
more predictable - the calculation time is the same in
both versions of OpenCL, but the data transfer time
is highly faster. This behaviour is quite different from
the Intel Xe case. According to (Ravi, 2016), for the
Coarse-grain SVM buffer, transfer times should be hid-
den in the map/unmap regions of the code. This can be
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observed in the Nvidia case, where almost no overhead
time is connected to data transfer. But in the Intel
case, the latency is associated with the synchronisation
points in code(clFinish). This may indicate that Intels’
implementation of SVM uses some of the mechanisms
which characterised Fine-grain SVM access.

Table 1: Results (in ns)

Intel Iris Xe Nvidia GeForce RTX 3060
OpenCL 1.2 OpenCL 2.0 OpenCL 1.2 OpenCL 2.0

Sending Data 26.52 8.61 57.77 0.19
Execution 10.99 7.66 1.20 1.22

The differences in execution time are visible in fig-
ure 5. In the OpenCL 1.2 case, the total time spent
for the whole calculation process with the data transfer
is higher for the external GPU, despite its faster pro-
cessing speed. This calls into question the validity of
using external graphics cards for scientific and techni-
cal computing with relatively large data sizes in relation
to the computation. SVM technology significantly re-
duces the data transfer time and gains an impressive
speedup compared to the embedded Intel solution.

Figures. 5: Comparison of execution results with
separate data transfer analysis

Figures. 6: Percentage of data transfer and
calculations

Figure 6 shows the ratio of calculation to computa-
tion in each case. As can be observed in the Intel Iris
Xe, the time spent on data transfer is reduced by 20%
with OpenCL 2.0. In the Nvidia case, we see that with-
out SVM, the time spent on data transfer is 98% of all
time. With OpenCL 2.0 techniques to hide the transfer

in code map/unmap regions, we can reduce this time
to 13% of the total time.

CONCLUSIONS

In summary, we can conclude that SVM can signifi-
cantly speed up the total computation time by reducing
the data exchange between the host and the accelerator.
In addition, the simplified method of transferring data
to the accelerator is convenient for developers and en-
courages more extensive use of GPU computing power
in the newly developed software. All these observa-
tions align with the result we obtained in (Krużel and
Banaś, 2015), where we tested fully HSA-compatible
hardware using the AMD Accelerated Processing Unit
as an example. Although the architectures tested in
this paper can only use the most straightforward im-
plementation of shared virtual memory, we can see a
significant speedup. The data obtained from the Intel
Profiler shows that we have to test this feature on more
powerful GPUs with more demanding tasks to see if it
would significantly reduce the data transfer time in var-
ious applications. Despite that, the extensive memory
addressing mode in modern external GPUs can over-
come the bottleneck connected with the additional link
via the PCI_Express port and using the separate mem-
ory for the card. In our future work, we will test this
feature on more powerful cards to fully utilize the avail-
able bandwidth and see if the difference between the
external GPUs and the internal solutions is more visi-
ble.
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ABSTRACT 

In the course of this research, a so-called mass-spring 

method was implemented in an in-house developed two-

dimensional discrete element software, which enables the 

simulation of deformable, tear-able bodies, such as plant 

residues (stems or roots), or other agricultural fibrous 

materials. The operation of the numerical methods was 

illustrated with simulations where a rigid plate was 

moved horizontally against a plant residue modeled by 

the mass-spring method, pulled in an assembly of 

particles modeled by the discrete element method, and 

pulled in a combination of these. When evaluating the 

results, it was found that the improved numerical 

methods are able to work stable both separately and in 

interaction with each other, thus in the future it is possible 

to take plant residues as stems and roots into account 

during the simulations of the tillage process with their 

coupled application. 

INTRODUCTION 

The behaviour of granular materials can be effectively 

simulated with the discrete element method (DEM) 

(Cundall and Strack 1979), which has been used not only 

by researchers but also by engineers in the last decade. In 

the main steps of the method the reaction forces are 

calculated in the contacts between the rigid particles, and 

then the acceleration vector, velocity vector and the 

position of the partciles are calculated. Thus, processes 

based on the behaviour of particles such as tillage, mixing 

of granules and powders can be modeled with computer 

simulations. However, since during these simulations the 

solid bodies in contact with the particles are taken into 

account as rigid, the applicability of the method is limited 

by the magnitude of the force acting on the solid bodies. 

When these contact forces cause a significant 

deformation in the solid body, which already affects the 

movement of the particles, the discrete element method 

simulation alone is not sufficient, another calculation 

procedure is required to model the deformation of the 

solid body, which can run parallel with the discrete 

element method. Such simulations, which use several 

numerical methods, are called coupled simulations, the 

development of which is currently an intensively 

researched area. 

A possible method for calculating the deformation of 

solid bodies is the so called mass-spring method, which 

models the solid body with mass points, springs and 

dampings. The method is primarily used to simulate the 

movement of two-dimensional surfaces. The LapSim 

software (Woodrum et al. 2006), for example, is a 

medical simulation program that models the movement 

of different tissues using the mass-spring method. The 

procedure is also used in software modelling clothing and 

textile (Gräff et al. 2004, Rony et al. 2007) and graphic-

animation software (Derakhshani 2013). In addition to 

modeling two-dimensional surfaces, József Sebestyén 

extended the method to three-dimensional bodies in his 

master’s thesis (Sebestyén 2018), thus the deformation of 

3 dimensional objects can also be modeled with the 

developed procedure. The advantage of the method is 

that even real-time simulations are possible due to the 

low computational requirements. Another advantage of 

the mass-spring method is the easy understanding and 

application compared to other numerical methods. 

One possible area of application of the mass-spring 

method can be the modeling of plant residues (stems or 

roots) left inside and on the surface of the soil as 

deformable bodies that can even tear. Although there was 

no reported example of the use of the mass-spring 

method for the modeling of stems or roots in the 

literature, the consideration of stems and roots in tillage 

simulations is increasingly of concern to researchers 

these days. In previous research, plant residues were 

mostly modelled with rigid spheres (Mao et al. 2020, 

Wang et al. 2020), multiple cylinders that are rigidly 

connected (Zeng et al. 2020), hinged spheres and cylinder 

elements (Guo et al. 2018) or deformable elements made 

up of rigid cylindrical elements (Bourrier et al. 2013, 

Tamás and Bernon 2021). These elements however were 

not capable of tearing or were able to tear only at the 

connection of the rigid cylinder elements. The mass-

spring method, on the other hand, allows the deformation 

of all parts of the modeled body and the tear can occur in 

more places than in the case of the stem or root models 

used so far. 

The aim of this research was to develop a coupled 

numerical method that enables the modeling of the 

interaction between granular materials and deformable 

bodies, as well as the modeling of the tear of deformable 

bodies using coupled discrete element method and mass-

spring method. Furthermore an other aim was to to 

implement the procedure in a self-developed two-

dimensional software, as well as to illustrate its 

functionality with soil tillage modeling simulations 

where a deformable plant residue, a rigid tool and a soil 

as a granular material are taken into account. 
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THEORETICAL BACKGROUND 

The equations of the discrete element method were 

utilised based on our previous research (Pásthy et al. 

2022). The contact forces between the particles, the 

deformable body and the rigid objects were calculated 

according to the Hertz-Mindlin contact model, which was 

also described in the mentioned publication. 

The mass-spring method makes possible to model 

deformable bodies with mass points (nodes) placed in a 

specific grid and with parallely placed springs and 

dampings connecting the mass points according to given 

rules. Figure 1 shows the mass points in a two-

dimensional grid and the different kind of springs and 

dampings connected to it. 

 
Figure 1: Springs and dampings connecting the mass points in 

a grid in a 2 dimensional case,  a) structural springs (kn [N m-1]) 

and dampings (cn [N s m-1]), b) shear springs (kv [N m-1]) and 

dampings (cv [N s m-1]), c) flexural springs (kb [N m-1]) and 

dampings (cb [N s m-1]) 

Structural springs and dampings connect vertically and 

horizontally adjacent mass points (Figure 1 a). These 

elements return the grid nodes to a constant position 

relative to each other when the grid body is stretched or 

compressed. Shear springs and dampings connect 

oppositely adjacent mass points (Figure 1 b). These 

elements return the nodes to a constant position relative 

to each other when the grid is sheared. And the flexural 

springs connect the mass points that are two nodes apart 

vertically and horizontally (Figure 1 c). These elements 

return the nodes to a constant position relative to each 

other when the grid is bent.  

The force arising in a spring is proportional to the relative 

displacement of the mass points and act in the direction 

of the straight line connecting the mass points between 

which the spring is placed. The force acting on the i-th 

node from a spring that connects the i-th and j-th node in 

the two-dimensional case is: 

𝑭𝒌 = −𝑘 ∙ [𝑙 − √(𝑥𝑖 − 𝑥𝑗)
2

+ (𝑦𝑖 − 𝑦𝑗)
2

] ∙ (
𝑥𝑖 − 𝑥𝑗

𝑦𝑖 − 𝑦𝑗
)

∙
1

√(𝑥𝑖 − 𝑥𝑗)
2

+ (𝑦𝑖 − 𝑦𝑗)
2
 

(1) 

Where 𝑘 [N m-1] is the stiffness of the spring, 𝑙 [m] is the 

initial distances between the i-th and j-th node, 𝑥𝑖, 𝑦𝑖   [m]  

are the coordinates of the i-th node and 𝑥𝑗, 𝑦𝑗  [m] are the 

coordinates of the j-th node. 

The force arising in a damping is proportional to the 

relative velocity of the mass points and act in the 

direction of the straight line connecting the mass points, 

opposed to the relative velocity vector. The force acting 

on the i-th node from a damping that connects the i-th and 

j-th node in the two-dimensional case is: 

𝑭𝒄 = −𝑐 ∙ (
𝑥�̇� − 𝑥�̇�

𝑦�̇� − 𝑦�̇�
) (2) 

Where 𝑐 [N s m-1] is the damping coefficient, 𝑥�̇� [m s-1] 

is the x direction velocity component of the i-th node, 𝑦�̇� 

[m s-1] is the y direction velocity component of the i-th 

node, 𝑥�̇� [m s-1] is the x direction velocity component of 

the j-th node, 𝑦�̇� [m s-1] is the y direction velocity 

component of the j-th node. 

Equation of motion of a mass point: 

∑ 𝑭𝒌𝒏 + ∑ 𝑭𝒌𝒗 + ∑ 𝑭𝒌𝒃 + ∑ 𝑭𝒄𝒏 + ∑ 𝑭𝒄𝒗 + ∑ 𝑭𝒄𝒃

+ ∑ 𝑭𝒐𝒖𝒕𝒆𝒓 = 𝑚 ∙ 𝒂 
(3) 

Where ∑ 𝑭𝒌𝒏 [N] is the force resulting from the structural 

springs, ∑ 𝑭𝒌𝒗 [N] is the force resulting from the shear 

springs,  ∑ 𝑭𝒌𝒃 [N] is the force resulting from the flexural 

springs, ∑ 𝑭𝒄𝒏 [N] is the force resulting from the 

structural dampings, ∑ 𝑭𝒄𝒗 [N] is the force resulting from 

the shear dampings,  ∑ 𝑭𝒄𝒃 [N] is the force resulting from 

the flexural dampings, ∑ 𝑭𝒐𝒖𝒕𝒆𝒓 [N] is the vector sum of 

the outer forces, 𝑚 is the mass of the mass point and 𝒂 is 

the acceleration vector of the mass point. 
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Figure 2: Simulation cycle of the coupled discrete-element and mass-spring methods

In the model, it is also possible to take the tearing into 

account. If the force between two nodes in the structural 

springs (structural strength), shear springs (shear 

strength) or flexural spring (flexral strength) exceeds a 

given value, the connection between the two nodes can 

be eliminated and deleted. 

The simulation cycle is shown on Figure 2. The discrete 

element method that determines the movement of the 

particle assembly and the mass-spring method that 

calculates the deformation of the mass point grid is run 

in parallel. The steps of the discrete element calculation 

were applied according to our previous paper (Pásthy et 

al. 2022). 

The first step of the mass-spring method is a graphical 

display, during which the connections (paralelly 

connected springs and dampings) between mass points 

are drawn in their current position as lines between the 

mass points. In addition to the position of connections 

and particles, it is also possible to display the force acting 

in the connections of the deformable body, the total force 

acting on the particles, and the von Mises equivalent 

stress state of the particles (Rojek et al. 2013), using a 

color scale.  

The next step is to detect contacts, which is done in two 

substeps. First, the program finds the particles that are 

closer to a mass point than two times the particle radius. 

Next, in the case of a particle which fulfill the previous 

condition, 9 auxiliary points will be defined between the 

mass points, which border the grid and are closest to the 

examined particle. If there is a mass point or auxiliary 

point that is less distance away from the center of the 

particle than the particle radius, there is a contact between 

the particle and the deformable body. The overlap, which 

is proportional to the contact force by the Hertz-Mindlin 

contact model (Yang et al. 2020) is the difference 

between the particle radius and the distance between the 

center of the particle and the closest auxiliary or mass 

point. The contact force on the particle and on the 

deformable body is the same, but acts in the opposite 

direction. On the deformable body the force is 

proportionally distributed between the two mass points 

closest to the particle. The direction is parallel to the line 

that connects the center of the particle and the closest 

mass or auxiliary point (Figure 3). 

After determining the contact forces of the particle-

deformable body, the accelerations of the mass points are 

calculated based on Newton's laws. Following that, the 

velocity and position of the mass points are calculated. In 

the simulation behaviour of textiles (Gräff et al. 2004) the 

simultaneously applied predictor second-order Adams-

Bashforth method (Adams and Bashforth 1883) and 

corrector second-order Adams-Moulton method 

(Moulton 1926) gave a surprisingly good result for the 

second-order system of nonlinear differential equations, 

so this method was used here as well. 
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Figure 3. Contact of a particle and a deformable body 

represented by a mass-spring grid, (Fi is the force acting on the 

i-th node of the grid, Fj is the force acting on the j-th node of 

the grid and δ is the overlap between the particle and the grid). 

Finally, the data is saved, and after that, the cycle starts 

from the beginning and the calculation is repeated until a 

specified time or until the STOP button is pressed. 

The operation of the two simulation procedures was 

illustrated separately with two simulations, and then the 

coupling of the two procedures was presented in a third 

simulation. During all three simulations, a rigid flat plate 

moving in the horizontal direction was present, and the 

forces acting on it were plotted. 

The simulations were run with the same parameters and 

the contact parameters were the same for all bodies 

(particles, boundary walls, rigid plate, deformable body), 

which are shown in Table 1. It should be noted that since 

our aim was only to implement the simulation procedures 

and demonstrate their functionality, the parameters were 

not calibrated, rather selected in order to maintain 

stability, but nevertheless they were suitable for 

validating the model. 

Table 1: Simulation parameters (selected) 

Name Notation Quantity Unit 

Discrete element parameters      

Particle density ρ 1000 kg m -3 

Young’s modulus E 200000 Pa 

Shear modulus G 200000 Pa 

Damping factor β 20 - 

Sliding friction coefficient μ 0.5 - 

Rolling friction coefficient μ0 0.5 - 

Particle radius R 0.01 m 

Number of particles Np 230 - 

Gravitational field (in vertical 

direction) 
g -9.81 m s-2 

Mass-spring paramteres    

Number of rows in the grid Nr 10 - 

Number of columns in the grid Nc 3 - 

Mass of a grid point m 5 kg 

Structural stiffness kn 10000 N m-1 

Shear stiffness kv 10000 N m-1 

Bending stiffness kb 10000 N m-1 

Structural damping cn 50 N s m-1 

Shear damping cv 50 N s m-1 

Bending damping cb 50 N s m-1 

Structural strength Fnmax 40 N 

Shear strength Fvmax 40 N 

Flexural strength Fvbmax 40 N 

General parameters    

Time step Δt 0.0001 s 

Working depth of rigid sheet h 0.04 m 

Speed of rigid sheet v 0.1 m s-1 

RESULTS 

In the first simulation, the operation of the mass-spring 

method was illustrated (Figure 4). A rigid flat plate was 

pulled horizontally against a deformable and tear-able 

body (grid body) made of 3 columns and 10 rows, where 

the grid points on the lower two levels were fixed. The 

rigid sheet can be considered as a model of a tillage tool, 

and the deformable body as a stem or root model. 

 
Figure 4: First simulation. Displacement of the rigid plate: a) 0 

mm, b) 33 mm, c) 54 mm, d) 116 mm (the direction of the 

gravitational field g and the velocity vector of the rigid plate is 

represented by arrows, and the forces acting in the connections 

of the grid body is shown by a color scale). 

It can be seen, that when the rigid plate hits the grid body 

it first bends (Figure 4 b), then with further movement of 

the rigid plate, the lower left vertical connection between 

a fixed grid point and an other grid point is torn, since the 

maximum force rises in that part of the grid body due to 

the bending (Figure 4 c). Finally, all the bonds connected 

to the lower, fixed nodes are torn and deleted, so the grid 

body is split into two parts (Figure 4 d). Without deleting 

the conncetions, the stability of the simulation was not 

adequate similarly to a previous publication (Tamás and 

Bernom 2021). 

We plotted the change of the horizontal (x) and vertical 

(y) forces acting on the rigid plate, as well as their vector 

sum, which is shown on Figure 5. 

 
Figure 5: Force components acting on the rigid plate in the first 

simulation, (Fx is the horizontal force, Fy is the vertical force 

and ΣF is the vector sum of the two components). 

It can be seen that when the rigid plate collides with the 

grid body, initially a horizontal force of 238 N occurs 

between the two bodies. After that, the horizontal force 

starts to decrease, and the vertical force increases, which 

is due to the fact that the bottom of the flat plate is more 

and more in contact with the grid body.  
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Figure 6: Second simulation. Displacement of the rigid sheet: a) 0 mm, b) 150 mm, c) 300 mm, d) 450 mm (the direction of the 

gravitational field g and the velocity vector of the rigid sheet is represented by arrows, and the von Mises equivalent stress state of the 

particles is shown by a color scale). 

When the rigid plate moves 40 mm, it pushes the grid 

body away from itself, so the forces are temporarily 

eliminated. The two bodies come into contact again when 

the rigid plate moves 47 mm. 

First, the right side of the rigid plate contacts the grid 

body, so the horizontal force increases to 50 N, and 

finally the bottom of the rigid plate contacts the grid 

body, so the vertical force increases to 150 N. Then the 

grid body splits into two parts and the upper part of the 

grid body falls down, so it is not contacting the rigid body 

anymore. 

In the second simulation, the operation of the discrete 

element method was illustrated (Figure 6). A rigid plate 

was moved horizontally in a settled assembly consisting 

of 230 particles of the same diameter. The assembly of 

particles can be considered a model of a soil and the rigid 

plate a model of a tillage tool. 

It can be seen that the software handles the contact 

between the flat plate and the discrete element particles 

stably. However a high stress state of the particles can be 

observed at the bottom left corner, which effect 

presumably is caused by the fact that in the course of the 

gravitational deposition the particles in the left corner 

could not form a perfect lattice structure, so at the bottom 

the particles have become in contact with each other in 

an energetically less stable position (Figure 6 a). In front 

of the rigid plate, the particles gradually pile up, and 

behind it, a flat layer forms at the depth where the rigid 

plate does not reach. It can also be observed that as soon 

as the flat plate pushes the particles against the right wall, 

the equivalent stress state of them increases (Figure 6 d).  

The change of the horizontal (x) and vertical (y) forces 

acting on the rigid plate, as well as their vector sum was 

plotted, which is shown on Figure 7. 

 
Figure 7: Force components acting on the rigid plate in the 

second simulation, (Fx is the horizontal force, Fy is the vertical 

force and ΣF is the vector sum of the two comonents). 

The force acting on the rigid plate changes quasi-

periodically. Suddenly the force reaches a local 

maximum, then decreases to zero, and this repeats. This 

is due to the discrete nature of the model. The particles in 

contact with the rigid plate are affected by such a force 

that they move away from the rigid plate, so the force 

decreases. Then, when the flat plate catches up with the 

particles, for a short period of time they come into contact 

again, and this repeats during the simulation. This 

phenomenon can be reduced by decreasing the particle 

size and setting appropriate material parameters and 

damping (e.g. viscous damping) (Horvath et al. 2022). 

As more and more particles pile up in front of the flat 

plate, the local maximum of the force also takes on an 

increasing value. At the beginning, the local maximum 

values are below 100 N, and at the end of the simulation, 

the maximum force value is 341 N. This increase shows 

an exponential trend. The horizontal and vertical force 

components change proportionally, of which the 

horizontal force is three times larger.  

In the third simulation the coupling of the mass-spring 

method and the discrete element method (Figure 8) was 

illustrated. A deformable, tear-able body consisting of 3 

columns and 10 rows was inserted into an assembly of 

230 particles, and a rigid flat plate was moved 

horizontally in the assembly. Similar to the first 

simulation the movement of the grid points on the lower 

two levels of the grid body were fixed in this case too. 

The assembly of particles can be considered as a discrete 

element model of a soil, the deformable body as a stem 

or root model, and the rigid sheet as a model of a tillage 

tool. 

It can be seen that as soon as the rigid plate starts to push 

the particles in front of it, the grid body is deformed due 

to the particles piling up in front of it, and the stress in 

the particles next to the grid body increases (Figure 8 b). 

When the rigid plate gets into contact with the grid body, 

it undergoes even larger deformation (Figure 8 c), as a 

result of which the joints tear vertically in the middle and 

the lattice body splits in two parts. 

At the beginning of the simulation the high stress state of 

the bottom left particles can be observed in this 

simaultion as well (Figure 8 a). However later the 

particles are able to form an energetically more stable 

structre, so the stresses are reduced in the bottom left 

corner (Figure 8 b and c).
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Figure 8: Third simulation. Displacement of the rigid sheet: a) 0 mm, b) 150 mm, c) 300 mm, d) 333 mm, e) 357 mm, f) 426 mm (the 

direction of the gravitational field g and the velocity vector of the rigid sheet is represented by arrows, the von Mises equivalent stress 

state of the particles and the forces acting in the connections of the grid body is shown by a color scale)  

In the rest of the simulation, the lower part of the grid 

body bends down and remains in its original position, 

while the upper part is pushed in front of the rigid plate 

along with other particles (Figure 8 d). 

The change of the horizontal (x) and vertical (y) forces 

acting on the rigid plate, as well as their vector sum was 

plotted, which is shown on Figure 9. 

 
Figure 9: Force components acting on the rigid plate in the third 

simulation, (Fx is the horizontal force, Fy is the vertical force 

and ΣF is the vector sum of the two components). 

The force acting on the rigid plate changes periodically 

similar to the second simulation, but here the increase of 

the local maximum does not show an exponential trend, 

and the vertical force component is negligible compared 

to the horizontal one until the contact of the rigid plate 

and the grid body. The local force maximum in the 

beginning of the simulation takes on a value of 

approximately 150 N, then at a displacement of 90 mm 

of the rigid plate, when the particles roll into the gaps in 

front of the grid body, the value of the local maximum 

decreases to 100 N. After the rigid plate moves 250 mm, 

the force begins to increase again due to the particles 

piling up in front of the grid body. 

The local maximum values then reach and exceed 300 N. 

At a displacement of 357 mm, the rigid plate contacts the 

grid body, and since the nodes of the grid body are also 

in contact with the bottom of the rigid plate, a vertical 

force component appears. The force reaches its 

maximum value of 363 N just before the grid body is torn 

into two parts. After that, the force fluctuates between 20 

N and 350 N until the end of the simulation. 

Considering the results the interaction of the rigid plate, 

the particle assmebly and the grid body does not cause 

instability in the simulation, so that the coupled use of the 

mass-spring method and the discrete element method can 

be an effective tool for modelling plant residues (stems 

or roots) in the soil. However, this requires the extension 

of the two dimensional method to 3 dimensions, the use 

of multiple particle sizes and calibration tests to 

determine the appropriate simulation parameters. 

CONCLUSION 

The main novelty value of this research is the 

improvement of a coupling of the discrete element 

method with the so-called mass-spring method and 

implement it in an in-house developed 2 dimensional 

software to make possible the simulation of stems and 

roots in the soil-tool simulations. 

The essence of the mass-spring method is to model the 

bodies with mass points and springs and dampings placed 

between them, which are deleted when specific force 

values are exceeded, allowing the simulation of 

deformable, tear-able bodies. The operation of the 

calculation methods was illustrated with simulations 

where a rigid flat plate was pulled horizontally against a 

grid body modeled with the mass-spring method, pulled 

in a particle assembly modeled with the discrete element 

method and pulled in a combination of them. When 

evaluating the results, it was found that the calculation 

procedures are able to operate stable both separately and 

in interaction with each other, thus in the future it is 

possible to take stem and root residues into account in 

soil tillage simulations with their coupled application. 

The force components acting on the rigid plate was 

plotted and it was found that the value of the forces varies 

periodically due to the discrete nature of the simulation. 

The largest force occurred in the last simulation (363 N), 

when the coupled interaction of the rigid plate, the 

particle assembly and the grid body was investigated. 

The effect of the moving speed of the rigid plate on the 

simulation results could be a subjet of a further study. In 

addition a possible development could be the extension 

of the two methods into three dimensions, the 

implementation of particles of different sizes and/or of 

different shape in different size distributions in the 

simulations, as well as the calibration of the simulation 

parameters with laboratory tests. Furthermore in the 

future the mass-spring method may also provide an 

opportunity to simulate deformable tillage tools. 
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ABSTRACT 

This paper presents a possible modelling technique for 

the propagation of the so-called head check cracks. 

The term head check (HC) refers to a kind of multiple 

hairline cracking in the railhead caused by rolling contact 

fatigue (RCF).  This phenomenon has become 

widespread in recent decades and is still a major problem 

for the rail industry. The aim of this study is to create a 

specific finite element model to examine head checks 

numerically in order to gain a better understanding of the 

behaviour of these cracks. 

The paper summarizes the most important aspects of the 

phenomenon under study and outlines the methods used. 

Regarding the fatigue-based crack growth simulation, the 

Extended Finite Element Method was applied. 

The finite element analysis examines the development of 

the already-initiated cracks in the cross-section of the 

rail. The finite element model also takes into account the 

effect of fluid forced between cracks using a certain 

technique. The study aims to explore the possibilities of 

the modelling technique and to estimate the level at 

which the head check phenomenon can be examined 

from this approach. Consequently, the exact numerical 

value of the results might be less relevant, but the 

characteristics of the results may become rather more 

interesting.  

Results achieved in the study have shown that the 

developed method can be used to examine the 

head check phenomenon, even if it needs further 

improvements. Overall, the modelling technique has 

potential and is a direction for further research in the 

future. 

INTRODUCTION 

Overview of the Examined Phenomenon 

Over the last few decades, the number of rolling contact 

fatigue (RCF) related failures of railway tracks has 

increased significantly, including the appearance of head 

checks (HC). This can probably be attributed to the 

increasing demands, such as faster trains, more frequent 

traffic, higher axle loads etc. Many different solutions 

have been developed over time to treat the issue 

successfully. Some of these, for instance, are the optimal 

selection of rail steel grades, the use of special rail 

profiles and preventive maintenance. However, the 

phenomenon is still a major problem for the railway 

industry. 

As illustrated in Figure 1, head checks can be identified 

as numerous of hairline cracks located parallel to each 

other at a slanted angle near the gauge corner of the 

railhead.  

Figure 1: Typical HCs on a Part of a Rail. As a Result of 

a Former Liquid Penetrant Inspection, Cracks are 

Highlighted in Red. At the Bottom, Similar Cracks are 

Represented with the Same Color (Bóbis, 2022) 

The HC failure usually occurs in passing tracks or curved 

rail sections, where the highest loads are experienced. 

The initiation of these cracks is related to the plastic 

deformation of the rail surface from concentrated loads 

of the wheel-rail connection. Due to plastic deformation, 

hammer-hardening effect occurs on the upper layers of 

the rail, which causes the steel to harden significantly 

while its elasticity declines. This is the main mechanism 

of how these microcracks are initiated. 
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Fluid entering between the cracks has an important 

impact on the growth of the cracks that have already been 

initiated (Figure 2).  

 

 
Figure 2: Mechanism of Crack Propagation by The 

Pressure of a Trapped Fluid (Ekberg, 2005) 

 

As Figure 2 depicts, the opening of the cracks can be 

closed by the rolling wheel, and the loads passing through 

the trapped fluid create a significant hydrostatic pressure 

which tends to open the crack.  

Thus, this mechanism is an important factor in the 

progress of crack propagation. 

 

The appearance of a head check becomes problematic 

because, if not handled in time properly, it can lead to 

even more severe defects. Typically, it causes spalling of 

the rail surface, which results in a strong negative impact 

on the dynamic behaviour of the rolling stock and 

generates unnecessary loads on the sensitive mechanical 

components of the vehicles. They can even cause the 

fracture of the entire cross-section of the rail in extreme 

cases. Therefore, it is particularly important to detect and 

treat the damage properly. 

 

The problem under discussion is even more complex 

because it is not easy to detect. For the detection of HC 

defects, typically eddy current based measuring devices 

are used. However, their accuracy and reliability may be 

questionable in some cases. 

 

The treatment of an already evolved HC formation can 

be achieved by removing the damaged layers of the rail, 

typically by some grinding process. However, these 

processes are highly expensive, thus the extent and 

frequency of the maintenance is a critical question. 

Therefore, treating HC defects properly is not only for 

safety reasons, but also very important from an economic 

point of view as well. 

 

Methods 

The Extended Finite Element Method was used for the 

analyses, which allows even such specific phenomena to 

be modelled as crack propagation. The main concept of 

the method is, briefly, that the degrees of freedom of the 

displacement field is extended, and special shape 

functions are introduced. This is how the method 

describes different discontinuities, in this particular study 

the effect of cracks. The method describes the cracks 

independently from the finite element mesh. The most 

important and outstanding advantages of this approach 

are due to this particular approach: it does not require a 

complicated adaptive regeneration of the mesh, nor does 

it require such a drastic mesh refinement at the critical 

locations as in the classical finite element  

method (Koei, 2015). 

 

The quantities calculated numerically by the X-FEM are 

primarily the stress intensity factors (SIFs), denoted  

by K. These are interpreted as shown in Figure 3. Mode I 

crack opening is associated with K1, Mode II and 

Mode III with K2, K3 respectively. 

 
Figure 3. Crack Loading Modes (Anderson, 2005) 

 

The equivalent stress intensity factor is calculated by the 

form 

 

Δ𝐾eqv =
1

2
cos (

Θ

2
) [(Δ𝐾1(1 + cosΘ)) − 3Δ𝐾2 sinΘ] (1) 

 

where  

ΔΘ = Θ(𝐾1, 𝐾2) (2) 

indicates the instantaneous direction of crack propagation 

 

Fatigue-based calculations are based on the  

Paris-Erdogan equation: 

 

d𝑎

d𝑁
= 𝐶(Δ𝐾eqv)

𝑚
, (3) 

 

where 

a: crack length [mm], 

N: number of cycles [1], 

C: material constant [1], 

m: material constant [1]. 

  

FINITE ELEMENT MODEL 

The X-FEM model presented below builds on the 

experience of previous studies (Bóbis, 2022). Earlier 

studies have already successfully applied the X-FEM to 

model HC cracks, but only at a rudimentary level with 

gross neglect. The aim was to create a model that is more 

accurate, with more cracks defined in the cross-section of 

the rail and taking into account the effect of the fluid. 

     

                                          

      

        

Mode I 

(Opening) 

Mode II 

(In-Plane Shear) 
Mode III 

(Out-of-Plane 

Shear) 
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Geometry 

The geometry examined is a cross-section of a UIC 60 

rail. The two-dimensional geometry with its plane-strain 

behaviour assumes that the extent of the crack is 

relatively large and perpendicular to the section. Only the 

rail head was modelled, other parts of the rail profile were 

neglected. Furthermore, non-relevant fillets were 

simplified. The geometry that was finally examined is 

shown in Figure 4/a.  

 

a) Simplified Railhead With Cracks 
 

 

b) UIC 60 Rail Profile 

 

Figure 4. Geometry Under Examination 

The geometry contains three initial cracks, shown in 

Figure 5. The subject of this study is the development of 

these already-initiated cracks.  

  
a) Crack 1 

 

b) Crack 2 

 

c) Crack 3 

Figure 5. Main Dimensions of the Cracks 

Finite Element Mesh 

The finite element mesh contains four-node quadrilateral 

elements, as shown in Figure 6. The edge lengths of the 

elements are 1; 0.025; 0.0075 mm. Thus, the model 

contains a total of 40 786 elements. 

 

 

 

 

Figure 6. Finite Element Mesh 

 

Elements highlighted in orange in Figure 6 are special 

and have an enriched degree of freedom, thus they can 

crack. The red element represents the instantaneous crack 

tip as Figure 6 shows.  

A bonded mesh was created at the gauge corner of the 

railhead. The connection between the edges of the initial 

cracks is frictional, with a frictional coefficient of 0.15. 

The bottom of the inserted fluid-like bodies and the initial 

cracks are bonded by MPC algorithm (multipoint 

constraint). The connection between the top edge of the 

inserted fluid-like body and the initial crack is 

frictionless. All three cracks have the same contact 

parameters. 

   

   

   

   

Fluid-like body 

Crack tip 

Special elements with an 

enriched degree of freedom 

Carck 2 

Carck 1 
Carck 3 
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Material Properties 

The material model is homogeneous linear elastic 

and isotropic. The material properties are  

summarized in Table 1. 

 

Table 1. Material Properties 

 

Name Value Unit 

Bulk modulus of the fluid 2.2 GPa 

C material constant 10-8 1 

m material constant 1.13 1 

Poisson ratio (fluid) 0.4999 1 

Poisson ratio (global) 0.3 1 

Young’s modulus of the inserted 

fluid-like bodies 
3 301 1 

Young’s modulus (Global) 200 000 MPa 

 

Since Young's modulus can not be interpreted for liquids, 

but it is the only way to define material properties in the 

model, this quantity is derived from the bulk modulus  

using the following relationship 

 

𝐾 =
𝐸

3 ⋅ (1 − 2𝜈)
, (4) 

 

where E is Young's modulus, ν is Poisson's ratio, and K 

is the bulk modulus. The properties of the fluid-like 

bodies are assumed to behave as ideal liquids and to have 

the room temperature parameters of water. Thus,  

Young's modulus of water can be expressed from 

equation (4).  

The global material properties correspond to bainitic rail 

steel.  

 

Loads and Boundary Conditions 

The loads and boundary conditions are illustrated 

in Figure 7.  At the bottom, all degrees of freedom are 

fixed.  A linearly distributed surface pressure is defined 

on the marked part of the gauge corner.  

 

 

Figure 7. Boundary Conditions and Loads 

 

The maximum value of the contact pressure and the 

extent of the wheel-rail contact area were chosen based 

on literature values (Figure 8 and Table 2). The radius of 

the wheel profile is 460 mm, and the radius of curvature 

of the rail profile is 330 mm.  

 

 

 

Figure 8. Interpretation of the Semi-axes of the Ellipse 

of the Contact Domain. (Esveld, 2001) 

 

Table 2. Parameters of the Contact Ellipse and 

Compressive Stresses Due to 60 kN (Esveld 2001) 

 

𝑅wheel 

[mm] 

𝑅wheelprof 

[mm] 

𝑅railprof 

[mm] 

𝑎 

[mm] 

𝑏 

[mm] 

𝜎N 

[MPa] 

460 ∞ 300 6.1 4.7 1012 

460 -330 300 3.9 14.6 502 

460 -330 80 7.1 2.7 1520 

150 -330 80 4.2 3.3 2103 

 

   

 

  

   

   

pmax=1520 MPa 

Fixed 

134



 

 

RESULTS 

Stationary Crack Analysis 

The results of Stationary Crack Analysis are shown in 

Figure 9 and Figure 10. in true scale. The maximum 

deformation was found to be 0.1 mm, which resulted 

from the closing of the crack opening. 

 

 
 

Figure 9. Displacement Field Around Cracks 

 

The von Mises equivalent stress distribution is shown in 

Figure 10. The extremely high values are due to the 

linearly elastic material model and because the crack tip 

is a singular point. The circularly high stress values 

observed at the crack tips can also be considered as 

numerical errors, since this is the boundary of the region 

where the singularities are calculated (the outermost 

contour). 

 

 
 

Figure 10. Von Mises Stress Distribution 

 

The quantities are calculated along eight different 

Γ contours at the crack tips. The Γ contour is interpreted 

as in Figure 11, where n is the normal of the curve and 

e1, e2 are the axes of the coordinate system at the crack 

tip. The radius of the outermost contour is 0.15 mm.  

 

 
 

Figure 11. Interpretation of the Contours 

As a result, the stress intensity factors were obtained 

according to Figure 12.  For better clarity, only the first 

10 pseudo-time domains (SET) are shown. The total 

analysis consists of 30 pseudo-time steps. On the charts 

shown below, K1 is illustrated, but K2 has the same trend. 

K3 is not relevant due to the 2D model. 

 

 

a) Crack 1 

 

b) Crack 2 

 

c) Crack 3 

Figure 12. Results of the Stationary Crack Analysis 

 

All three graphs show that the values of the first contour 

are slightly different. This is due to the singularity of the 

crack tip. To reduce the impact of the numerical error, the 

algorithm averages the results calculated on the 1-8 

contours. Along contours 2-8, the results agree with high 

accuracy and quickly converge to a constant value, so the 

quality of the finite element mesh and model 

configuration is adequate.  
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Fatigue Crack-Growth Analysis 

Regarding the fatigue-based crack growth analysis, the 

cracks developed as Figure 14 shows. The direction of 

growth of Crack 1 and Crack 3 is the same as the 

direction of the initial crack cut into the geometry. 

The reason for this is that the crack-opening effect of the 

inserted fluid-like bodies is not sufficiently effective; in 

other words, the propagation of the crack was inhibited. 

Although the elements cracked due to the algorithm, the 

value of the equivalent stress intensity factor, which is 

the basis of the crack growing, was actually zero during 

the analysis. Crack 2, on the other hand, turned and took 

a characteristic direction.  after a while. Results of the 

stress intensity factors for Crack 2 during the analysis are 

shown in Figure 13. 

 

Figure 13. Stress Intensity Factors of Crack 2 

  

The crack grows when the Keqv value is large. Keqv is 

calculated according to equation (1) and is mainly 

influenced by the sign of K1. SIFs belonging to Crack 1 

and Crack 3 are shown in Figure 14. Their equivalent 

stress intensity factors were zero, as mentioned earlier. 

 

Figure 15. Stress Intensity Factors of Crack 1, Crack 3  

Based on the Paris-Erdogan equation, using the 

numerically calculated Keqv and the crack increments 

resulting from the cracking of the finite elements, the rate 

of crack propagation can be calculated. This is shown in 

Figure 16. 

 

 
 

Figure 16. Lifetime Estimation 

 

Since the Keqv values the Crack 1 and Crack 3 were zero, 

therefore the lifecycle estimation curve is relevant only 

for Crarck 2. The same can be read from the curve, that 

the crack only grew in a relatively narrow range, almost 

linearly. The values presented are illustrative and may 

not reflect the real behaviour of the cracks.  

 

CONCLUSIONS 

During the Fatigue Crack-Growth analysis regarding 

Crack 1 and Crack 3, the crack opening effect of the 

inserted fluid-like bodies was not achieved. This implies 

that the compression of the cracked surfaces was 

dominant so that crack propagation was blocked. 

The crack opening effect was achieved only at Crack 2 

which crack is located at the boundary of the contact 

region. So the effect of the fluid inside these cracks was 

managed to model properly only in some cases by this 

technique. 

 

Although modelling the impact of fluids in this way was 

successful only in some cases, it also revealed that the 

real problem might not be as straightforward as it may 

appear. Indeed, in practice, the fluid may not always have 

this kind of strong crack opening effect, as liquids can 

easily escape or become the crack propagation blocking 

compression dominant and so on. 
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It is important to emphasize that this modelling approach 

is valid only for small crack growths since the bodies 

inserted do not follow the crack path, so their effect 

declines as the crack evolves. Furthermore, the geometry 

and position of these inserted bodies may also have a 

significant impact on the results. 

 

As for further improvements, the loading model should 

be more precise.  The Hertz pressure distribution should 

be used at the contact region, or even the relevant 

pressure values should be imported from another contact 

analysis. Furthermore, based on experiences, defining 

moving loads as in previous studies (Bóbis, 2022) may 

be more suitable. It would also be reasonable to apply the 

hydro-pressure directly onto the cracked elements, if 

possible, in practice. Beyond these improvements, it 

would be important to examine more geometrical 

conditions. 

 

In the future, validation of the results with physical 

experiments is, of course, essential as well. It would also 

be valuable to compare numerical results with the 

experimental and known results. This means, on the one 

hand, the results of official data that can be retrieved and, 

on the other hand, the results of other kinds of 

examinations. 

 

SUMMARY 

In this study, a possible approach for modelling the head 

check phenomenon is presented. Head check is a kind of 

multiple hairline cracking on the rail head, which can 

cause serious problems for the railway industry. 

 

The development of these cracks is significantly affected 

by the fluids entering and trapping between the cracks. 

The X-FEM model presented in this paper takes this fact 

into account by adding special bodies to the inside of the 

cracks that imitate the effect of fluids. The analysis 

covers stationary and fatigue-based crack propagation. 

As a result, the variation of stress intensity factors was 

obtained in detail in accordance with the development of 

the cracks. Furthermore, life-cycle estimations that are 

based on these results have been calculated. 

 

Results suggested that the hydro-pressure arising in 

cracks may be substitutable with special inserted bodies 

only in certain cases and with compromises. 

However, they also demonstrated that the impact 

of fluids on the development of head checks inside these 

cracks might not be that simple to predict and handle 

in reality as well.  
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Abstract

Gravitational lensing refers to the deflection of light
by the gravity of celestial bodies, often predominantly
composed of dark matter. Seen through a gravita-
tional lens, the images of distant galaxies appear dis-
torted. A range of mathematical frameworks exist to
model the lensing effect, but reconstructing the dark
lens mass remains a difficult problem, where different
models give different insight. This paper considers the
Roulette formalism due to Chris Clarkson, and devel-
ops a simulator visualising the lensing effect according
to the formalism. The objective is to enhance our un-
derstanding of the formalism in order to understand
its strengths and limitation with respect to lens-mass
modelling.

I. Introduction

One of the big questions in astrophysics is the
mapping of the Universe. Modern telescopes provide
enormous amounts of images of the night sky, but about
85% of the mass is dark matter (DM). Emitting no
light, this dark matter is not visible on the images.
However, because of gravity, dark matter can distort
the light from more remote objects. This is called a
gravitational lens (GL) (e.g. Bertone & Tait, 2018), be-
cause it works analogously to an optical lens.
The shape and location of gravitational lenses can

be inferred by studying images of galaxies which ap-
pear distorted from our viewpoint, but the calcula-
tions are complex and may amount to days of manual
work for a single lens. Conventional techniques distin-
guish between weak and strong lensing, and different
techniques are needed depending on the observed data.
The Roulettes formalism (Clarkson, 2016a) is a relat-
ively new technique, taking a weak lensing approach to
strong lensing effects.
This paper presents the first computational imple-

mentation of the Roulette formalism. It simulates the

lensing effect by taking a lens model and a source im-
age producing a distorted image as it would be seen
through the lens. This allows us to validate the form-
alism in a range of scenarioes. The graphical user in-
terface allows the cosmologist quickly to test different
hypotheses. We have designed the simulator as a flex-
ible framework, which is not restricted to the Roulette
formalism. A few other lensing models are supported
and new ones may be added. The command-line tool
allows efficient bulk generation of images. We hope that
this can be used to generate training sets, so that we
can invert the lensing function using machine learning,
but this is still left as an open question.

II. Background on Gravitational Lensing
All matter, ordinary or dark alike, acts as a lens, dis-

torting the images of distant galaxies. In 1919, the de-
flection of light by the sun was measured by Eddington
during a solar eclipse, and shown to agree with Ein-
stein’s theory of general relativity. Since then, theor-
etical work on lensing has been extensively developed.
The scarcity and low resolution of observations, have
at times caused pessimism concerning the applicability
of this tool for actual observation. But one step at a
time, the cosmological community has found ways to
observe the phenomenon, and at present, it is booming
both with applications and observation. Indeed, GL
has become one of the major tools for mining informa-
tion from the night sky.

One of the clear applications of GL is to under-
stand the nature of dark matter, which according to
the present paradigm of cosmology is one of the main
constituents in the universe. The other two are ordin-
ary luminous matter (∼ 5%) and the so-called dark en-
ergy (∼ 68%). While the former is the stuff that makes
up stars, planets and all the rest, dark energy is what
causes the accelerated expansion of the late universe.
Finally, dark matter (∼ 27%) is the name given to mass
indirectly observed in galaxies, but yet not seen. Its
elusive nature has haunted cosmology since the 1930s.
Although dark matter does not emit light, it must have
mass, and thus it bends light like ordinary (so-called lu-
minous) matter. This means that a study of lensing by
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a distant galaxy is implicitly a study of the dark matter
in the lens. By studying lenses at different locations in
the sky, one can thus create maps of the distribution of
dark matter in the universe. This is important in order
to understand the nature of dark matter.
Traditionally, the algebraic framework for GL is di-

vided into two regimes; weak and strong GL, depending
on the level of distortion. In both cases, the physical
phenomenon is the same, and in practice, one would
expect to see both weak and strong lensing around the
same lens, particularly in the case of cluster lenses. For
this reason, Clarkson (2016a, 2016b) extended the weak
lensing framework also to cover strong lensing1, result-
ing in what he called the Roulette formalism. In theory,
it should be possible to use the Roulette formalism to
reconstruct the lens mass from images of distant galax-
ies subject to GL. The usefulness of this formalism is
seen in its ability to go beyond shear measurements (by
incorporating higher-order effects to arbitrary order),
thus incorporating effects that are typically considered
in strong-lensing scenarios. The ability to do so could
prove useful as data received from the night sky drastic-
ally increases in amount and accuracy, and automation
of cluster lens-mass reconstruction could be implemen-
ted through machine learning.

The well acquainted reader may wonder why one
would use the Roulette formalism (expansion approach)
for simulation when one could use the ray-trace equa-
tion instead. The purpose of the simulation, in this pa-
per, is to understand, analyse, and further develop the
Roulette formalism itself. The purpose of the Roulette
formalism is to reconstruct the lens, using the algebraic
framework it provides. It is a weak-lensing approach to
strong lensing2. Thus, a ‘Kaiser-Squire’-like inversion
technique (Normann & Clarkson, 2020), will in prin-
ciple provide information about arbitrary-order deriv-
atives of the lensing potential at any point evaluated.
It is plausible that this could provide an advantage in
cluster lens-mass reconstruction.

In order to make use of the Roulette formalism to
such ends, a number of questions should be answered.
Firstly, since the Roulette formalism builds on a series
expansion which has to be truncated, it is important
to know if the region of convergence is large enough
to give satisfactory images in practice. Secondly, is it
possible to generate images at a reasonable speed? In
this work we answer these questions by implementing
numerical computation of the Roulettes formalism.

III. The Roulette formalism and its
computation

The Roulette formalism was introduced by Clarkson
(2016a), and Clarkson (2016b) provides complete de-
tails. Our presentation below will differ a little from
conventional presentations in physics, in order to em-
phasise computable functions which can be used to cal-
culate the distorted image. Readers who want a fuller

1Starting from the geodesic deviation equation.
2As opposed to (Fleury et al., 2017), in which a strong-lensing

approach to weak lensing is proposed.

Fig. 1: The figure shows the set-up for the flat-sky
approximation, with the source plane (the lens plane)
a distance DS (DL) from the observer. Compare with
Figure 2 for more details.

understanding of the algebraic model should consult
Clarkson’s original work.
We study two distant objects in the universe, namely

the (gravitational) lens L at distance DL from Earth
and the (light) source S at distance DS. Adopting the
thin-lens approximation, we assume that the lens mass
is concentrated in a plane orthogonal on the line of sight
through its centre. The source image is considered only
as the 2D projection (image) of its emitted light. With
astronomical distances and a relatively small angle of
view, we can assume planar projections; this is known
as the flat-sky approximation. We consider two different
images of the source. The source image is the ideal
projection, as it would have been observed absent any
obstructions. The distorted image is the image as it
can be observed when light is deflected by the lens.
The observed lensing is decomposed into two steps,

as shown in Figure 2. The first step is a translation (de-
flection), corresponding to the difference ∆η between
actual (ηact) and apparent (ηapp) source-plane posi-
tion. In the roulette formalism, this translational part
of the lensing is given as

∆η = ηapp − ηact = −DS · (α0
1, β

0
1), (5)
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Fig. 2: The figure shows the set-up for the model used. In particular, the local coordinate systems used in the source
plane and lens plane are shown. Compare with Figure 1.

αms = − 1
2δ0s

Dm+1
L

m∑
k=0

(
m

k

)(
Cm(k)
s ∂ξ1 + Cm(k+1)

s ∂ξ2

)
∂m−kξ1

∂kξ2
ψ, (1)

Cm(k)
s = 1

π

∫ π

−π
dφ sink φ cosm−k+1 φ cos sφ, (2)

βms = −Dm+1
L

m∑
k=0

(
m

k

)(
Sm(k)
s ∂ξ1 + Sm(k+1)

s ∂ξ2

)
∂m−kξ1

∂kξ2
ψ (3)

Sm(k)
s = 1

π

∫ π

−π
dφ sink φ cosm−k+1 φ sin sφ. (4)

TABLE I: Constitiuent definitions for the distortion function.

where (α0
1, β

0
1) is a vector of roulette amplitudes, as

defined in Table I. The second step is the actual, non-
linear distortion. The distorted image is drawn in a
local co-ordinate system in the lens plane, centred at
ξ = (ξ1, ξ2), which corresponds to ηapp in the source
plane. We write ξ = |ξ| for the distance between the
distorted image and the lens in the lens plane. Since
ξ and ηapp lie on the same line through the viewpoint
(cf. Figure 1), we have

ξ = |ξ| = DL

DS
· |ηapp|.

Following Clarkson, we use polar co-ordinates (r, φ) for
the distorted image. The source image is described in
Cartesian co-ordinates (x′, y′) centered at ηact in the
source plane. Thus the light observed at a position
(pixel) (r, φ) is drawn from a different position (pixel)
(x′, y′) = D(r, φ) in the source image. From Eq. 48 in
Clarkson (2016b) it is possible to show that the map-

ping D is given as

DL

DS
·
[
x′

y′

]
= r ·

[
cosφ
sinφ

]
+
∞∑
m=1

rm

m! ·Dm−1
L

Fms (6)

where

Fms =
m+1∑
s=0

cm+s (αms As + βms Bs)
[
C+

C−

]
(7)

C± = ± s

m+ 1 , (8)

cm+s = 1− (−1)m+s

4 =
{

0, m+ s is even,
1
2 , m+ s is odd,

(9)

and

As =
[

cos (s− 1)φ cos (s+ 1)φ
− sin (s− 1)φ sin (s+ 1)φ

]
, (10)

Bs =
[

sin (s− 1)φ sin (s+ 1)φ
cos (s− 1)φ − cos (s+ 1)φ

]
. (11)

143



The coefficients αsm and βsm depend on the lens poten-
tial ψ(ξ1, ξ2), from which one may derive the physical
properties of the lens. The general formulae are shown
in Table I. In practice the sum in (6) has to be trun-
cated by limiting m ≤ m0 for some m0.

A general implementation for arbitrary ψ would be
intractible, but for many common lens models, it is pos-
sible to derive computationally tractible forms. The
two simplest, but yet very popular, lens models are
the point mass and singular isothermal sphere (SIS).
Confer e.g. with Schneider et al., 1992, Sections 8.1.2
and 8.1.4 for more on the point-mass and SIS profiles,
respectively. For the point mass, an exact algebraic
solution on closed form exists, and we have implemen-
ted both this, and its Roulette approximation. For SIS,
we have implemented the Roulette formalism together
with the more customary point-wise application of the
ray-trace equation.

A. Point-mass lens
Without loss of generality, one may assume that the

centre of mass of the source is located on the positive x-
axis. Using the general equations of Clarkson (2016b),
it is straight forward to find the following formula for
point-mass lenses as a special case:

DL

DS

[
x′

y′

]
= r

[
cosφ
sinφ

]
− R2

E
ξ

∞∑
m=1

(−1)m
(
r

ξ

)m [ cos(mφ)
− sin(mφ)

]
.

(12)

In the above, RE is the Einstein radius, which is de-
termined by the gravity (or mass) of the point-mass
lens, and thus determines the strength of the lensing
effect. An approximation of the mapping can be calcu-
lated using the sum from m = 1 to some finite number
m0 with increasing accuracy as m0 → ∞. This model
will be referred to as the finite point-mass model. Us-
ing analytic continuation, the infinite sum can be calcu-
lated and extended outside this region. Using geomet-
ric series, it can be written in closed form as follows
(Clarkson, 2016b):

DL

DS

[
x′

y′

]
= r

[
cosφ
sinφ

]
+ R2

Er

r2 + ξ2 + 2rξ cos(φ)

[ r
ξ + cos(φ)
− sin(φ)

]. (13)

This is a standard result in the case of a point mass,
and is not a result unique to the Roulette formalism.
This model will be referred to as the exact point-mass
model. The apparent position by the following well-
known formula,

|ηapp| =
|ηact|

2 +

√
|ηact|2

4 +
(DSRE

DL

)2
. (14)

B. General recursive formulae
A key element of the Roulettes formalism is recursive

expressions for the amplitudes αms and βms . Proofs are

given by Normann and Clarkson (2020). The base case
is given as,

α0
1 = −DL

∂ψ

∂ξ1
and β0

1 = −DL
∂ψ

∂ξ2
. (15)

The recursive relations are given as

αm+1
s+1 = (C+

+ )m+1
s+1 (∂α

m
s

∂ξ1
− ∂βms

∂ξ2
) (16)

βm+1
s+1 = (C+

+ )m+1
s+1 (∂β

m
s

∂ξ1
+ ∂αms

∂ξ2
) (17)

αm+1
s−1 = (C+

−)m+1
s−1 (∂α

m
s

∂ξ1
+ ∂βms

∂ξ2
) (18)

βm+1
s−1 = (C+

−)m+1
s−1 (∂β

m
s

∂ξ1
− ∂αms

∂ξ2
) (19)

with

(C+
+ )ms = 2δ0(s−1)

m+ 1
m+ 1 + s

DL (20)

(C+
−)ms = 2−δ0s

m+ 1
m+ 1− sDL (21)

The astute reader may notice that amplitudes for even
sums s + m cannot be found through these relations.
However, the contribution from these terms are equal
to zero, because of the factor cm+s in Equation (6).
In other words, one can calculate all the amplitudes
needed from the aforementioned relations.

C. The Singular Isothermal Sphere (SIS)
The SIS model is somewhat similar to the point-mass

model as they both have circular symmetry. The SIS-
model however, assumes that the mass of the GL is dis-
tributed in a spherically symmetric shape rather than
concentrated at a single point. This means that the
final simplifications that were used to get the simple
equations (12) and (13) cannot be used for the SIS
model. However, we can use the recursive formulae
from the previous subsection, with the lens potential
given as

ψSIS(ξ) = RE

D2
L
ξ. (22)

In general it is determined by the mass distribution of
the lens.
Remark 1: Readers who inspect the source code will

note that we have omitted the factor DL in ψ, αms , and
βms (C+

±), and the right hand side of (6). The reason
for this is that they all cancel out. Verifying this is
tedious but straight forward.
The formula for the apparent position is also differ-

ent. From Eq. (5) it follows that

|ηapp| = |ηact|+
DSRE

DL
, (23)

and consequently

ξ = DL

DS
· |ηapp| =

DL

DS
· |ηact|+RE.
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IV. The simulator software

The simulator works with pixmap representations of
the source image and the distorted image. The Roul-
ettes model maps Cartesian co-ordinates in the lens
plane to polar co-ordinates in the source plane. Hence
it is trivial to generate the distorted image pixel by
pixel, by simply looking up the corresponding pixel
(light ray) in the source image. Fractional pixel co-
ordinates may be interpolated, but if high-resolution
images are used, this is not necessary. Even though the
distorted image is calculated in the lens plane accord-
ing to the Roulettes formalism, we project it back into
the source plane, so that the scale (size) is comparable
to the source image.
The simulator is implemented as a C++ library, us-

ing OpenCV for image manipulation. Front-end tools
are implemted in Python, using Pybind11 to wrap the
C++ library. There is a GUI tool, as shown in Figure 3,
and a command line tool to generate images in bulk.
The software is available in Open Source on github3

The simulator is a very simple object-oriented struc-
ture, where new lens and source models can easily be
added. The abstract Source class represents the source
image, with concrete subclasses for spherical and ellips-
oid lenses. These classes store the source image which is
generated upon instantiation. The abstract LensModel
class represents the gravitational lens with subclasses
for point mass and spherical (SIS) lenses. These classes
implement the distortion functionD(r, φ), and store the
distorted image as well as a reference to the source ob-
ject, An update method computes the distorted image,
which can be retrieved with a getter function.
The python wrapper does not expose the object

model. The CosmoSim class has setters for types of
lens and source models as well as all the relevant para-
meters. It exposes the Lens Model’s update method
and getters for the distorted and the actual image. This
reduces code size and simplifies maintenance, since we
do not have to keep wrapper classes for all the classes
in the C++ library. Still it gives complete access to all
the features of the simulator.
A critical step in the SIS model is to calculate all the

amplitudes αms and βms . We use Python to pre-generate
expressions for each (m, s) pair up to some maximum
truncation limit m0, using the sympy module to dif-
ferentiate ψ. The resulting algebraic expressions are
loaded by the C++ code from a text file and evaluated
numerically using the symengine library.

V. Results

The GUI interface (Figure 3) allows the user quickly
to experiment with different parameter settings, and
visually review resulting distorted images. For the cos-
mologist on the team, this has proved an invaluable
tool, particularly to develop intuition and develop a
deeper understanding of both the phenomenon (GL)
and the model (Roulettes). A particular point where

3The experiments reported here have used v2.0.2 at https://
github.com/CosmoAI-AES/CosmoSim/releases/tag/v2.0.2.

it proved useful was in understanding the convergence
ring and the spurious images which we discuss below.
Moreover, it has allowed us to verify the theory.
The spurious images is a model artifact. Calculating

the distorted images in the Roulettes formalism with an
even truncation threshold m0 produces m0 +1 spurious
images in a ring roughly centred on the local origin ξ.
The model is exact at the origin, and a good approxim-
ation in a neighhood around it. This is clearly seen in
the comparison of the exact point mass model and the
Roulettes approximations in Figure 4. On one hand,
these simulations show how well the Roulettes formal-
ism matches the exact solution, something which can
also be verified quantitatively by computing difference
images. On the other hand it illustrates the conver-
gence ring, outside of which the model is meaningless,
with the spurious images as a blatant example.
Asymptotically, when the number of terms m0 tends

to infinity, it can be shown that this ring has radius ξ
centred on ξ, and that it approaches the limit from the
outside. This result is provided by Clarkson (2016b)
and is called the ring of convergence. We can also see in
Figure 4 how the spurious images are smaller for large
m0. When the number of images tends to infinity, the
size of each one will tend to zero.
Figure 5 shows an example of the behaviour for differ-

ent degrees on lensing. When the distance ηact between
the lens (optical axis) and the source image is larger,
compared to the Einstein radius RE, the lensing effect
is weaker. If it is sufficiently large, the image fits well
inside the convergence ring and is a good representation
of the physical behaviour. For stronger lensing effects
(Figure 5d), we can see how the image is drawn out to-
wards the spurious image. Thus we have demonstrated
a limit for when the Roulettes formalism is satisfactory.
It should be noted that we are not limited to calculating
the roulette model in the centre of the image, at ηapp
or ξ. We can choose any point in the lens plane as
the origin and calculate the corresponding point in the
source plane using ray tracing. This has been verified
both algebraically and experimentally.
Knowing the exact location and size of the con-

vergence ring, we can speed up calculation by omit-
ting pixels outside the ring. The distortion equation
(6) is computationally expensive (depending on image
size and m0). This masking is made optional in the
tools. Without the masking, the GUI is usable around
m0 = 16 for 512 × 512 image size, but it quickly gets
irresponsive for m0 ≥ 20. With masking the GUI is ac-
ceptably responsive up to at leastm0 = 50. These tests
have used a desktop computer with an AMD Ryzen 9
5900X 12-Core Processor at 2195.8MHz. The image
size of 512 × 512 is, of course, a lot higher than typ-
ical empirical images, but the high resolution may be
important for the testing of the theory.
For a more objective performance test, we have done

bulk generation of images, using the same desktop com-
puter. Generating 1000 images at 400× 400 resolution
took 35½s walltime and 10 minutes 5 seconds CPU
time for m0 = 16. For m0 = 50, it took 4 minutes 38
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Fig. 3: The GUI for the Simulator.

(a) Source Image (b) Exact model

(c) Roulettes with 10 terms (d) Roulettes with 20 terms

Fig. 4: Examples with a spherical source and point
mass lens; DL/DS = 50%, ξ = 22, θ = 45◦, RE = 14,
σ = 7.

seconds walltime and 81 minutes 24 seconds CPU time,
and for m0 = 150, 44 minutes 41 seconds walltime and
11h19 CPU time. This is very acceptable, although
interactive applications may not be able to go much
above m0 = 50. For the purpose of machine learning,
the training set generation is negligible compared to
the training time, as it should be.

(a) Source Image ξ = 20 (b) Distorted image ξ = 20

(c) Source Image ξ = 5 (d) Distorted image ξ = 5

Fig. 5: Examples with a spherical source and SIS lens,
with different source positions; DL/DS = 50%, θ = 45◦,
ξ = 24, σ = 7.

VI. Impact and Conclusion

Our simulation model provides a computational rep-
resentation of the algebraic Roulettes formalism (Clark-
son, 2016a). An important motivation has been to
bridge the gap between computer scientists and phys-
icists, by developing a model which is meaningful in
both domains. This is a necessary first step to open
up this important research field from cosmology for a
wider community, most importantly for machine learn-
ing which may be able to invert the distortion function.
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(a) Source Image (b) 10 terms

(c) 50 terms (d) 150 terms

Fig. 6: Examples of the spurious images for various
numbers of terms; DL/DS = 50%, θ = 135◦, ξ = 12,
RE = 8, σ = 7.

While a range of simulators exist, this is the first
one to visualise the roulette formalism, and the use of
the visual interface has helped clarifying several aspects
of the formalism, such as the convergence ring. Bulk
generation of images is done more efficiently using the
ray-tracing equation directly. This has also been im-
plemented (v2.1.0) to be readily available open-source.
We do not compete with simulators like Lenstronomy
(Birrer & Amara, 2018) and PyAutoLens (Nightingale
et al., 2021), which provide comprehensive modelling
and model-fitting for strong lensing systems. Instead,
our intention is to provide a tool to test and develop
the roulette formalism further, and eventually use it to
develop new and more efficient techniques for lens mass
reconstruction in complex cluster lenses.

We have not given any results on machine learning.
The first rudimentary tests are promising, but more
work is needed before it is ready for discussion. In the
future, we hope to train models to predict the Roul-
ette amplitudes (αms , βms ) which provide a local, high-
order description of the lensing potential ψ in a selected
point, and in turn use this to postulate expressions for
ψ. Meanwhile, the simulator has other uses, as a visual
tool for testing and exploring hypotheses in cosmology.
Somewhat unanticipated, our simulations have revealed
problems and limitations in the Roulettes formalism,
and thus identified needs for further research.

This work is a mere starting point, leaving several
interesting open problems. Development of machine
learning models to reconstruct the lens profile and pos-
sibly the source image has already been mentioned. To
achieve this, we will also have to adapt our system to
simulate the noisy, low-resolution data in real images of

the night sky. An independent line of research is com-
putational models for a broader range of lens models
including cluster lenses.
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ABSTRACT 

Grid-interactive efficient buildings (GEBs) can provide 

flexibility services to the grid through demand response. 

This paper presents a novel predictive modeling 

methodology to estimate the availability of electrical 

demand flexibility in GEBs under demand response 

schemes. In this context, a physics-based energy 

simulation model of a reference building, considering the 

cooling demand in the summer season as the flexible 

load, is utilized. Accordingly, the impact of increasing 

the indoor setpoint temperature by 1.5 °C (for a 

maximum of 3 hours per day), which enables the demand 

side flexibility with a reduction of the cooling 

equipment’s electrical load, is simulated. Next, each 

demand response event is gathered, sorted, and then used 

to train the model to predict similar future events over the 

same time horizon in the following days. For this 

purpose, a deep neural network model trained using an 

expanding window training scheme is utilized to predict 

(15 minutes before the event) the load in the next 3 hours 

while undergoing the flexibility scenario. It is 

demonstrated that, with four months of training data, the 

model offers a promising prediction accuracy with a 

Mean Absolute Percentage Error (MAPE) of 3.55%. 

 

INTRODUCTION 

The energy systems in recent years have undergone 

fundamental changes driven by the integration of 

renewable energy sources (RES). By 2020, 22% of the 

European Union’s (EU’s) energy consumption was 

provided from renewables (European Commission 

2022c), but new targets have been proposed to achieve a 

share of 45% by 2030 (European Commission 2022b). 

Traditionally, electricity production has been vertically 

integrated between the large power plants and end-users, 

with only a one-way flow from the transmission to 

distribution lines. Given the vertical structure of the 

electric grid, the Distribution System Operators (DSOs) 

were responsible for dealing with security issues in their 

network development methods. However, this 

configuration has been transforming lately, with 

expansion in decentralized production boosted by 

implementing renewable energy sources in the 

distribution nodes (Knezovic et al. 2015; EvolvDSO 

2014). 

 

The high penetration of RES, such as photovoltaics (PV) 

and wind generation, with their intermittent and 

unpredictable nature (Koltsaklis et al. 2017), has created 

new challenges for real-time balancing in the grid 

between the demand and supply side without interrupting 

the advancement of decarbonization and efficiency 

(Minniti et al. 2018).  

Thus, the paradigm has changed and moved to a 

coordinated action between the DSOs and the 

Transmission System Operator (TSO) to balance and 

secure the system by integrating new flexibility 

measures.  

Therefore, grid-interactive efficient buildings 

(Neukomm et al. 2019) under the demand response (DR) 

scheme are presented. Buildings consume 36% of the 

worldwide primary energy produced (Santamouris and 

Vasilakopoulou 2021), up to 38% of which is attributed 

to the consumption of heating, ventilation, and air 

conditioning (HVAC) types of equipment, regarded as 

Flexible Loads (FLs) (González-Torres et al. 2022). 

Thus, the buildings that offer demand response 

employing the flexibility of the corresponding HVAC 

load, as individual participants or aggregated with other 
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entities, can become active bidders in the forthcoming 

flexible markets. Furthermore, the increasing penetration 

of smart meter readers across Europe (Bularca et al. 

2018), the growing number of smart/IoT devices, and the 

recent notable progress in the area of artificial 

intelligence are permitting the application of demand 

response strategies and forecasting the energy flexibility 

in buildings (Sharda et al. 2021). 

Flexibility in Energy Markets 

Currently, several markets for energy balancing, such as 

day-ahead or ancillary markets, are provided and 

coordinated by market operators strictly related to the 

TSO (EU4Energy 2020), with different bidding periods, 

contracts, and payment options in different countries. 

The integration of demand-side flexibility into the 

historic markets is still a subject under investigation 

owing to two existing core issues: first, the minimum size 

for biding, which expands the necessity for aggregating 

the actors to be part of a reserve market such as the 

manual Frequency Restoration Reserve (mFRR) that is 

the current Swedish flexibility project Sthlmflex 

(Chondrogianniset al. 2022); and secondly, the need for 

scheduling the load dispatching or reduction to be part of 

day-ahead balancing markets or congestion management 

markets controlled by DSOs.  

It is worth mentioning that the mFRR project previously 

mentioned allows the implementation of flexibility 

schemes, giving extra benefits based on the accuracy that 

the flexibility is delivered: a total payment of the 

delivered flexibility when the provider has been able to 

provide at least 80% of the flexibility scheduled, 

reducing then linearly the payment to 40%, and no 

payment if the provided flexibility is below 40%. 

Additionally, countries like the Netherlands with the 

GOPACS project (GOPACS 2019; Chondrogianniset al. 

2022) and Germany with the Enera Flexmarkt 

(Chondrogianniset al. 2022) have developed other 

projects to integrate demand flexibility under existing or 

new energy markets. In both cases, they provide short-

term local flexibility markets for congestion management 

following the intraday market gate closure time, with 

nominal values starting from 1 hour to 15 minutes. More 

regulated and rigid markets, such as the Italian ARERA, 

have started projects to include aggregated and non-

aggregated distributed energy resources (e.g., demand 

side flexibility) as a part ancillary service market with the 

ongoing project UVAM (Unità Virtuali Abilitate Miste, 

i.e., virtually aggregated mixed units) (Gulotta et

al.2020). Schwidtal et al. 2021 emphasized the positive

effect of the involvement of decentralized flexibility in

the Italian market, highlighting the need to reduce the

minimum bidding size of 1[MW] to extend the potential

for new flexibility resources.

Demand Flexibility in Grid-Interactive Efficient 

Buildings (GEBs) and the Need for Penalty-Aware 

Demand Prediction 

Grid-interactive efficient buildings (GEBs) are a 

category of energy-efficient buildings that provide 

demand flexibility by optimizing energy costs, network 

services, and occupants' needs and preferences with the 

integration of smart devices (Neukomm et al. 2019). 

GEBs can manage their demand and generation based on 

external grid signals such as price, CO2 emissions, or grid 

congestion (Jensen et al. 2017; Reynders et al. 2018). To 

allow this, the building should be capable of 

reducing/increasing its consumption following the 

requirements of the signal in a given period, which can 

be in the order of seconds (e.g., ancillary services, power 

control, or frequency containment) or for more extended 

periods that can go from 15 minutes to 1 hour to dispatch 

energy flexibility.   

Junker et al. 2018 named the load under a demand 

response scheme or penalty-aware demand as a flexibility 

function (FF), described in the following equation:  

𝐹𝐹 = ∑ (𝐸𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒,𝑡 − 𝐸𝑝𝑒𝑛𝑎𝑙𝑡𝑦−𝑎𝑤𝑎𝑟𝑒,𝑡)𝑇
𝑡=0  (1) 

Where, in period T of signal-aware demand, the energy 

that the building can provide is the difference between 

the estimated baseline energy demand of the building and 

the penalty-aware demand. 

Figure 1 illustrates the flexibility function, showing that 

in the period of unaware-signal demand, the function 

follows the typical baseline consumption, but when the 

building is aware of the signal, the load is reduced for an 

established period. Then a rebound effect is created when 

penalty-aware equipment returns to its normal behavior. 

Figure 1: The representation of the Flexibility Curve (FF) 

(Junker et al. 2018) shows the expected load behavior of 

buildings when flexibility is implemented in response to 

grid signals. 

Hence, if we consider one or more grouped buildings as 

active participants in energy-flexible markets, it is 

necessary to establish the amount of flexibility in terms 

of energy and time that this building/s can provide. For 

that, it is essential to develop predictive models for the 
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baseline consumption and penalty-aware demand; the 

latter one is the focus of this work. 

CASE STUDY 

This work presents a novel approach for predicting 

demand response events in GEB, aiming to provide new 

sources of flexibility (upward and downward) for 

congestion management, tertiary services, or balancing 

of the grid. Therefore, a physics-based energy simulation 

is performed considering setpoint management to 

simulate the grid's penalty signal, creating a demand 

response event that involves a reduction in the energy 

consumption of the legacy HVAC equipment in the 

selected building. Accordingly, this general approach 

proposes load-shifting based on setpoint modifications as 

demand –side flexibility strategy, which is applicable 

from grid balancing markets (as an active participant in 

the bidding process) till voluntary energy/price efficient 

schemes for building management. 

 

Next, the local time series associated with the demand 

response scenario is utilized for training a deep neural 

network that can predict 15 minutes prior to the signal 

application (1 timestep of base electrical consumption) 

and the demand response scenarios for up to 3 hours (12 

timesteps of 15 minutes each), allowing the forecasting 

of the flexibility event from 15 minutes before it could 

happen. The training is based on the time-dependent 

values of solely three features: electrical consumption, 

solar radiation, and outdoor temperature of the previous 

20 hours before the DR event happens, which are 

considered as inputs for the neural network. 

 

DEEP LEARNING CONCEPTS 

The current section will present the basic theory used in 

the development of deep learning (DL) models for the 

prediction of the flexibility curve. 

 

Neural Networks 

Artificial neural networks (ANN) consist of fully 

interconnected neural networks under a parallel scheme 

(see Figure 2), where the first layer represents the inputs 

with which our model will be trained; the last layer 

corresponds to the output layer, which can have one or 

more neurons if multiple predictions are needed; and 

finally, it can include a set of intermediate hidden layers 

that increase the complexity of the model (Jain et al. 

1996). Each subsequent layer calculates the previous 

layer’s output, passing them to the next one until the last 

layer is reached. 

 

 
Figure 2: Typical structure of two hidden layers feed 

forward neural network. 

 

In the frame of this work, Multi-Layer Perceptron (MLP) 

(Murtagh 1991), a feedforward neural network 

commonly employed when sequential data needs to be 

processed (e.g., time series), is used. The workflow 

involved in the MLP training consists of calculating the 

associated weights with forward propagation and 

optimizing the model using the Stochastic Gradient 

Descent (SGD) with backward propagation. The loss 

gradient concerning the model’s weights is recalculated 

multiple times to minimize the loss and improve the 

model’s accuracy. 

Expanding Window Multi-Step Forecasting 

The training procedures utilized in this work correspond 

to an Expanding Window (Bergmeir and Benítez 2012) 

with multi-step forecasting. Here the forecast horizon is 

extended with each new data point becoming available, 

training the model gradually over time, emulating the 

online learning process. 

 

Multi-step forecasting is used when long-term 

forecasting is required to forecast long periods (Masum 

et al. 2018; Abedi and Kwon 2023). The application of 

multi-step forecasting is exemplified in Equation 2, 

where at a current time t, a model M trained with the data 

of the earlier n time steps to forecast τ time steps forward. 

 

𝐹𝑡+𝜏 =  𝑀(𝑡, 𝑡 − 1, . . . , 𝑡 − 𝑛 + 1)                   ( 2 ) 

It is important to consider that the case of expanding 

windows corresponds to a modification of time-series 

cross-validation; thus, the process of online training 

using expanding windows is equivalent to the validation 

process. 

METHODOLOGY 

The current section presents the methodology for 

generating the demand response scenario and the 

predictive model development. 

150



 

 

Physics-based Simulation 

For the development of this work, first, a physics-based 

co-simulation has been carried out using EnergyPlus 

V9.4 (Crawley et al. 2001) and its Python API (U.S. 

Department of Energy 2021) to exemplify the electrical 

consumption of a small office building (see Fig. 3) under 

a penalty-aware demand response scheme. The 

simulation consists of a sub-hourly frequency simulation 

of 4 timesteps per hour (every 15 minutes) and only in 

the summer season, from June to September. The 

frequency of the energy simulation's timesteps has been 

chosen per the information provided by the European 

Commission 2022a., where it is established that a 

minimum sampling frequency of 15 minutes is expected 

to be provided by the smart electric meter. 

 
Figure 3: Sample office building used on physical-based 

simulations in EnergyPlus. 

 

The model is a reference building model developed under 

the ANSI/ASHRAE/IES Standard 90.1 (ASHRAE 2010) 

representing small office buildings and provided by a 

study conducted by Deru et al. 2011. The complete 

specifications of the building are presented in Table 1. 

 

Table 1: Description of the building used in the physics-

based simulations in EnergyPlus. 

 

Type Office 

Location Rome, Italy 

Total Floor Area 510 [m2] 

Window Fraction 24.4% for South and 19.8% others 

Heating type 
Air-source heat pump with gas 

furnace as backup 

Cooling type Air-source heat pump 

Thermostat Setpoint 24°C Cooling/18°C Heating 

Thermostat Setback 30°C Cooling/15°C Heating 

 

The demand response scenario is generated by modifying 

the cooling setpoints’ thermostats in the different thermal 

zones of the building, with an increase of up to 1.5°C in 

a limited period. Therefore, a decrease in the electrical 

consumption related to the cooling system is produced 

with a posteriori rebound effect by the return to the 

typical setpoint temperature values in the zones. In the 

scope of this research, the penalty signal is triggered 

every weekday at 3 p.m.; thus, the prediction horizon of 

three hours will include 12 timesteps between 3 p.m. and 

6 p.m. There is one extra timestep between 2:45 p.m. and 

3 p.m., considering that the goal of the simulation is to 

allow the prediction of the possibility of providing 

flexibility 15 minutes before it occurs. 

Demand Response Prediction 

The second part of the work contains the data gathering 

obtained from the simulation and the development of 

predictive pipelines with Deep Neural Network models 

using Python and TensorFlow (Abadi et al. 2016) for 

predicting the time window in which the demand 

response is generated. 

 

Consequently, the predictive model is trained using the 

sequential data of electrical consumption, outdoor 

temperature, and solar radiation from 18:30 (the day 

before) to 14:30 (the current day), summing 80 triplets 

for a sampling frequency of 15 minutes, equivalent to an 

input of 240 features. The testing scenario considered an 

expanding window training with an online learning 

approach, emulating a real-time model deployment. 

Thus, the model is retrained each time a new flexibility 

event occurs, expecting an improvement in the model’s 

overall accuracy with the sequential addition of data. 

 

The novelty of this approach lies in predicting each 

timestep when the demand side response is generated, 

avoiding the error propagation that multiple predictive 

models can have when calculating the possible available 

energy flexibility. To accomplish this, a neural network 

is modeled with 240 perceptrons in the input layer, two 

hidden dense layers with 128 perceptrons with RELU 

activation, and a final layer with 13 outputs 

corresponding to each time step of the demand response 

event with linear activation. Additionally, the Adam 

optimizer, a variation of stochastic gradient descent, is 

employed to minimize the error in the training of the 

network. 

 

Mean Absolute Percentage Error (MAPE), presented in 

Equation 3, is implemented for calculating the training 

and test performance in each time window, considering 

350 epochs for the optimization. In the equation, y and �̂� 

refers to the real and predicted values, respectively, while 

n represents the total number of data included in the 

evaluation. 

 

𝑀𝐴𝑃𝐸 =
100%

𝑛
 ∑ |𝑦−�̂�

𝑦
|                                       ( 3 ) 

RESULTS AND DISCUSSION 

This section presents and discusses the results of the 

proposed deep learning model for forecasting energy 

consumption under penalty-aware events. The results are 

shown using Mean Absolute Percentage Error (MAPE), 

considering the accumulative results of only the first 

hour, the first two hours, and the overall three hours of 
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prediction for the testing set to demonstrate the impact of 

increasing the prediction horizon.    

Table 2 shows the statistical results in terms of average 

MAPE for the training and testing of the DL model. The 

training of the considered model consists of 75 different 

window lengths, starting with only two flexibility events 

for the first training and then finishing the last training 

with 77 events, increasing one by one over time, 

simulating online learning. Figure 4 displays the 

distribution of MAPE obtained for different horizons of 

predictions and the training error. 

 

Table 2: Statistical information for test and training 

error, considering the forecasting horizon from 1 to 3 

hours ahead. all the results are in percentage [%]. 

 

Metrics 
Test [%] 

Training [%] 
1 hour 2 hours 3 hours 

Mean 2.75 2.46 3.55 2.66 

Std 2.75 1.87 1.95 0.45 

Min 0.15 0.50 0.63 1.7 

Max 14.72 10.19 11.01 3.92 

 

 
Figure 4: Boxplot representing the mean absolute 

percentage error obtained in training and testing one 

hour ahead, two hours ahead, and three hours ahead of 

the forecasting model. 

 

The prediction 3 hours ahead presents an average MAPE 

accuracy error of 3.55% for the total tested data, with a 

standard deviation of 1.95%. The average error is low 

considering, for example, the Sthlmflex project, where 

they have set a full payment if the flexibility source can 

dispatch at least 80% of the scheduled flexibility. 

Nevertheless, the error in some cases reached a minimum 

of 0.63% and a maximum of 11.01%.   

 

Next, for the prediction of one hour ahead and two hours 

ahead, we obtain similar average values of 2.76% and 

2.46%, respectively. But in the first case, the standard 

deviation is around 0.9 points higher since there exists a 

larger number of outliers in the predictions, with seven 

predictions having between 6% to 14.72% error. Thus, 

the error increases because the penalty signal induces a 

sudden change in behavioral patterns of the load time 

series, which has a non-linear dependency on the outdoor 

variables when part of the load is given by the cooling 

equipment. Therefore, accuracy improves once the model 

is retrained with the new flexibility event. 

 

In Figure 5, the error variation as the training window 

expands is observable. Initially, it is expected to have 

poor accuracy since the training data is not abundant. But 

given that the flexibility has been triggered at the same 

hour every day, it is probable that the weather conditions 

are similar for the first data; thus, the error in all the 

predictions is reduced. Then, in the northern hemisphere, 

the temperatures increase from June to August, then 

decrease towards September, corresponding to the last 

trained data in the model. Therefore, an increase in the 

testing error and the dispersion of the forecasted data is 

expected, given that the cyclical behavior of the weather 

is not totally generalized by the model, which also can be 

observed in the training values, where the error increases 

up to 3.92%.   

 

 
Figure 5: Mean absolute percentage error represented in 

the training process, considering the predictions 1-hour 

ahead (top), 2-hours ahead (middle), and 3-hours ahead 

with training score (bottom). 

 

Additionally, as expected, the average accuracy of the 

result is higher when the forecasting horizon increases, 

while having a higher error when three hours are 

predicted and the lowest error for the forecasting two 

hours ahead. In the case of a one-hour ahead prediction, 

as already mentioned, the error is highly influenced by 

the sudden drop in the electrical load. 

 

Finally, Figure 6 shows an example of the predicted 

versus actual demand response event for three hours. 

Between time steps 0 and 2, the load reduction is 
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observable, with a rebound until timestep 6, when the 

system returns to its normal baseline load. 

 

 
Figure 6: Example of the predicted period for a penalty-

aware demand event. 

 

CONCLUSION 

This work presented a novel methodology for predicting 

the electrical consumption of a single office building 

under a demand response scenario triggered by a 

simulated penalty-aware signal from the grid. For this 

purpose, a physics-based simulation was conducted to 

emulate the load dispatching associated with the legacy 

cooling equipment of the building. The penalty signal is 

applied as a setpoint modification, allowing an increase 

of 1.5 °C for a maximum duration of three hours. Next, 

the demand response events are gathered and used to 

train a deep learning model based on a Multi-Layer 

Perceptron structure and an expanding window training.   

The study demonstrated promising results for all 

prediction horizons, which is 1, 2, and 3 hours ahead into 

the event, with a maximum average Mean Absolute 

Percentage Error of 3.55% for the testing in the whole 

period and 2.66% in the training process. There was no 

indication of significant overfitting of the model, even 

when the expanding window approach does not simply 

allow the hyper parametrization of the model. 

 

The sudden load reduction in response to the signal had 

an expectable effect on the predictions, where the 

predicted values in that period (one hour ahead) showed 

a higher average error and higher dispersion of the 

predictions than when the forecasting two hours ahead 

was considered. The error's dispersion increased towards 

the September training period, when the temperature and 

radiation started to decrease, making the model unable to 

generalize as accurately as before. Thus, it is essential to 

consider new features that can complement the model’s 

generalization toward cyclical data in future works. 

Finally, forecasting demand response events can be 

further expanded to consider its application in different 

moments of the day, making the deep learning model 

more generalized. Additionally, scenarios can be 

considered when the heating equipment load is 

considered flexible, spreading this work application in 

different weather conditions. Demand response 

forecasting, together with the baseline prediction, is 

required for accurate accountability of the flexibility that 

a building can provide, which can open further options to 

be part of the future of local flexibility markets. 
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ABSTRACT 

Hydrodynamic simulation of marine structures is a 
complex and time-consuming task that requires large, 
refined models to accurately estimate the behavior of 
ships. During the conceptual phase, therefore, these 
estimations may be more efficient if done with a mix of 
surrogate models and simplified simulations. We believe 
that AI and the web environment can contribute to 
providing a more precise answer and fast solution, 
especially when the design domain can be narrowed and 
properly estimated. This paper shows an attempt in this 
direction, describing a web-based real-time flow 
simulator that is composed of a Tenforflow.js-based 
convolutional neural network model with an image-based 
hull form representation. Some case studies demonstrate 
the advantages of a novel web-based prototyping 
environment in the conceptual and initial design of ships. 
The image-based hull form representation method with a 
convolutional neural network enables the design of not 
only main dimensions but also local shapes in an 
interactive web-based concurrent engineering 
environment. Our approach extends the neural network 
model of wake flow estimation to models of the 
prediction of resistance and pressure distributions on the 
hull surface and develops a novel web-based prototyping 
environment for the conceptual and initial design of ships. 
 
THE PROBLEM OF DEMANDING 
HYDRODYNAMIC  SIMULATIONS IN MARINE 
ENGINEERING 

Design for the marine environment is a collaborative 
process that involves multiple disciplines, summarized 
by Andrews (2018) as the S5: stability, speed 
(propulsion), structure, seakeeping and style. A software 
system can modularize and classify individual disciplines 
as a separated analyses; nevertheless, a designer must 
later integrate multiple solutions into a whole ship model 
(Calleya et al., 2016). This true-model, shared among key 
stakeholders, is provided in a series of 3D/2D models, as 
well as CAD/CAE results, with different level of fidelity 
according to the lifecycle phase of the design (Gaspar, 
2019).  
 

One bottleneck in this iterative process is the 
hydrodynamic assessment of the hull, exemplified in the 
rest of this article by the case of the flow simulation 
around the ship and propeller. Such analyses are 
paramount to determine important ship performance 
indicators, such as selection of the propulsion system, 
fuel consumption and seakeeping. This calculation is 
usually time-demanding, based on Reynolds-averaged 
Navier-Stokes (RaNS-based) Computational Fluid 
Dynamics (CFD) methods. Specially during early stages 
of design, such time-demanding analyses may hinder the 
realization of multidisciplinary optimization and 
concurrent engineering. Therefore, dependeing on the 
stage that a project is, it may wise to introduce multi-
fidelity models, including surrogate models. Modern 
methods goes one level up above the traditional 
regression tables from the previous decades, using now 
machine learning (Ichinose, 2022). This is crucial for 
substantially reducing design time and expanding the 
explorable design space. 
 
The main objective of this paper is to combine modern 
approaches to tackle accurate hydrodynamic simulations, 
such as the work from Ichinose (2022) in a interactive 
and responsive web-environment, previously discussed 
by Fonseca and Gaspar (2019) and Gaspar (2017). We 
developed a web-based real-time flow simulator to 
realize concurrent engineering in the conceptual and 
initial design stages by surrogating the time-consuming 
RaNS-based CFD calculation with a convolutional neural 
network (CNN) model that is based on Tenforflow.js. 
This surrogate model not only enables the prediction of 
propulsive performance, which is an update to the 
standard design chart or regression formula, but it also 
enables the prediction of pressure distribution on hull 
surfaces and wake flow behind the ship, which is 
essential for propeller design.   
 
A PRAISE FOR WEB-BASED SIMULATION 

Fonseca and Gaspar (2019) summarizes, at the 33rd 
ECMS, the advantages of a web-based environment. It 
gives advantages regarding sharing, compatibility, open 
source development and interactivity of engineering 
simulations. The fact that it is possible to share web 
simulations with anyone who has access to an internet 
connection, without the need of installing new software, 
check licenses or configuring a server, makes the 
approach convenient to give distributed users access to 
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the same model. This centralization also allows unified 
support of the application, as once the developer deploys 
a new version of the source code online, all users 
instantly obtain access to it. 

Moreover, compared to traditional engineering 
programming environments, web technologies provide 
more options and freedom for the creation of 
sophisticated user interfaces. The developer of a web 
application may use sliders, text fields and buttons to 
gather inputs from the user. Results can be presented as 
formatted text, tables, plots or interactive visualizations, 
either 2D or 3D. By changing the CSS, the same code can 
be used for desktop, mobile (app) or tablet. Multiple 
textual and graphic elements can be combined in 
dashboards to present a cohesive experience to the user, 
allowing them to vary inputs and observe the effects of 
the variation on the results in real-time. 

Using JavaScript as main pillar (Gaspar, 2017) allows the 
extensive use of available open libraries, e.g., for solution 
of mathematical models, creation of 2D plots and 
rendering of 3D scenes. As this is aimed at the human 
user, interactive GUIs is a key point, allowing the 
simulations to convey meaning easily to users, including 
those who do not have an engineering background. 

The technology is backed by the big tech-companies, and 
nowadays JavaScript runs fast. A regular consumer 
laptop, or even a smartphone, is capable of executing the 
applications in real-time, solving the mathematical 
models and rendering the 3D scenes. Given the scope of 
the examples observed in Gaspar (2018; 2022), this 
includes simultaneous solution of differential equations, 
manipulation of 3D geometries and rendering of textures 
in the web browser. For such reasons, it becomes 
apparent that the approach is usefull, while still provides 
unexplored potential for further work. In this sense, we 
plan to explore the inclusion of neural networks (NN) via 

TensorFlow (https://www.tensorflow.org/), combined to 
existing optimization work towards more efficient 
hydrodynamic simnulation from Ichiniose (2022). 

FLOW PREDICTION BASED ON A 
CONVOLUTIONAL NEURAL NETWORK 

The hydrodynamic example here used to proof the 
concept is the flow prediction of a ship, based on a 
convolutional neural network. 

The flow simulation for ship design can be broken down 
into simulations of waves, propellers, and viscous flows. 
Of these three, the wave and propeller simulations are not 
much of an impediment to integrated design since they 
can be estimated with good accuracy using potential 
theory, which can be computed in a few minutes. On the 
other hand, a viscous flow simulation takes more than a 
few hours, because it should solves the nonlinear 
equation of Reynolds-averaged Navier-Stokes (RaNS) 
and the flow simulation with a high Reynolds number 
(actual ship 108-9, model ship: 105-7) necessitates 
detecting complex flow characteristics in a very thin 
surface layer on the hull. This causes drastically 
increasing the grid size. Moreover, contrary to wave 
simulation, viscous simulation should consider the 
interference effects of hull form and propeller shape. The 
interaction between the propeller and the flow field 
generated by the hull, known as the wake field, increased 
the propeller's performance by about 20%, allowing the 
propeller to be installed at the back of the ship (Carlton, 
2007). This interaction has a significant impact on fuel 
consumption and vibration, both of which are important 
factors in ship performance. In addition, despite the 
design for wave-making, the design for viscous flow 
should be accomplished in collaboration between a hull 
form designer in a shipbuilding company and a propeller 
designer in an equipment manufacturing company. 
Therefore, the viscous simulation of wake fields is one of 

Figure 1: Comparison of data flow between conventinal CFD analysis and convolutional NN model prediction 
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the root causes of stacking the entire ship design process, 
is the bottleneck of the expansion of the explorable 
design space, and hinders multidisciplinary optimization 
within the S5. 
 
Figure 1 illustrates the conventional framework of CFD 
calculation and proposes a neural network model as an 
alternative. Given that a three-dimensional surface has 
theoretically infinite shape parameters, it is difficult to 
generate a hull form automatically; therefore, each hull 
form is created by hand using CAD by a team of experts. 
Experts continue to create the hull shape and evaluate it 
using time-intensive CFD until the hull reaches the 
desired level. In this process, the conventional design 
system dismisses these candidates as unqualified for a 
design restriction, but they have the potential to be 
qualified hulls in another design condition and to be 
composed hulls from a database containing design 
knowledge from experts. 
 
The proposed system collects these legacy assets and 
employs them to construct a CFD surrogate model. In 
addition, the database of hull forms can be automatically 
expanded by the hull form blending method, which can 
generate a new hull form by morphing multiple hull 
forms, as proposed by Ichinose (2022) and Kim et al. 
(2019) . The surrogate model of a neural network is 
intended to be trained by these shipbuilding company or 
design firm assets. A shipbuilding company's surrogate 
model enables fast and accurate simulation of similar 
ship variations, which may be the most common of all 
design patterns in a particular shipyard due to the 
facility's limitations in terms of ship sizes and types. Even 
if a yard wants to design a novel ship type that is not in 
its database, a dataset and trained model from another 
ship yard or design farm could be traded, creating a new 
market for the transaction of design knowledge that is 
typically discarded during the design process.  
 
Ichinose (2022) proposed a CNN model for wake field 
prediction that, when the NN training is done, can be up 
to 105 times faster prediction than the RaNS solver with 
similar accuracy. To realize this prediction model, it was 
used an image-based hull form representation (IHR) 
method for representing three-dimensional curved 
surfaces that is suitable for machine learning, where a 3D 
hull is transformed into a RGB image. The idea behind 
the representation is to map a three-dimensional surface 
to two-dimensional structured data with (x, y, and z) 
values using a structured grid surface. This data can be 
translated into the same structure as image data, which is 
expressed by three primary colors on the vertical and 
horizontal pixels (cyan, magenta, and yellow). This 
method has significantly enhanced the quality of shape 
representation in artificial neural networks.  
 
Traditionally, design charts, empirical regression 
formulas, or in-house hull shape criteria are employed in 
the initial design stage to predict propulsion performance. 
Since parametrization of complex three-dimensional 

surface shapes is challenging, hull forms are represented 
by limited shape parameters with few parameters, such 
as dimensions or shape coefficients, which hinders the 
high-resolution consideration of local shapes and holistic 
design. The IHR and proposal prediction methods enable 
the capture of an entire form with high resolution by 
handling three-dimensional surface shapes with more 
than a few thousand parameters. This high-resolution 
illustration also fits very well modern NN models, as 
many of them are designed to receive an image as input. 
 
In addition, whereas the design chart or empirical 
regulation formula generates only a scalar value of the 
results in prediction, such as the resistance coefficient, 
the proposed method can generate not only a scalar value 
but also a pressure distribution or flow field, which is 
enabled by the generative network architects of the 
present neural network. This significant advantage has a 
substantial impact on the design of other fields. The flow 
field, for example, can be used as a detailed and specific 
design condition for propeller design, and structural 
engineers can use the distribution of forces on the hull as 
a key input for structural design. 
 

 
Figure 2: Overview of a surrogate model of ship flow 

simulation by CNN. 
 

Our work here extends the IHR-CNN method from the 
estimation of wake flow to the prediction of resistance 
and pressure distributions on the hull surface, as shown 
in Figure 2. The architectures of the proposed models for 
predicting wake flow field, pressure distribution and 
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resistance are depicted in Figures 3, 4, and 5, respectively, 
all based on Ichinose (2022). All models have identical 
encoder parts, which are indicated with a gray 
background and are used to detect hull form information. 
The decoder parts are modeled using the DCGAN 
network (Radford et al., 2016). 
 

 
Figure 3: Architecture of neural network for prediction 

of wake distribution (Ichinose, 2022). 
 

 
Figure 4: Architecture of neural network for prediction 

of pressure distribution. 
 

 
Figure 5: Architecture of neural network for prediction 

of resistance coefficient (Cx). 
 

The loss function for the training is mean square errors of 
each of the flow velocity, the surface pressure, and 
resistance value, respectively. As the solver of 
optimization to reduce the loss function in the training, 
Adam method is applied in traing of all models.  

 
Tensorflow, wrapped by Keras in a Python environment, 
is used to build and train the convolutional neural 
network model on the powerful GPU machine in our 
facility. The trained model is exported as a JSON file to 
the TensorFlow.js in JavaScript environment. 
 
FAST AND INTERACTIVE FLOW PREDICTION 
–  SIMUALTION VIA WEB 
 
Our vision of web-based concurrent engineering expects 
the realization of a collaborative design environment 
involving your coworkers, customers, and various 
stakeholders in the new design discussion. To avoid 
disrupting a discussion regarding a new design, it is 
preferable to respond to the simulation result for the new 
design within a few seconds. Therefore, this paper 

defines fast as a couple of seconds of simulation response, 
almost as real-time feedback. To achieve interactivity 
and responsiveness, we make use of the modern GUI 
toolset for the web (HTML + CSS + JavaScript; Gaspar, 
2017). A great example is the use of oninput fuctions in 
sliders, which leads to a very intuitive way to modify 
variables, and the real-time update recalculates 
automatically every plot. It requires no compilation, no 
run button, no external installation, runs direct from the 
browser, can be shared online (in a standard configured 
webserver) or private (with .HTML file and additional 
libraries). From the user’s point of view, it requires 
almost no explanation when the GUI is made properly – 
sliders change variables, which changes the simulation 
and updates the plots. 
 
Figure 6 exemplifies shows the parametrization of a hull 
is done with two inputs, Sectional area curve in aft part 
and ship breadth. Each new value on the slider calls a 
function that updates in real time the 3D plot and wake 
prediction result (https://nmri.ntnu.co/spp/spp.html). 
 

 
Figure 6: Slides are used to interact with the simulation 

and explore de thesign space 
 

 
Figure 7: Pseudocode for the function in each slide. 

 
A pseudo-code representation of the iteration is shown in 
Figure 7. Prediction is invoked whenever the hull's 
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class Hull { 
 . Class represent a hull form 
 constructor(hullTensor, dataInfo)  

. Construct Hull class instance from 
hull data of tensor format 

} 
 
function changeHull() 

. READ user manipulated parameters  

. CREATE target hull form based on the 
parameters by blending method. 

 return hull 
 
function predict()  

. READ tensorflow.js model from external 
file 

. CALL changeHull() 

. CALL predict in tensorflow.js function 

. PLOT predicted data on screen 
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parameters update (e.g., when the user chnegs the value 
of a slide). Tensorflow.js's imposition of code simplifies 
the code, which contributes to enhanced maintainability 
and scalability. It efficiently compresses an enormous 
amount of CFD database into a single model, allowing us 
to avoid complex database management on the backend. 
In addition, diverse open-source libraries accelerate the 
development of our prototypes, such as Plotly.js, which 
provides fantastic visualization in a simple manner (see 
Gaspar, 2017 for more). 
 
CASE STUDY AND DISCUSSION 

Two case studies are used to demonstrate the advantges 
of the interactive tool. A simple prismatic barge firstly 
exemplifies the fundamentals of the system configuration. 
The second case study, on tanker design, describes a 
more realistic approach to ship design using the current 
method. 
 
CASE 1 prismatic barge (parametrized hull form) 
 
Let's start with the straightforward scenario where design 
space is described by a mathematical expression. Figure 
8a depicts the entire process of building a database and 
machine learning model. 
 

a) b) 
Figure 8: A flow chart of prediction for simple hull 

forms (a) and for practical hull forms (b). 
 
Several mathematical expressions of the hull have been 
proposed; we adapt Lewis  form for the section form of 
the hull. The shape of Lewis enables us to manipulate the 
sectional shape of the hull. As shown in Figure 9, the 
sectional area is the first parameter of the Lewis form 
function in this demonstration. 
 

 
Figure 9: Sectional shapes of Lewis form expression 

and profile shapes 

We also impose control over profile lines, which are the 
outline of the side shape. The parameterized profile line 
is depicted as a combination of straight lines. In this 
demonstration, the second hull form parameter is 
employed to control the slope angles of the forward and 
aft part lines. 

 
In building the database, we divided each of the two 
parameters into 50 divisions that generate 2,601 (=512) 
individual hull forms. All the hull forms is used for 
simulation of flow field by RaNS CFD code NAGISA 
(Ohashi et al., 2019). 
 
Figures 10 shows comparisons between the pressure and 
wake flow predictions made by trained NN models and 
the truth. The pressure distribution results demonstrate 
that the proposed model can accurately predict the 
pressure distribution on the hull surface, which exceeds 
the level of practical accuracy required for ship design. 
 

 
Figure 10: Comparison of prediction and grand truth in 

pressure prediction and wake  for CASE 1.   
  

These predictions are implemented as a JavaScript web 
application with interactive responses, as shown in 
Figure 11. Based on the trained model, the Tensorflow.js 
application predicts the pressure distribution and wake 
flow field on the propeller plane in real time. This fact 
proves that the current approach for implementing 
concurrent engineering in the maritime industry is 
promising. 
 

 

 

 
Figure 11: Output from the WebApplication for case 1 

 
CASE 2) Tanker design (practical design)  

Prediction Grand Truth

Ex.1

Ex.2

Prediction Grand Truth

Ex.1

Ex.2
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Since experts construct their own hull forms using CAD 
in practical design, it is difficult to parameterize them 
mathematically. As depicted in Figure 9b, the proposed 
method can include these expert hull forms directly in the 
database. On the other hand, there are cases in machine 
learning training where sufficient data for learning 
cannot be obtained from the data of these experts alone. 
In the proposed method, therefore, the hull blending 
method proposed by Ichinose (2022) is utilized to 
augment these data. 
 
In case 2, the interactive flow simulation for the practical 
design is demonstrated using a published hull form of a 
tanker called KVLCC2 (Van, 1998; SIMMAN, 2008), 
illustrated in Figure 12. 

 

 
Figures 12: KVLCC2 model (Van (1998), SIMMAN 

(2008)) 
 
Here, simulating a practical design, it is assumed that the 
KVLCC2 hull form is used as the initial hull form, and 
an expert uses CAD to construct four basic hull forms 
with two design intentions as shown in Figure 13. By 
using the blending of hull forms proposed by Ichinose 
(2022), the number of basic hull forms can be any number 
such as 2, 3, 4, 5, and so on, facilitating the development 
of a hull database. 
 

 
Figures 13: VLCC database  

 
The size of the database for study case two is 2,601 
designs, which is the same as the size of the domestic-
749-gross-tonnaged database that is used for quantative 
verification of the IHR-CNN method by Ichinose (2022). 
This database is organized on the 50 divied meshed for 
the each parameters, in the samemanner as study case one. 
 
The trained neural network model predicts the pressure 
distribution  on hull surface and wake flow at propeller 

plane as shown in Figure 17. The exploration of the 
design space is done via the web application, which 
simulates these complex flows in real time (Figure 18). 
The user can interact into any variation for Breadth 
between 40.6m – 58m, as well the fulness of the section 
area. Resistance coefficient, pressure distribution and 
wake flow are calculated immediately. 

 

   
Figures 17: Comparison of prediction and grand truth in 

pressure prediction and wake flow for case 2. 
 

 

 
 

Figure18: Results from the pressure distribution and 
wake flow calculation in the web-based applicartion. 

 
CONCLUDING REMARKS 

 
This paper presented a web-based interactive real-time 
flow simulator with a Tenforflow.js-based convolutional 
neural network model intended to extend the role of the 
design chart and substitute the time-consuming RaNS-
based CFD computation in the conceptual design stage. 
This surrogate model allowed for the prediction of 
propulsive performance as well as wake flow behind the 
ship. The core contribution of this work is the 
demonstration that, merging complex hydrodynamic 
simulation using neural networks in a web-based 
environment, is a reality. The examples here discussed 
are indeed running online in real-time. 
 
We reiterate that these types of tools are particularly 
beneficial in the early stages of design, during the 
exploration of the physical design space. Indeed, there is 
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an additional effort to prepare the GUI, as well as 
implement the code in JavaScript. This effort is 
compensated when the tool is used by multiple 
stakeholders, as the extra development time shows 
benefits when users can quickly and efficiently explore 
the design space, saving time over the whole process. 
Such examples must be available openly and online, in a 
similar way to the Vessel.JS library (Gaspar 2018; 2022). 
This allows peers to build on each other and create a 
larger library of similar problems, as discussed by Miquel 
et al. (2020), fostering collaboration in the field.  The 
method also allows for local installations and the 
handling of IP for commercial use. 
 
Future work includes the incorporation of potential flow 
and more advanced seakeeping. Our testing suggests that 
meshes in the order of 103 to 104 panels can be run online 
in close to real time, obtaining a result similar to complex 
simulations from the last two decades. 
 
We finish the paper with a call for our peers to consider 
implementing open and collaborative web-based 
methods in the everyday design tasks, both at academic 
and industrial environments. Simple practices, such as a 
a Github page for a project – either public or private 
(paid) is also an experience highly recommended. A core 
point defended in this paper is that technology is not a 
bottleneck for complex web-based simulation, 
exemplified by the current fast- paced stage of online 
web-development, neither the speed of the computer 
processors and memory size, but rather how modelling 
data is able to be transferred from books and experience 
to useful reusable models. Reusability, even when 
proprietary, means that a code can be reused internally 
for the next project and, when public, may be accessed 
by clients and suppliers. 
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ABSTRACT

Properly analyzing spatiotemporal patterns is of
paramount importance, especially in urban planning.
In this paper, we introduce two digital twins to sup-
port the analysis of spatiotemporal data associated
with urban topologies. In particular, both tools vi-
sually encode temporal changes in density maps con-
strained by a network. Moreover, we present the
software architectures and discuss their use in urban
planning usage scenarios.

INTRODUCTION

Digital twins have been established as a pivotal
technology for supporting decision-making based on
the analysis of different what-if scenarios [Shahat
et al., 2021]. According to [Verdouw et al., 2021],
a digital twin is defined as “a dynamic representa-
tion of a real-life object that mirrors its states and
behaviour across its lifecycle and that can be used
to monitor, analyze and simulate current and future
states of and interventions on these objects, using
data integration, artificial intelligence, and machine
learning.” In the context of urban planning, digi-
tal twins have been employed successfully to model
complex processes, leveraging the possibilities of defi-
nition of sustainable solutions for several relevant so-
cietal problems, including mobility assessment [Ma-
jor et al., 2021], [Major et al., 2022], waste manage-
ment [Nasar et al., 2020], light infrastructure design
and implementation [Hassan et al., 2022], environ-
mental pollution [Major et al., 2021], among others.
This paper is concerned with the development

of urban digital twins to support the analysis of
spatiotemporal changes over time associated with
density maps restricted by a network. Density
maps (often encoded as heatmaps) have been widely
used to analyze the spatial distribution of vector
fields [Hogräfer et al., 2020]. Examples of applica-
tions include the evaluation of different traffic condi-
tions [Xie and Yan, 2008], pollution distribution [Ren
et al., 2020], and demographic evolution [Feng et al.,
2020]. Recently, the work by [Feng et al., 2020] in-
troduced a very effective alternative for the compu-
tation of density maps constrained by a topology.

Their formulation for computing Topology Density
Maps (TDMs) encompasses three main steps: en-
coding of the network data (vertices, and edges and
their associated weights), computation of the acces-
sibility information (cost to connect to pre-defined
points of interest), and construction of a visualiza-
tion strategy based on surface mappings. Despite
the demonstrated effective results, related to its use
in traffic analysis applications, the method of [Feng
et al., 2020] relies on only spatial analysis.

Using digital twins in urban planning is especially
relevant considering monitoring and prediction anal-
yses. Monitoring digital twins focus on digitally mon-
itoring the state of the behavior of physical objects,
while predictive digital twins relate to the projections
of future states of such objects [Verdouw et al., 2021].
With this respect, the temporal evolution of density
maps plays an important role, especially in support-
ing the understanding of different what-if simulation
results associated with the future states of a city.
In this paper, we investigate the visualization of the
temporal changes related to density maps encoded
in topologies. We introduce two prototypes recently
proposed to support the analysis of Temporal Topol-
ogy Density Maps (TTDMs), discussing their archi-
tecture, main features, and usage scenarios.

The remainder of this paper is organized as follows.
Next section introduces the main concepts related to
topology density maps and our proposal for encoding
temporal changes. Next, we present the developed
prototypes that implement the different algorithms
for topology density computation and its assessment
over time. The final section covers our conclusions
and presents directions for future research.

BACKGROUND CONCEPTS

This section introduces the background concepts
related to the computation of Topology Density
Maps and Temporal Topology Density Maps.

Topology Density Maps (TDMs)

Topology Density Maps (TDMs) are defined as
maps that encode non-linear scalar fields on a topol-
ogy (e.g., road network). In a recent publication,
the work by [Feng et al., 2020] proposed a three-step
approach for computing TDMs. First, a network is
employed to encode vertices and edges. The network
is seen as a weighted direct graph in which weights
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represent the costs to move from one vertice to an-
other. The second step refers to the computation of
the accessibility of nodes given existing points of in-
terest (POIs). This process is performed by means
of the Dijkstra shortest path algorithm. The final
step concerns the calculation of the influence zones
for the whole 2D space.
Figure 1 provides an example related to the com-

putation of a TDM. The input network data includes
six nodes. We assume that H1 and H2 are POIs and
the other four nodes (A,B,C,D) are non-POIs. Af-
ter the encoding of network data, the graph G will be
wrapped up to two directed acyclic graphs (DAGs)
for POIs H1 and H2. The cost Fc is calculated from
the POI to non-POI nodes and finally to any point
in the 2D planar space. The density field is the com-
plete 2D planar surface for this network. In this fig-
ure, the color of the nodes and the tapered edges
reflect the accessibility data Gcost. The visualization
of GTDM concerns one density estimation field with
colors that represent the propagation of the density
values along the edges and the 2D planar surface.
For example, the blue region with the nodes H1, A,
and B has more variations in the intensities of den-
sity fields when compared to the red region with the
nodes D, C, and H2.
For more details regarding the computation of

TDMs, the reader may refer to [Feng et al., 2020].

Temporal Topology Density Map (TTDM)

The algorithm proposed by [Feng et al., 2020]
demonstrates great potential in the context of ur-
ban mobility analysis. Despite its promising re-
sults, the algorithm’s efficiency in determining den-
sity maps for regions outside the input network is
limited. Furthermore, the lack of support for repre-
senting changes in topology density maps over time
is a significant drawback. In several applications,
understanding trends and patterns over time associ-
ated with spatial data is a key element in supporting
better-informed decision-making.

Temporal Topology Density Map (TTDM) is an
optimized TDM algorithm, that supports urban data
analysis considering the spatial distribution of the
scalar field as well as the temporal variation. It com-
bines the representation power of Change Frequency
Heatmap (CFH) [Mariano et al., 2017] and the ef-
ficiency of Image-Foresting Transform (IFT) [Falcao
et al., 2004].

Figure 2 provides one running example with four
timestamps temporal changes (the size of the times-
tamps T = 4) on the introduced TDM example. This
stack of graphs, including temporal changes of edge
costs, is the input for the steps that compute a repre-
sentative TDM and encode temporal changes. After
the computation, it produces three outputs (the vi-
sualized 1D network, a 2D planar texture color map,
and a 3D mesh with a height map) for the final vi-
sualization.

More details regarding the computation of TTDM
can be found in the work by [Hu, 2022].

PROTOTYPES

Two prototypes were designed and implemented.
The first one, a desktop software prototype, aims to
support the performance and qualitative assessment
of the TDM and TTDM. This prototype allows al-
gorithm computation analysis according to different
parameter settings. The second one, a web-based
software prototype, aims to support the analyses of
diverse visual layouts associated with different case
studies.

This section overviews the main technologies em-
ployed in the implementation of the proposed algo-
rithms, as well as the prototypes created.

Implementation Aspects

Figure 3 illustrates the main technologies em-
ployed in the implementation of these two software
prototypes. The Python programming language and
the OSMnx package [Boeing, 2017]1 were utilized to
download and export geospatial data from Open-
StreetMap.2 The python module is responsible for
encoding the target network obtained from Open-
StreetMap (Label 1) to a comma-separated values
(CSV) file. The alternative supporting format (Label
2) of network data is GeoJSON,3 which is a geospa-
tial data interchange format based on JavaScript Ob-
ject Notation (JSON). The free Open Source soft-
ware QGIS4 and the commercial software ArcGIS
(Pro, Online)5 are the main popular tools to cre-
ate and edit GeoJSON files. Similarly, there are also
two additional formats (CSV and JSON) used for
loading weather data from two Norwegian providers:
Norwegian Climate Service Center6 (3 in the figure)
and Meteorologisk Institutt – Frost Application Pro-
gramming Interface (API)7 (4).
The TTDM computation analysis tool (Desktop)

(Label 5) is a software prototype that contains an
implementation of the TTDM algorithm in Unity8

with C# script and Mapbox Software Development
Kit (SDK).9 The input graph network is encoded into
two file formats (CSV, GeoJSON). This prototype
computes edge costs based on weather data recorded
in CSV and JSON. The prototype also integrates a
TTDM Dynamic Link Library (DLL) implemented
based on the IFT C source code package.10 The
software provides an approach to execute the TTDM

1https://github.com/gboeing/osmnx (As of Mar. 2023).
2https://www.openstreetmap.org/ (As of Mar. 2023).
3https://geojson.org/ (As of Mar. 2023).
4https://qgis.org/en/site/ (As of Mar. 2023).
5https://www.arcgis.com/ (As of Mar. 2023).
6https://seklima.met.no/ (As of Mar. 2023).
7https://frost.met.no/ (As of Mar. 2023).
8https://unity.com/ (As of Mar. 2023).
9https://www.mapbox.com/unity (As of Mar. 2023)
10https://github.com/tvspina/ift-demo (As of Mar.

2023).
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Fig. 1: A running example for Topology Density Map. The network data G includes two POI nodes (H1, H2)
and four non-POI nodes (A,B,C,D). For each POI node, GDAG is one DAG connecting non-POI nodes from
it. Gcost is the accessibility data, which includes the path cost and related POI label. It can be directly used
for the GTDM for the final visualization.
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Fig. 2: A running example for Temporal Topology Density Map.

Fig. 3: Overview of the different technologies used in the implementation of the prototypes.
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algorithm on selected datasets with customized pa-
rameters. It supports 3D visualization as well as sav-
ing the algorithm computation result as a GeoJSON
format file (Label 6).
TTDM visualization analysis tool (Web server)

(Label 7) is a software prototype to visualize the
TTDM computation results on the web. It is mainly
implemented using Javascript, Mapbox GLJS li-
brary,11 and Bootstrap.12 This prototype supports
the assessment of generated visual structures with a
more user-friendly user interface (UI). Different kinds
of web clients (Label 8) are expected to access this
web server. Those clients allow users to upload a
TTDM GeoJSON file (Label 6) and compare associ-
ated visual results.

Overview of Prototypes

This section describes the main features of the de-
veloped prototypes.

TTDM Computation Analysis

The software prototype TTDM computation anal-
ysis tool (Desktop) is designed to support computa-
tion analysis. Its main functionalities are:
• Integration of a TTDM C source code package in
the TTDM computation.
• Execution of algorithms to support performance
and qualitative assessment and download of results.
• Execution of the TTDM algorithm on a selected
graph dataset with different parameters and visual-
ization of results in a 3D view.
• Saving of TTDM computation results as a GeoJ-
SON file for visualization assessment.

Figure 4 provides an overview of the implementa-
tion components. The external resources include files
or interfaces needed for the implementation. The
functions are programmed in C# script codes, and
visual structures are created by means of visual ob-
jects in Unity. Mapbox API (Label 1) is called by the
Mapbox SDK (Label 4) to construct a Mapbox street
map Layer (Label 9). The network and weather data
files (Label 2) are the data source for the core func-
tion in the TTDM computation (Label 5). This al-
gorithm needs to call the IFT algorithm available in
the created TTDM DLL file. The TTDM compu-
tation module uses the configuration defined in the
user interface (Label 11) to update the TTDM Visual
Layers (Label 10). Other features refer to exporting
the TTDM .geojson file (Label 6) and performance
assessment (Label 7). Finally, label and density maps
created during the computation can be exported (La-
bel 8).

Figure 5 presents a screenshot of the User Inter-
face of the TTDM computation analysis tool (Desk-
top). On the left region, there is a menu composed
of five panels (Labels 1-5). This menu allows the

11https://www.mapbox.com/mapbox-gljs (As of Mar.
2023).

12https://getbootstrap.com/ (As of Mar. 2023).

Fig. 4: The implementation architecture of the
TTDM computation analysis tool (Desktop).

definition of the configuration of the parameters be-
fore the TTDM computation. The users may select
the graph dataset, the method for encoding tempo-
ral changes, the weather dataset, and the daily data
filter (e.g., “all days,” “weekdays,” and “weekends”)
in the first Panel (Label 1). There are three choices
in the drop-down menu for the temporal change en-
coding methods. Available options include importing
predefined temporal changes, creating random tem-
poral changes, and computing the simulated tempo-
ral changes based on real weather data (e.g., in the
current version, snow data). The second one (Label
2) provides three choices to estimate the density field
on 2D planar surface TTDM with running Topology
Density Maps (TDM), IFT-based Topology Density
Map (ITDM) option 1, and option 2. It is also possi-
ble to use a slider to select any timestamp ITDM as
a representative. Another available option refers to
the definition of the representative based on an aver-
age function on the third panel (Label 3). The fourth
panel (Label 4) includes the parameter configuration
relating to the computation of a change frequency
heatmap. It allows the users to choose the density
or label maps as the input of the CFH algorithm,
the change binary pattern, and the time range (by
the sliders). The TTDM computation (Label 5) will
be started after the choice of the interpolation scale.
The top-right menu (Label 6) includes the display
control of the visualization components: loading and
saving of the TTDM computation result, saving den-
sity maps and label maps as figures, and executing
the performance test. In the center region (Label 7),
there is an area to display the 3D visualized results
with the fly control camera by the mouse. At the
bottom (Label 8), it shows some hotkey information
and one help button.

TTDM Visualization Analysis

The software prototype TTDM visualization anal-
ysis tool (Web server) is designed for visualization
analysis. Its main functionalities are::
• Decoding of the TTDM computation result (Geo-
JSON file) for the visualization analysis.
• Filtering the temporal changes with customized
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Fig. 5: Screenshot of the TTDM computation analysis tool (Desktop) created for TTDM computation analysis.

Fig. 6: The implementation architecture of the
TTDM visualization analysis tool (Web server).

parameters.
• Visualizing all data in the geographic coordinates
system.
• Providing a more user-friendly interface with some
features, such as the object track function by a mouse
hover and click, the playback function of the ITDM
for each timestamp, the camera positions synchro-
nization, etc.

Figure 6 shows an overview of its implementation.
Mapbox API (Label 1) is accessed by the Mapbox
GLJS (Label 3) to create all visual layers (Label
5). The TTDM GeoJSON file (Label 2) is uploaded
for the temporal change customized filter (Label 4).
This filter implements the main functions based on
the settings defined in the user interface (Label 6)
and exports the data to visual layers by Mapbox
GLJS.

Figure 7 presents a screenshot of the user inter-
face of the TTDM visualization analysis tool (Web
server) accessed by a web browser. There is one tog-
gle menu (Label 1) on the top left. It includes two
main tab pages (Label 2) “Load” and “Layers.” The
“Load” page (Label 3a) allows the users to choose
a remote TTDM GeoJSON file on the list directly
or one local file to upload before the visualization
analysis. It also supports the playback function with
the sliders for the selected timestamp data and the
waiting time for a load of each timestamp. Different
options are available for encoding temporal changes,
such as the selection of CFH input data (density map
or label map), the optional metric functions (change,
increase, decrease), the threshold for defining binary
maps, and the change binary pattern. The “Layers”
page (Label 3b) provides more options for advanced
visualization analysis. It includes layers to control
the different map layer views provided by Mapbox
GLJS, components of the visual integrator.In addi-
tion, some features like the camera position synchro-
nization by clicking copy and paste button and the
transparency alpha adjustment are also provided on
this page. The information on the object information
panel (Label 4) is updated when the mouse moves on
the map in the center main region (Label 5). This
center main region displays the final visualization re-
sult on the map, supporting pan and zoom opera-
tions with the mouse. The object screenshot panel
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(Label 6) is activated after the left-click of the mouse.
This panel makes it easier to compare the data of one
marked position with another one shown in the ob-
ject information panel (Label 4). The snow depth
data may also be shown with various chart styles
if the user activates the option “Graph XY (snow
depth)” on the “Layers” page (Label 3b).
Figure 8 illustrates the visual effects of one exam-

ple with the default configuration. For instance, the
map style options include light (L), satellite (S), dark
(D), street (E), and outdoor (O). All of them are pro-
vided by Mapbox GLJS. The default configuration is
the light map style. It also supports the display of
the terrain and building data as additional features
with selected map styles. Next, three data layers
(POIs layer, intersections layer, and roads layer) will
responsively show points-of-interest nodes, intersec-
tions (nodes), and roads (edges). Here, we used la-
bels in the interface of the mobility applications in-
stead of the algorithm to support future user studies
with domain experts. At last, the three main mod-
ules (network color mapping, density color mapping,
and height mapping) of the visual integrator can be
configured. Also, it is possible to choose alternatives
to display the CFH result using height information.
The center region of the figure contains the visual re-
sult related to the integration of these selected mul-
tiple visual layers.

Figure 9 is one example of the object track func-
tion. It tracks and displays the object hovered by the
mouse. The priority from high to low is node, edge,
and point. In TTDM GeoJSON file, all information
is only saved in the geographic coordinates. TTDM
visualization analysis tool (Web server) is a proto-
type of visualizing and analyzing the TTDM compu-
tation result using GeoJSON format. It means it is
also feasible to visualize the TTDM computation re-
sult by the programming script in any software that
supports GeoJSON.

For most usage scenarios, the users are more inter-
ested in distinguishing the temporal changes in 3D
views. Figure 10 provides five typical configurations
for the usage. Here, we used the extrusion of poly-
gon13(Figure 10e) to create the 3D bars array for
demonstration. It is easiest to recognize the eleva-
tions accurately in our designed aspect.

We also explored the use of the proposed proto-
types in a visualization lab at NTNU Ålesund with
multiple projectors 14 as illustrated in Figure 11. It
has the capability to support several clients running
concurrently while simultaneously providing diverse
analytical perspectives. Moreover, it offers multiple
camera views of the same scenario, which can be con-
figured differently to facilitate improved analysis. 15

13https://docs.mapbox.com/mapbox-gl-js/example/
3d-extrusion-floorplan/ (As of Mar 2023).

14https://www.ntnu.edu/iir/
department-of-ict-and-natural-sciences (As of Mar.
2023).

15More related videos and materials can be down-

CONCLUSIONS

In this paper, we have introduced two prototypes
to support the assessment of Topology Density Maps
and their changes, referred to as Temporal Topology
Density Maps (TTDMs). The prototypes have the
potential to be employed by citizens and professionals
(e.g., urban planners, politicians) to analyse the tem-
poral features of urban data with pre-defined data
patterns, such as those encoded into binary strings.

The developed algorithms were embedded in two
software prototypes. One prototype focuses on the
Temporal Topology Density Map computation analy-
sis, including the support for the assessment of differ-
ent configuration settings. The other addresses the
visualization analysis itself. Both of them served as
tools for the conducted validation, involving perfor-
mance and qualitative assessments. The source code
of both prototypes can be found here16,17 The first
prototype focuses on the customization and analy-
sis of the impact of different parameters of the algo-
rithms. The goal, therefore, is to support the iden-
tification of the best configurations for a particular
usage scenario. The second prototype, in turn, sup-
ports the assessment of generated visual structures
by target users.

Future work will focus on integrating the TDM
and TTDM visual structures into the NORDARK-
DT, a digital twin has been developed to support
lighting infrastructure planning for green urban ar-
eas.18 We also plan to conduct user studies with
relevant stakeholders who are potentially interested
in identifying patterns and trends related to changes
in density maps that are associated with decision-
making processes in urban planning.
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ABSTRACT 
A case on rapid prototyping is presented in this work to 
exemplify the use of learn, make and share activities to 
promote maritime studies. SMARTBOAT is an 
initiative from the Escola Superior Náutica Infante D. 
Henrique, in Portugal, where students are invited to 
interact with computer-aided design modelling, additive 
manufacturing and programming. Such initiative is 
paramount to instigate and promote higher education 
studies in science, technology, engineering, art, and 
mathematics (STEAM). The initiative is presented and 
discussed, with its main steps and schemes. A step 
forward is later discussed by the ongoing collaboration 
with the Norwegian University of Science and 
Technology (NTNU, Norway), which intend to combine 
the Portuguese case with recent advancements in 
robotics and digital twin, such as remote operation via 
internet of things protocols and web-based tools. The 
work ends with a discussion on the results and future 
works on autonomous shipping, as well as a call for the 
development and sharing of similar initiatives. 
 
MARITIME TRANSPORTATION 
CHALLENGES & PROMOTING MARITIME 
STUDIES  
 
Maritime transportation plays a main role in global 
trade, being responsible for more than 80% of all 
transactions worldwide. Nowadays the maritime 
industry faces several challenges, namely restrictions on 
decarbonization efforts, digitalization, automation, 
energy efficiency, safety, and environmental protection 
(UNCTAD 2022). Efficiency in energy usage is a 
growing concern as fuel costs increase and regulations 
become tight. The industry must find ways to optimize 
energy usage while also reducing emissions (Fan et al. 
2019). Safety and environmental protection are essential 
considerations for the maritime industry. Accidents can 
have devastating effects on both human lives and the 
environment, and the industry must take measures to 
minimize these risks (Luo and Shin 2019). 
Digitalization and automation can help streamline 

operations and increase efficiency, but also requires 
significant investments in technology and training 
(Kitada et al. 2018). 
 
To tackle these challenges, we need to improve the 
quality and motivation of the workforce, from 
undergraduate to professionals. In this context, the low 
number of students enrolling in European maritime 
schools, which is leading to a shortage of professionals 
in many European countries, is alarming. This shortage 
of professionals has several consequences, including a 
lack of qualified personnel to operate vessels and 
manage ports. It also means that there may be delays in 
cargo handling and transportation, which may have 
significant economic impacts. There is a need to raise 
awareness about the opportunities and benefits of 
careers in the maritime industry (Lau and Ng 2015). 
Efforts must be made to improve working conditions 
and ensure that the maritime industry is an attractive 
option for young professionals. This may include 
providing better pay, benefits, and opportunities for 
career growth and advancement. It is crucial to 
encourage more students to pursue education and 
training in this field, which can lead to fulfilling and 
lucrative careers (Lau et al. 2021). Addressing the 
shortage of professionals in the maritime industry is 
essential to ensure that the industry can continue to meet 
the growing demand for transportation and trade. 
Encouraging more students to pursue careers in this field 
and improving working conditions are critical steps in 
achieving this goal. 
 
It is discussed in this paper a recent initiative developed 
by the authors at Escola Superior Náutica Infante D. 
Henrique (ENIDH), in Portugal, and currently expanded 
at the Norwegian University of Science and Technology 
(NTNU), in Norway. The initial idea for this initiative 
was aimed in appealing students for the engineering 
area, this way a brief remark to the importance of the 
courses at both institutions are presented in next 
paragraphs. 
 
ENIDH is an academic institution within the public 
Portuguese polytechnic education system. The mission 
of ENIDH is to train qualified professionals for the 
maritime-port sector and related activities, with a focus 
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on international officer careers such as Deck Officer, 
Marine Engineering Officer, and Electrotechnical 
Engineering Officer. The school offers Bachelor of 
Science degree courses (1st cycle) in navigation, 
management, and engineering, as well as Master of 
Science degree courses (2nd cycle) in navigation and 
engineering. Additionally, the school offers technical 
professional formation (short cycle) in mechanical, 
electrotechnical, and computer subjects. ENIDH also 
provides a significant selection of specialization courses 
and short-term professional training programs, many of 
which lead to maritime certification under Standards of 
Training, Certification, and Watchkeeping (STCW) of 
Seafarers regulations of the International Maritime 
Organization (IMO). These programs are taught through 
the school's Studies and Specialized Training 
department. ENIDH includes a research and 
development centre (RDC) with five investigation lines: 
Autonomous Vessels and Energy Efficiency; Maritime 
Security; Digitization Applied to Shipping; Economics 
and Maritime-Port Management; and Environmental 
Sustainability. 

To turn maritime studies into a more appealing 
educational option, Escola Superior Náutica Infante D. 
Henrique (ENIDH), as a university-level institution, has 
developed and implemented mentorship courses for 
high school students. These courses enable students to 
experience the college environment, especially in a 
maritime school. This work focuses on developing a 
mentorship course centred around rapid prototyping of 
boat models which will be discussed in the following 
sections. 

As for NTNU, the SMARTBOAT initiative is planned 
to be used to extend the promotion of digital twin 
initiatives accessible to students, exemplified previously 
in European Council for Modelling and Simulation 
(ECMS) (Fonseca and Gaspar 2020). Moreover, an 
extended case to use the example to the training of 
autonomous shipping and development of remote 
operating centres is also on the way. In the following 
sections it will be tackling the core of the initiative, via 
the rapid prototyping approach, as well the current 
digital twin case. 

ASPECTS OF RAPID PROTOTYPING 

Rapid prototyping is a process of quickly creating a 
physical model or a prototype of a product using 
computer-aided design (CAD) data (Kamrani and Nasr 
2010). This gained a large audience in the last decade, 
with the development of FabLab’s and Makerspace’s 
(Wilczynski and Adrezin 2016; Marks and Chase 2019; 
Jensen and Steinert 2020).  

Overall, the technique consists of a clear set of 
functional and physical specifications, which are 
decomposed into components, subassemblies (physical 
models), and functions and behaviours (logical models). 

CAD and 3D modelling is the core, as 3D printing 
became the status quo in the last decade (Caterina et al. 
2017). Other commercially available components are 
included (e.g. motor, circuits, batteries), and the 
assembly phase is done. Programming and development 
of logical architectures (e.g. dashboard for controller), 
develops in parallel. Testing and interaction on the 
fulfilment of the requirements is a necessary loop. This 
develops the skills of planning and management of 
projects from a boardroom perspective. Figure 1 
exemplifies the rapid prototype process cycle. 

Figure 1 – Generic rapid prototyping cycle, (adapted 
from Kamrani and Nasr, 2010). 

The technique is strongly connected to the values of 
learn, make, share (or its variations, develop, create, do 
& share). Such initiatives must be performed in a facility 
that includes people, tools and software in line with the 
Makerspace initiative, usually: 3D Printing (additive 
manufacturing), computer-aided design (CAD), virtual 
reality (VR), programming, simple robotics (e.g. 
Arduino, Raspberry Pi). Overall, the service-oriented 
architecture (SoA) in rapid prototyping is focused on 
using the latest technology and techniques to create 
faster, more accurate, and cost-effective prototypes. For 
the industry, these advancements significantly reduced 
time and required costs to bring a product ready to 
market, making it easier for businesses to test and refine 
their designs before mass production. In our case, this 
technique introduces in the students the principles of 
solving problems, such as fail & forward principles of 
trying and testing in similar iterative approaches.  

RAPID PROTOTYPING FOR PROMOTING 
STEAM – SHORT REVIEW 

Several published works describe the use of rapid 
prototyping for science, technology, engineering, art, 
and mathematics (STEAM) learning purposes. 
Combining rapid prototyping and STEAM education 
can create a unique learning experience for students, 
promoting creativity, problem-solving, critical thinking, 
and interdisciplinary exploration.  
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Hamblen and van Bekkum (2013) discuss the 
development and implementation of a course and 
laboratory designed to facilitate the rapid prototyping of 
low-cost embedded devices, including robotics and 
Internet of Things (IoT) applications. The laboratory 
features hands-on activities that allow students to gain 
practical experience in using tools and techniques such 
as real-time operating systems, object-oriented 
programming, networking, and Internet connectivity. 
The authors describe the design and implementation of 
the laboratory, as well as the student learning outcomes 
and assessment methods used in the course. 
 
Wickliff and Pugalee (2022) investigated the extent to 
which high school students apply the engineering design 
process (EDP) in a robotics engineering design 
challenge. The authors analyse data from student 
engineering design journals, interviews, and surveys to 
identify patterns of student behaviour and decision-
making throughout the design process. The study found 
that students struggled with several aspects of the EDP, 
including problem definition, ideation, and testing and 
evaluation. The authors also suggest that targeted 
instructional interventions could help improve students’ 
understanding and application of the EDP in future 
design challenges. The study provides insights into the 
challenges and opportunities of teaching engineering 
design to high school students. 
 
Ota et al., (2020) the authors described a short-term 
course that introduces high school students to the 
concepts and technologies of IoT through a series of 
hands-on exercises. The course is designed to promote 
STEAM education and aims to foster creativity and 
problem-solving skills among students. The authors also 
describe the structure of the course, the IoT exercises 
used, and the evaluation methods to assess the 
effectiveness of the course. The result of the study 
suggests that the course was successful in promoting 
interest and engagement in IoT technology among 
higher school students.  
 
On a middle school level, Marks and Chase (2019) 
examined the effects of a prototyping intervention on 
middle school students’ iterative practices and their 
reactions to failure in the context of an engineering 
design challenge. The study involved a pre-test/post-test 
design, with one group of students receiving a 
prototyping intervention and another group serving as a 
control. The authors found that students who received 
the prototyping intervention demonstrated greater 
engagement in iterative design practices, such as testing 
and redesigning their prototypes, and were more likely 
to view failure as a natural and necessary part of the 
design process. The study suggests that prototyping can 
be an effective pedagogical strategy for promoting 
iterative design practices and fostering a growth mindset 
among middle school students. 
 

Jensen and Steinert (2020) discuss the importance of 
prototyping in both education and science, as well as the 
different stages of the prototyping process. The authors 
emphasize the benefits of hands-on learning through 
prototyping and describe many successful cases 
involving the engagement for high school and 
engineering students. Lastly, Kunicina et al., (2020) the 
authors discuss the challenges of prototyping, such as 
time and resource constraints, and proposes strategies to 
overcome these challenges. Overall, the paper provides 
insights into the role of prototyping in promoting 
innovation, creativity, and practical skills development 
in the fields of education and science. 
 
SMARTBOAT INITIATIVE 
 
The idea behind SMARTBOAT is to transform the 
complex and multidisciplinary Unmanned Surface 
Vehicle (USV) project (Assunção et al. 2022), called 
USV-enautica1, into a more accessible project that can 
be implemented by high school students. To achieve 
this, the project was reduced to its basic elements, based 
on the principle of Figure 1, which includes the 
construction of a hull, the use of two propellers, a 
microcontroller, and a remote control. The USV-
enautica1 project includes a control system which 
allows it to carry out several functions autonomously, 
the construction of a fibreglass composite catamaran 
with two-hulls, the propulsion command and control 
architectures, the navigation algorithms, and the control 
systems. The underlying idea presented in this work was 
to simplify the USV-enautica1 project and show the 
global vision of a maritime project. 
 
The Navigation Instrumentation Laboratory is a 
program offered by ENIDH that provides mentorship to 
high school students in the regional education network 
of the municipality of Oeiras. The goal of the program 
is to teach students how to create a 3D-printed boat that 
can be controlled by a smartphone, known as the 
SMARTBOAT, using rapid prototyping and open-
source software to make the project easily reproducible. 
The program is composed by five sessions, each lasting 
two and a half hours, divided in: 3D modelling, 3D 
printing, parts assembling, programming, and 
testing/validation. Students are separated into groups of 
2-3 students to create their own SMARTBOAT 
prototype, with guidance and problem-solving strategies 
provided throughout the sessions. The instructor leading 
the class gives guidelines for students to learn and use 
the open-source software used in the initiative. At the 
end of the program, students test their own prototypes in 
the ENIDH swimming pool.  
 
The SMARTBOAT initiative is taught in 6 main steps 
as shown in Figure 2. In the first step (a), the students 
were asked to create a model of the boat's hull using a 
free CAD software (www.onshape.com/ - Figure 3). The 
3D model consists of two parts. The first part, the 
vessel's cover, was the same for all groups and was 
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previously modelled. The second part is the hull, which 
the students had to design. They needed to consider that 
the upper part of the hull had to attach to the cover while 
also having the freedom design the bottom geometry. 
 

 
Figure 2 – SMARTBOAT prototype development steps 
 
The weight of the various used components was given 
to the students, which is about 400g, and were asked to 
determine the height of the boat's hull to achieve a 
freeboard of 3 centimetres. In step (b), a 3D slicer free 
software (CURA) was used to slice the hull mesh 
(Figure 4). To prevent water leakage through the 3D 
printed hull, the students considered several settings to 
maintain a compact and waterproof hull, including the 
overlapping shell's outer walls percentage, flow’s 
percentage, and line thickness. Once, the hulls and 
covers were printed, a kit containing all the required 
physical components was given to each group and the 
students were asked to assemble them in the back of the 
vessel’s covers (step (c) - Figure 5). 
 
The electronic components used in SMARTBOAT, 
consists of an Arduino microcontroller, 2 DC-motors, a 
h-bridge, a small breadboard, a distance sensor, and a 
Bluetooth module to communicate with a smartphone. 
In step (d), the students needed to program the Arduino 
and to create a smartphone app to control the boat 
(Figure 6). This step was split in 3 tasks: in the first one, 
the students were focused in finding a solution to control 
the vessel manoeuvrability by using 2 propellers; in the 
second, the students were asked to program the Arduino; 
in the final, the students created an app to control the 
boat through the open-source software MIT APP 
Inventor. After completed, the boats were tested in the 
swimming pool (Figure 7). In the first trial, the boats did 
not maintain the stability due to the high centre of 
gravity. Therefore, a solution to solve this situation was 
discussed and encouraged to be found. The solution was 
to take advantage of the fins slits to print a special kind 
of keel with a stainless-steel rod to counterbalance the 
boat in water. This solution was a success, and the 
students could prove the effectiveness of the found 
solution.  
 

 
Figure 3 – SMARTBOAT 3D design model step 

 
Figure 4 – SMARTBOAT 3D model (left) and 3D 

printing of the hull (right) 
 

 
Figure 5 – SMARTBOAT Assembling step, 
microcontroller, and electric part schematics. 

 

 
Figure 6 – SMARTBOAT smartphone app step 
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Figure 7 – SMARTBOAT testing and validation step 

 

 

 

 
Figure 8 – Tutorial for the three main tasks of the 

initiative: CAD (top), electronics (middle) and 
programming of user interface (down) in the 

SMARTBOAT development. 
 

The SMARTBOAT mentorship course program was 
conducted from November 2022 to January 2023. The 
course was attended by high school students who were 
potential candidates for science university studies. The 

students voluntarily chose to participate in the program, 
which raised expectations, and their interest and 
motivation were key factors in achieving successful 
outcomes. During each session of the program, the rapid 
prototype steps were followed step-by-step. This 
approach enabled the students to learn about various 
technologies and open-source software, with the goal of 
creating and performing rapid prototypes. Additionally, 
the SMARTBOAT case study was used to introduce the 
students to maritime studies and professional careers in 
the field. 
 
Guidance was given to the students prior to the design 
of the hull’s vessel, the assembly of the electric 
components and the implementation of the 
SMARTBOAT smartphone app. This guidance was 
delineated via tutorials with basic explanations so that 
students can learn the basic concepts and develop 
through the given tools the proposed SMARTBOAT.  
 
Figure 8 presents an extraction from each tutorial, 
namely: CAD modelling of the boat; assembly and 
programming of electronics; and programming of the 
smartphone app (user interface). The tutorials are 
available online at the projects page 
(http://sea2future.pt/ ). 
 
A CASE FOR REMOTELY OPERATED VESSELS 
AND DIGITAL TWIN 
 
The SMARTBOAT initiative contain all the key 
elements to close the loop of rapid prototyping and 
instigate the concept of learn, make, and share currently 
advocated in the Makerspace philosophy. In so, it 
contains the basic digital and physical assets to step 
forward the initiative into trend research and industry 
topics, such as remotely operated vessels and digital 
twins (Fonseca and Gaspar, 2019; 2020). 
 
The example is currently being expanded by NTNU as 
the initial example in remotely operated vessels, to 
exemplify large projects to a wider audience. Take the 
remote operation case presented at ECMS 2021 (Major 
et al., 2021). The digital twin and remote control 
mentioned for a research vessel follows the same 
principles of the smart boat, as we need the physical 
asset (real vessel), electronics (sensors and control) and 
user interface (dashboard). The real case, however, 
requires a larger laboratory and researchers on both ends 
of the line: at the remote-control centre and in the boat. 
Aside, the boat needs crew, fuel, maintenance. To repeat 
and re-use similar experiment in for students is not 
possible, as the real boat is limited and expensive to 
operate. 
 
Fonseca and Gaspar presented one year early (2020) 
how fundamentals of digital twins that can be applied to 
examples ranging in different degrees of complexity, 
from a toy boat to a larger experiment. This is the 
mindset currently. Therefore, the currently development 
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includes the successful implementation of the remote 
operation of the boat, via Message Queuing Telemetry 
Transport (MQQT) protocol and a planned digital twin 
dashboard. The remote operation is achieved by 
substituting the Bluetooth by a wireless connection 
(either internal network or 4G). This gives unlimited 
range to the boat, as it only requires a mobile network 
signal to be operational.  
 
The MQTT is a widely used protocol in the field of IoT 
due to its lightweight nature and ability to handle the 
communication needs of devices with limited resources. 
IoT devices often have limited processing power, 
memory, and battery life, and require a communication 
protocol that can minimize the amount of data 
transmitted while ensuring reliable delivery. It operates 
on a publish-subscribe messaging pattern, in which 
publishers send messages, or publish messages, to a 
central broker, which then distributes the messages to 
subscribers who have expressed interest in receiving 
messages on a particular topic. The main elements of 
this protocol are: 
 
• Clients: There are two types of clients in MQTT: 

publishers and subscribers. Publishers are devices 
that send messages to the broker, while subscribers 
are devices that receive messages from the broker. 

• Topics: Messages in MQTT are organized by 
topics, which are strings that describe the content 
of the message. Topics are arranged in a hierarchy, 
with each level separated by a forward slash (/). 

• Broker: a central hub that receives messages from 
publishers and distributes them to subscribers. It 
acts as an intermediary between publishers and 
subscribers, ensuring that messages are delivered 
to the correct recipient. 

• Connection: To establish a connection with the 
broker, clients must send a connect message that 
includes their client ID, username, and password 
(if required). Once connected, clients can subscribe 
to topics of interest or publish messages to the 
broker. Connections can also be open (public) or 
encrypted (private). 

• Publishing: When a publisher sends a message to 
the broker, it includes the topic to which the 
message should be published, the message 
payload, and the quality of service (QoS) level for 
the message. The broker then distributes the 
message to all subscribers that have subscribed to 
the topic. 

• Subscribing: When a subscriber connects to the 
broker, it can subscribe to one or more topics of 
interest. The subscriber then receives all messages 
that are published to those topics. 

 
The physical asset (boat) can be observed as a machine 
that can be controlled remotely. It must subscribe to 
receive orders and publish its status. An overview of the 
approach is presented in Figure 9. The MQTT protocol 
represents here two clients (a boat and a dashboard), 

connected to a broker. The boat is equipped with three 
programs that run simultaneously on its Raspberry Pi - 
one to control the motors, one to obtain distance 
measurements using an ultrasonic sensor, and one to 
determine the boat's GPS position. The boat publishes 
data from the distance and GPS programs in two 
different topics (distance_sensor and GPS_position) on 
the broker. The dashboard, a webpage with an MQTT 
protocol implemented in JavaScript, subscribes to these 
topics, and displays any new data whenever they are 
published in the broker. 
 
The joystick on the dashboard (Figure 10) controls the 
speed and direction of the boat, by controlling the two 
motors on it. The further the joystick handle is pushed, 
the faster the motors will run, and if the handle is pulled 
to the side, one of the motors will slow down, causing 
the boat to turn slowly. The dashboard converts the 
position of the joystick handle into motor speeds, which 
are published on the broker in the topic motor_action. 
The boat subscribes to this topic and receives the motor 
requested speeds whenever they are published. The boat 
then uses this information to control the motors. 
 
A future version of the boat can be designed to move 
autonomously, by incorporating additional sensors and 
control systems, while still having the remote control 
available at any time. This way, the MQTT protocol can 
serve as a tool for both monitoring the boat's status and 
controlling it as necessary. As this is web-based, it 
allows unlimited access, following the principles 
discussed in (Fonseca and Gaspar 2019). Physical and 
Digital (3D) representations of the boat is observed in 
Figure 11. 
 

 
Figure 9 – Remote operation of the boat via MQTT 

protocol, with the robot (boat), broker and dashboard 
(remote-control centre) 

 
Additionally, by including more sensors and improving 
the dashboard, the initiative can be a great example for 
digital twin. The basic exchange of information is the 
same presented in Figure 9, with the addition of many 
more visualization tools in the dashboard. The full 
extent of this technology is greatly discussed by (Zhang 
et al. 2022) and (Fonseca and Gaspar 2020). 
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Figure 10 – Web-based Dashboard for the Sensoring 

and Remote-control centre for the boat. 
 

 
Figure 11 – Physical and Digital Images for the 

SMARTBOAT 
 
CONCLUDING REMARKS – CALL FOR 
FUTURE INITIATIVES 
 
This paper presented an initiative to promote STEAM 
studies via rapid prototyping and digital tools. The 
SMARTBOAT aggregates the full loop of modern 
maker projects, with CAD, 3D printing, electronics and 
user interface. The case promoted by ENIDH is tailored 
to high school students, following the learn, make, share 
principles. An extension of the case is currently done, 
focusing on the remote control and web-based 
technologies at NTNU. Both institutions intend to 
continue and extend the project towards other examples 
that can accommodate industry topics, such as robotics, 
autonomous shipping, and digital twins (Leng et al. 
2021).  
 

The research makes use open standards to create the 
robotic boat, which can be easily reproduced, modified, 
and executed at various educational levels. For example, 
at the BSc level, students can develop more advanced 
instrumental navigational sensors, acquire, and validate 
data from sensors, explore new design solutions, and test 
the performance of different hulls. Moving on to the 
MSc level, students can implement a control design 
system, an energy monitoring system, and an 
autonomous navigation system that uses sensor data 
fusion. At the PhD level, researchers can take things to 
the next level by developing a synchronized network of 
SMARTBOAT’s, incorporating AI implementation, and 
creating a digital twin, as well as extending it to real 
cases with remote operated vessels and autonomous 
shipping. Furthermore, the SMARTBOAT has potential 
for industrial purposes, as it can be used by hobbyists or 
educational robotics groups without modification. 
 
SOURCE CODE AND TUTORIALS 
The source code for the first example is available on 
http://sea2future.pt/ (ENIDH). The source code for the 
NTNU case is found in http://vesseljs.org/ . 
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ABSTRACT

This paper discusses mathematical model implemen-
tations and simulation in various software environments
for Unmanned Underwater Vehicles (UUVs), especially
biomimetic ones. Gaining accurate simulation models
of UUVs is challenging due to many nonlinear phenom-
ena that need to be analysed. Further, the sensors’
accuracy and disturbances made by the natural water
environment are difficult to predict during the simula-
tion. On the other hand, an accurate simulation model
is needed during new algorithm tests provided for in-
creased vehicle autonomy. As a result, mathematical
models and their implementation into different software
are analysed and discussed in this paper. The model
based on nonlinear differential equations is compared
to an object-oriented, physical model based on Matlab
Simscape Multibody.

INTRODUCTION

Many different constructions of Underwater Vehicles
(UVs) are designed in recent years [26], [13], [12]. The
variety of designs depends on the specific mission tasks
[28]. One types of UV are the biomimetic one. The
Biomimetic Unmanned Underwater Vehicles (BUUVs)
imitate the behaviour of marine animals [19]. They
can operate and records in non-disruptive way fauna
and flora [29]. Also, from the energy efficiency point of
view, it is desirable to follow the marine animals’ way
of moving as their behaviour is evaluated throughout
millions of years of evolution.

The design of a biomimetic underwater vehicle in-
volves mimicking the physical and behavioral char-
acteristics of marine animals for improved efficiency
and maneuverability in underwater environments. The
modelling aspect involves creating a mathematical rep-
resentation of the vehicle’s design using computer-aided
design (CAD) software, which can then perform simu-
lations to test and analyze the vehicle’s performance
in different scenarios. The simulation involves running
virtual tests of the vehicle’s movements, speed, and re-

sponses to various conditions and variables, such as wa-
ter resistance and changes in currents and tides. This
helps engineers refine the design, identify potential is-
sues, and make necessary modifications before building
a physical prototype.

When designing the BUUV, it is essential to work on
vehicle dynamics as well as on the description of the
surroundings based on the sensor’s parameters [4], [6].
Further, to ensure autonomy, the obstacle avoidance
algorithm has to be implemented [8], [7]. As a result of
the multidisciplinary model, a wide group of specialists
have to work together. The specialist in fluid dynam-
ics has to cooperate with the mechanics who design the
construction [15]. The electrical power then needs to be
designed with the planned mission time [21]. Also, the
propeller characteristics have to be taken into consider-
ation as its’ efficiency for the desired thrust, and electric
power consumption [16], [11]. Last, but not least, an
area of research is vehicle autonomy. Appropriate al-
gorithms should be implemented, including restrictions
of a new path calculation time and avoidance collision
algorithm implementation, such as a short time of a
new path calculation [23], [10], [9] .

Mission Oriented Operating Suit (MOOS) InterVal
Programming (IvP) is a set of open source C++ mod-
ules for providing autonomy on robotic platforms, in
particular, autonomous marine vehicles [1]. The soft-
ware is suited for marine robotics communication, con-
trol, and simulation when the dynamic model of the
vehicle is defined [20].

Another example of software that provides libraries
and tools to support the process of creating underwater
vehicle applications is ROS (Robot Operating System).
As presented in paper [30], the platform integrates the
3D marine environment, UUV models, sensor plugins,
motion control plugins in a modular manner and re-
serves programming interfaces for users to test various
algorithms.

In general, many multidisciplinary phenomena have
to be considered together. A scheme of the phenomena
is presented in Fig. 1. Taking into consideration all the
above arguments, it is a challenging task to provide
a project based on one software.

In the following chapters, the analysis of different
software packages and ways of simulation are depicted
based on the BUUV example.
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Fig. 1. Scheme of phenomena needed for simulations

MODELLING AND SIMULATION

From a mathematical point of view, BUUV dynam-
ics is described by non-linear differential equations [2].
For BUUV modelling and simulation, six degrees of
freedom (DOFs) and six independent space variables
are needed. One of the commonly used mathematical
models for simulation analysis of underwater marine
vehicles was proposed in [2]. The matrix form of the
equations is presented in (1).

M(v̇) +D(v)v + g(η) = τ (1)

where:
M – matrix of inertia (the sum of the matrices of the

rigid body and the added masses);
v̇ – linear and angular accelerations;
D(v) – hydrodynamic damping matrix;
v – vector of linear and angular velocities;
g(η) – vector of restoring forces and moments of

forces (gravity and buoyancy);
η - vector of vehicle position coordinates and its an-

gles;
τ – vector of forces and moments of force generated

by the propulsion system and environmental distur-
bances.
Although the equation (1) looks neat, there are more

than a hundred parameters needed to estimate for
model calculations, and simulations [24]. As presented
in [25] an adequate model can be achieved by coefficient
estimation using artificial intelligence.
The description of the BUUV mathematical model

is discussed in [22], while the propulsion system of the
same vehicle is presented in [27], and the depth control
for the vehicle is depicted in [14].
In the following sections, the chosen BUUV subsystems
are discussed in detail.

Mechanical design

The mechanical project of BUUV, presented in Fig. 2
was prepared in CAD software. The software used en-
ables designers to export some elements to a 3D printer.
Also, the centre of gravity and inertia coefficient can
be calculated for equation (1), even for curved surfaces.
The design can also be used for damping coefficient cal-
culation using Computational Fluid Dynamics (CFD)
software [18].
For coefficient validation or parameter measure-

ments, the laboratory test can be adopted, as presented
in Fig. 3.

Fig. 2. The design of BUUV

Fig. 3. BUUV tests in the laboratory water tunnel

Hardware design

An example of hardware realisation is presented in
Fig. 4, where all internal components can be observed.
The biomimetic fins [3] are directly connected to ser-
vos. The control algorithms are implemented into the
Raspberry Pi module.

Fig. 4. Hardware project realisation for BUUV

Simulation approach in Simscape Multibody

Simscape Multibody was designed for making sim-
ulations of systems based on its 3D CAD files with
joints and constraints between elements. It allows to
addition of forces and resistances for checking how the
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model behaves and making the simulation more realis-
tic. The model in Simscape Multibody is made of ded-
icated blocks. The advantage of this approach is users
do not have to create complicated differential equations
of 6-DOF space. Build-in solvers (e.g. ODE45) provide
a simulation solution and allow users to see the model’s
behaviour in 3D animation.

The optimisation of motion planning and path-
tracking controllers can be provided for models of un-
derwater vehicles [5]. The movement simulation can be
provided in 2D and 3D. In the 3D simulation, the cou-
pling effects of the motion of the fluid can be observed
including all degrees of freedom. All the parameters
(dynamic like turning radius, energy consumption, or
sensors parameters) can be monitored, and optimise
the path planning can be provided for specific criteria.

A very interesting feature in MATLAB and Simulink
is the possibility of deploying designed motion con-
trollers directly on embedded hardware such as micro-
controllers and FPGAs.

Description of BUUV’s model in Simscape
Multibody

The model has been divided into subsystems:
a) mechanical, imported from CAD software;
b) hydrodynamical, as mathematical equations simu-
lating water resistance;
c) electrical, in the form of simulation of main robot’s
drives;
d) control, in the form of blocks generating control sig-
nals for drives.

Modelling of BUUV starts from its 3D model in
CAD software, where joints and constraints between el-
ements were defined. Next, the files are imported into
Simscape Multibody by the special plug-in. During
importing, the block representation of the CAD model
(Fig. 2) was created and depicted in Fig. 5.

Fig. 5. BUUV’s model imported from Inventor to Simscape
Multibody

The next step was to provide the main drive in the
form of fins driven by servomechanisms. For this pur-
pose, another toolbox was needed - Simscape Electrical.
It provides a block’s representation of electrical compo-
nents and their connections in the form of signal lines
simulating wires.

Fig. 6 presents the electrical system of the main drive
in the form of servomechanism, its power and control
system. Parameters of the real used drive as Dynamixel
AX-12A were entered into the servomechanism’s block.
This approach provides getting results of the real com-
ponent simulation.

Fig. 6. Electrical subsystem

Additionally, the model was supplemented with el-
ements measuring the circuit’s voltage and current to
check the control signals’ correctness. Sample charts
of measurements in the time domain are presented
in Fig. 7, where can be observed how the control signal
impacts the rotation of the servomechanism.

Fig. 7. Sample chart of servomechanism current and rotation
during simulation

After modelling drives, the model has to contain con-
trol signals to operate servomechanisms as presented
in Fig. 8. The repeatable motion of fins was provided
by a square analogue signal. It also has a role in config-
uring servomechanisms and synchronising in the time
domain.

The last crucial part of the simulation was to add
hydrodynamic forces. Measurements of force generated
by fins were described in [17]. Modelling forces affecting
the BUUV were visualized in Fig. 9, where the water
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Fig. 8. Main drive of BUUV with control signals

resistances were calculated with using the mathemati-
cal formula:

R =
1

2
ρCSv2 (2)

where:
ρ - water density [ kgm3 ];
C - the vehicle shape coefficient [-];
S - cross-sectional area [m2];
v - the velocity of the vehicle relative to the water.

Fig. 9. Modelling forces which affect the BUUV

All discussed above subsystems were connected to
one model and depicted in Fig.10.

In this way, designers can detect and correct the de-
fects of a given solution before the model of the de-
signed vehicle is made.

Fig. 10. Block diagram of BUUV’s model in Simscape Multibody

CONCLUSIONS

In this paper, mathematical modelling and simula-
tion methods of BUUV are discussed. An appropri-
ate mathematical model requires hundreds of coeffi-
cients, many of which are challenging to achieve, espe-
cially when the prototype is not built yet. The object-
oriented, physical modelling based on Matlab Simscape
Multibody is an alternative method to nonlinear differ-
ential equations with nonlinear coefficients. The sim-
ulation of BUUV was made in Simscape Multibody -
one of the toolboxes of Matlab.
In the next stage of the research, the accuracy of the

model will be checked, and then the selected control
algorithms will be simulated, as well as the vehicle’s
autonomy functions will be tested.
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pomorstvo, 67(3 Supplement):10–17, 2020.
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Pietrukaniec, Marek B laszczyk, and Micha l Zab lotny. Con-
cept and first results of optical navigational system. Trans-
actions on Maritime Science, 8(01):46–53, 2019.

[22] Michal Przybylski. Mathematical model of biomimetic un-
derwater vehicles. In ECMS, pages 343–347, 2019.

[23] Roman Smierzchalski and Maciej Kapczynski. Autonomous
control of the underwater remotely operated vehicle in col-
lision situation with stationary obstacle. POLISH MAR-
ITIME RESEARCH, 29(4):45–55, DEC 1 2022.

[24] Piotr Szymak. Zorientowany na sterowanie model ruchu
oraz neuro-ewolucyjno-rozmyta metoda sterowania bezzalo-
gowymi jednostkami plywajacymi. Politechnika Krakowska,
2015.

[25] Piotr Szymak. Mathematical model of underwater vehicle
with undulating propulsion. In 2016 Third International
Conference on Mathematics and Computers in Sciences and
in Industry (MCSI), pages 269–274. IEEE, 2016.

[26] Piotr Szymak, Tomasz Praczyk, Krzysztof Naus, Bogdan
Szturomski, Marcin Malec, and Marcin Morawski. Research
on biomimetic underwater vehicles for underwater isr. In
Ground/Air Multisensor Interoperability, Integration, and
Networking for Persistent ISR VII, volume 9831, pages 126–
139. SPIE, 2016.

[27] Piotr Szymak and Micha l Przybylski. Thrust measurement
of biomimetic underwater vehicle with undulating propul-
sion. Maritime Technical Journal, 213(2):69–82, 2018.
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ABSTRACT 

Different malt types used in beer production are 
responsible not only for beer taste and aroma, but also 
for its biological value. In our previous research the 
main brewing and biological (phenolic compounds and 
antioxidant capacity) characteristics of 20 malt types, 
which are used in the brewing industry in Bulgaria, were 
studied. The aim of the present work is the modelling of 
a three-component mixture of malts (Pilsner, Caramel 
Munich type 2 and Vienna), in order to obtain wort with 
increased biological value.  
The method for mixtures modelling was used, as the 
target functions were wort phenolic compounds, 
determined by Folin–Ciocalteu method and modified 
Glories method, and wort antioxidant potential, 
determined by DPPH radical scavenging assay and 
ferric reducing antioxidant power - FRAP. The 
proportions of the three malts were determined after 
ANOVA of the results obtained, in order to guarantee 
the maximum biological value of the wort. 
The model obtained was optimized by applying 
constraints within the model in order to minimize the 
phenolic compounds content and maximize the 
antioxidant potential of wort produced. However, the 
optimization was carried out also to ensure that the wort 
produced showed good brewing characteristics. The 
obtained mixture had the following composition – 60% 
Pilsner, 20% Caramel Munnich type 2, and 20% Vienna 
malt.  
In the present study, a mathematical-statistical approach 
was applied for modelling and optimization of the 
composition of malt mixture in order to produce wort 
with increased biological value and good brewing 
characteristics. 
 
INTRODUCTION 

Malt is the main raw material in beer production. It 
provides not only the necessary amount of starch, which 
is converted to wort extract during mashing but also the 
color, antioxidant and polyphenolic profile of wort 
produced (Eaton, 2017; Kunze. 2019; Carvalho et al., 
2014; Vanderhaegen et al., 2006). Various authors 
showed that 80% of polyphenols in finished beer 

originated from malt, while the other 20% were from 
hops (Carvalho et al., 2014;, De Keukeleire, 2000; , 
Quifer-Rada et. al., 2015). Barley malt is also the main 
contributor to the antioxidant properties of beers (up to 
95%) due to its melanoidin and polyphenol content 
(Carvalho et al., 2014; Čechovská et al., 2012; Shopska 
et al. 2021). The antioxidant profile of malt depends on 
the raw material composition and the technological 
regimes of steeping, germination and kilning used for its 
production. Therefore, different malts have unique 
antioxidant and phenolic profiles (Shopska et al. 2021; 
Leitao et al, 2012; Holtekjølen  et al., 2006; Madhujith 
et al., 2006; Lu et al., 2007).  
In recent years, because of consumers’ demand on 
healthy food and beverages, one of the main tasks in 
brewing is the production of wort with both good 
brewing characteristics and increased biological 
potential. Usually the process begins with the selection 
of malts or malt mixtures. More often this process is 
based on the brewer’s experience or on making 
adjustments in already known malt blends. The brewers 
judge the quality of the resulting mixture solely by its 
brewing characteristics (Shopska et al., 2022a; Shopska 
et al., 2022b). However, the selection of proper malt 
mixture for producing healthy beverages has to include 
also evaluation of its antioxidant potential and phenolic 
content. The best approach for the selection of malt 
mixture is mixture design (Shopska et al., 2022a; 
Shopska et al., 2022b; Myers et al., 2016; Cornell, 
2002). 
In mixture design, the mixture composition is modeled 
by changing the proportions of the mixture components 
and studying their effect on the target functions.  The 
total amount of the components of mixture (i.e malt 
types) gives 100%. It is important to note that the target 
function depends only on the proportion of the 
individual component in the mixture and not on the 
amount of the mixture. Both the main brewing 
characteristics and those that determine the biological 
profile of the wort can be selected as target functions. 
As a result of the modeling, mathematical dependencies 
are obtained, which give the relationship between the 
content of the individual components in the mixture and 
the target functions (Shopska et al., 2022a; Shopska et 
al., 2022b). Various methods for modeling mixtures can 
be used - Simplex-Lattice designs, Simplex-Centroid 
designs, Constrained mixture designs. These methods 
can be used for exploring a factor space of different 
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sizes, which determines the accuracy of the obtained 
models. The method Constrained mixture designs allows 
to perform constraints in the factor space, which can be 
used in constraining some of the malts in the mixture 
(Shopska et al., 2022b; Myers et al., 2016; Cornell, 
2002). The knowledge of malt characteristics is crucial 
for the correct modeling of malt mixtures. Malts are 
divided into three main groups - basic, special and 
functional. The basic malts are with highest content in 
malt mixtures and are with highest enzyme activity and 
good brewing characteristics. The special and functional 
malts gives specific color, higher antioxidant and 
phenolic profile of the beverages produced, as well as 
some specific characteristics like smoky aroma, acid 
flavor, etc. (Carvalho et al., 2014; Shopska et al. 2021). 
Some of special malts also have good brewing 
characteristics, which decrease with the increase in malt 
color (Carvalho et al., 2014; Shopska et al. 2021; 
Shopska et al., 2022a). Therefore, it is necessary to 
ensure the correct proportions of the different malt types 
to ensure a mixture with suitable brewing and biological 
characteristics (Shopska et al. 2021; Shopska et al., 
2022a; Shopska et al., 2022b).  
In our previous research (Shopska et al. 2021) twenty 
malt types were investigated in terms of their brewing 
and biological characteristics. Malts were divided by 
their antioxidant potential (determined by 5 different 
methods) to two main groups. The first group included 
malts with low antioxidant activity such as: Pilsner, Pale 
ale, Vienna, Munich, Munich dark, Wheat, Rye, 
Caramel pils, Acidulated and Smoked malt. All other 
malts (Melanoidin, Red X, Caramel amber, Caramel 
hell, Black, Special X, Special Wheat, Caramel Munich 
1, Caramel Munich 2, Chocolate) fell into the second 
group of malts with higher antioxidant activity (Shopska 
et al. 2021). 
On the basis of the research conducted three malt types 
were selected—Pilsner (P), Vienna (V) and Caramel 
Munich Type 2 (CM2), that have good phenolic profile 
and adequate antioxidant capacity. The aim of the 
present work was to model the composition of a three-
component mixture of the selected malts using mixture 
modeling methods. 

MATERIALS AND METHODS 

Malt 

We used Pilsner (P), Vienna (V) and Caramel Munich 
Type 2 (CM2), produced by BestMalz, Germany. 

Mixture Design 

Randomized simplex centroid design was used to model 
the malt mixtures. The plan was a lattice, which 
consisted of 7 different mixtures (Table 1) in 9 runs.  
Additionally, in the design centre of the, experiments 
were conducted to establish the statistical parameters. 
The design was run in a single block.  The order of the 
experiments has been fully randomized.  This had 
provided protection against the effects of lurking 

variables.  Since the selected model type was special 
cubic, the design was intended to fit a model with all 
first and second-order terms and some third-order terms. 
The main parameters of the wort (wort extract), as well 
as the parameters characterizing its biological value 
(DPPH, FRAP, phenolic compounds), were used as a 
target functions. 

Wort Characteristics 

Mashing Method 

Mashing was conducted according to the Congress mash 
method of the European Brewery Convention (Analytica 
EBC, 2019), as described in (Shopska et al. 2021).  

Table 1: Randomized simplex centroid design for 
mixture modelling and optimization 
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1 1 0 0.5 0.5 0 25 25 
2 1 1 0 0 50 0 0 
3 1 0 1 0 0 50 0 
4 1 0.33 0.33 0.33 16.66 16.66 16.66 
5 1 0.5 0 0.5 25 0 25 
6 1 0 0 1 0 0 1 
7 1 0.5 0.5 0 25 25 0 
8 1 0.33 0.33 0.33 16.66 16.66 16.66 
9 1 0.33 0.33 0.33 16.66 16.66 16.66 

Wort Analysis 

Wort extract was determined according to the methods 
of the European Brewery Convention (Analytica EBC, 
2019). Wort extract was measured by the means of 
Anton Paar DMA 35 density meter (Anton Paar, Graz, 
Austria).  

Extraction and Determination of Phenolic Compounds 

The wort obtained according was diluted with methanol 
in a proper ratio and filtered, according (Shopska et al. 
2021; Shopska et al., 2022a). The methanolic extracts 
were used for analysing phenolic compounds 
concentration and antioxidant activity of wort. 
Content of Total Phenolic Compounds (TPC) with 
Folin–Ciocalteu (FC) Reagent. The total phenolic 
compounds content was determined according to 
(Dvořáková et al., 2008) with some modifications 
detailed in (Shopska et al. 2021). The absorbance (A) 
was recorded at 765 nm against a blank prepared using 
Shimadzu UV–VIS1800 spectrophotometer (Kyoto, 
Japan). The results were calculated by a calibration 
curve and were presented as mg Gallic acid equivalent 
(GAE)/L wort: 

 765 PA 0.0083 K
TPC ,  mg GAE/L

0.0098


  (1) 

where: A765—absorbance of the sample of 765 nm, Kp—
dilution coefficient 
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Content of Phenolic Compounds by the Glories Method. 
The content of total phenols, phenolic acids and 
flavonoids was determined by a modified Glories 
method (Shopska et al. 2021; Shopska et al., 2022a; 
Mazza et al., 1999). The absorbance was measured 
against a blank prepared with distilled water at three 
wavelengths—280 (TPC), 320 (phenolic acids content 
(PA)) and 360 nm (flavonoids (F)). The results were 
calculated by calibration curves and were presented as 
GAE/L for TPC, caffeic acid equivalent/L (CAE/L) for 
PA, and Quercetin equivalent (QE/L) for F, 
respectively: 

280 PTPC 391.88A K ,  mg GAE/L  (2) 

320 PPA 210.83A K ,  mg CAE/L  (3) 

360 PF 321.94A K ,  mg QE/L  (4) 
where: A280—absorbance of the sample of 280 nm; A320—
absorbance of the sample of 320 nm; A360—absorbance of 
the sample of 360 nm; Kp—dilution coefficient. 

Antioxidant Activity (AOA) of Wort. AOA against the 
DPPH (2,2′–Diphenyl–1–picrylhydrazyl) Radical 

The wort AOA was measured by the DPPH method (8, 
13, 20) using 0.25 mL of methanol extract (working 
sample) or methanol (control).  The percentage 
inhibition activity was determined by: 

1 2

1

A A
I 100 ,  %

A


  

(5) 

where: I—percentage inhibition; A1—the absorbance of the 
control at 517 nm; A2—the absorption of the working 
sample at 517 nm; 

A standard curve, measuring AOA of Trolox (6–
hydroxy–2,5,7,8–tetramethylchroman–2–carboxylic 
acid) against DDPH radical was obtained: 

  PI 0.6711 K
AOA ,  M TE/L

0.341


 

 
(6) 

where: I—percentage inhibition; Kp—dilution coefficient 

AOA by the FRAP (Ferric Reducing Ability of Plasma) 
Method. The FRAP analysis was performed according 
to the method, described by Benzie and Strain, 1996 
with the some modifications detailed in (Shopska et al. 
2021; Shopska et al., 2022a). The absorption was read 
at 593 nm against a blank prepared with methanol. The 
standard curve, measuring AOA of Trolox was used: 

  PA593 0.0235 K
AOA ,  M TE/L

0.0024


   (7) 

where: A593–absorbance of the sample of 593 nm; Kp—
dilution coefficient 

Modeling, optimization and statistical analysis 
The statistical data processing was performed with the 
help of Statgraphics Centurion XV, Trial version with 
the help of algorithms set in the program itself. 
 
RESULTS AND DISCUSSION 

Before commenting on the results, we will give a brief 
description of the objective functions investigated in the 
present work. The wort extract is formed in the process 
of mashing, lautering and wort boiling. In the course of 
fermentation, it undergoes a number of changes, as a 

result of which the sensory profile of the beer is formed. 
Phenolic compounds are part of the wort extract and are 
relevant both for its biological value and for the beer 
stability during its storage. Antioxidant potential is a 
complex concept that determines the biological value of 
a given component/set of components. Since different 
types of components have different chemistry to action, 
it was adopted to determine the antioxidant capacity by 
at least two different methods, in this case the inhibition 
against the DPPH radical and the Ferric Reducing 
Ability of Plasma were chosen. 
The results for mixture modeling are shown in Table 2. 
First of all, we will comment on the results obtained at 
each of the points of the simplex lattice. The results at 
the vertices of simplex (Variants 2, 3 and 6) were 
similar with our previous studies (Shopska et al. 2021; 
Shopska et al., 2022a). Pilsner and Vienna malt had 
similar enzyme activity (22), which resulted in similar 
wort extract. Caramel Munich 2 malt showed a lower 
extract due to its higher temperature of kilning. The 
TPC of Caramel Munich 2 malt was between 2.5 and 5 
times higher (depending on the method used for their 
determination) than the one of Vienna and Pilsner malts. 
This was due to the kilning regime that promoted the 
release of malt phenolic compounds from their bound 
form (Carvalho et al., 2014; Shopska et al. 2021; 
Shopska et al., 2022a). The AOA of Caramel Munich 2 
malt, measured by DPPH and FRAP methods was also 
the highest. This was due higher content of phenolic 
compounds and Maillard reaction products, which 
determined antioxidant capacity (Carvalho et al., 2014).  
The points on the individual sides of the simplex lattice 
(Variants 1, 5 and 7) were also very interesting. The 
results for AOA and TPC of Variants 1 and 7 could be 
considered as an average of the results for the 
antioxidant activity and total phenolic compounds of the 
basic (Vienna or Pilsner) and the special (Caramel 
Munich 2) types of malt. Therefore, it can be 
hypothesized that the increase in the proportion of 
special malt in the mixture should lead to an increase in 
both mixture TPC and AOA. The extract of the mixtures 
between base and special malt was similar to the extract 
of base malt types (Variants 2 and 6).  The combination 
of the two basic malt types (variant 5) led to an increase 
in the mixture extract, TPC and AOA compared to the 
base malt itself. The indicators of the mixtures at the 
central points of the simplex lattice (variants 4, 8 and 9) 
cannot be determined by simple dependencies, but 
mathematical models should be developed. The 
observed differences between TPCFC and TPCFG are due 
to the fact that the modified Glories method is based on 
the characteristic absorption of the benzene cycles of the 
majority of phenols at 280 nm and is less influenced by 
the oxidative status of the analyzed molecules.  
The results in Table 2 was subjected to statistical 
analysis, and mathematical dependencies were 
established for the influence of the individual malts in 
the mixture on different target function (equation 8 to 
equations 14). The response curves for each of the 
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parameters are presented in Figure 1 to Figure 7.Table 3 
and Table 4 present the data for the models for extract, 
TPC, determined by FC method, and AOA, as these 
functions will be used for mixture optimization. The 
data from the mathematical models (eq. 8 to 14) showed 
that all three malts affected positively target functions in 
the linear part of the models. The special malt - Caramel 

Munich 2 had the strongest influence on the phenolic 
content and AOA, which determined the biological 
value of wort. The results confirmed our previous 
investigations about the strongest effect of special malts 
on the wort biological potential (Shopska et al. 2021; 
Shopska et al., 2022a). The equation 8 showed that all 
the three malts have a positive effect on the wort extract.

Table 2: Simplex centroid design and experimental results 
№ Pilsner CM2 Vienna Extract TPCFC DPPH FRAP TPCG PA F 
    °Р mg/L μmol TROLOX/L mg/L 

1 0 0.5 0.5 8.29 623.78 1119.81 1328.43 779.84 177.1 93.36 
2 1 0 0 8.22 251.33 17.36 281.25 291.56 37.11 19.96 
3 0 1 0 5.67 1039.39 1964.67 2234.72 1301.4 316.25 167.41 
4 0.33 0.33 0.33 8.31 582.96 932.52 1045.49 644.64 129.66 67.67 
5 0.5 0 0.5 8.56 407.30 265.47 379.03 351.91 46.8 24.47 
6 0 0 1 8.31 281.28 177.41 519.1 525.12 133.88 159.39 
7 0.5 0.5 0 8.24 655.41 989.89 1185.76 719.1 162.34 86.92 
8 0.33 0.33 0.33 8.33 601.41 935.63 1055.67 640.11 128.72 63.21 
9 0.33 0.33 0.33 8.28 589.32 922.12 1033.36 638.20 127.63 66.36 

 
According to Table 3, the model in its entirety (together 
with third-order interactions) could be considered as 
adequate. Table 3 shows the results of fitting different 
models to the data in Extract.  The mean model consists 
of only a constant. The linear model consists of first-
order terms for each of the components. The quadratic 

model adds cross-products between pairs of 
components. The special cubic model adds terms 
involving products of three components.  Each model is 
shown with a P-value which tests whether that model is 
statistically significant when compared to the mean 
square for the term below. 

 

Extract = 8.22*P+5.67*CM2+8.31*V+5.18*P*CM2+1.18*P*V+ 5.212*CM2*V-10.15*P*CM2*V (8) 
TPCFC=251.33*P+1039.39*CM2+281.28*V+40.2*P*CM2+563.98*P*V-146.22*CM2*V+218.058*P*CM2*V (9) 
DPPH=17.36*P+1964.67*CM2+177.41*V-4.5*P*CM2+672.34*P*V +195.08*CM2*V+3154.35*P*CM2*V (10) 
FRAP = 281.25*P+2234.72*CM2+519.1*V-288.9*P*CM2 – 84.58*P*V-193.92*CM2*V+ 2614,83*P*CM2*V (11) 
TPCG = 291.56*P+1301.04*CM2+525.12*V-308.8*P*CM2–225.76*P*V- 532.96*CM2*V+1548.38*P*CM2*V (12) 
PA=37.11*P+316.25*CM2+133.88*V-57,36*P*CM2-154.78*P*V-191.86*CM2*V+327.663*P*CM2*V (13) 
F=19.96*P+167.41*CM2+159.39*V-27,06*P*CM2-260.82*P*V-280.16*CM2*V+410.37*P*CM2*V (14) 
where: “Extract”, °Р – targer function; bijk – regression equation coefficients (i=Pilsner malt; j= Caramel Munich Type 2 
malt; k=Vienna malt); P, CM2, V – proportion of the malt in the mixture. 

 

 

  
Figure 1: Response Surface for Wort Extract Figure 2: Response surface for TPC determined by FC 

  
Figure 3: Response Surface for AOA Determined by 

DPPH 
Figure 4: Response Surface for AOA Determined by 

FRAP 
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Figure 5: Response Surface for TPC Determined by 

Glorie method 
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Figure 6: Response Surface for Phenolic Acids 

Determined by Glorie method 

 
Figure 7: Response Surface for Flavanoids 

Determined by Glorie method 

In the models for TPC and AOA some of the 
combinations between malts had negative effects on the 
target functions. More often it was the combination 
between the two base malts, because they had a 
relatively low phenolic content. However, a low 
phenolic content affected positively colloidal stability of 
beer produced. The data in Table 3 show that the linear 
model for TPC determined by FC had the highest degree 
of adequacy. At the same time, however, the third-order 
model described the experimental results with the 
highest accuracy.  The results for AOA, measured by 
DPPH and FRAP were analogous. This, in turn, 
confirmed the observations for a correlation between the 
content of phenolic compounds and antioxidant activity 
(Carvalho et al., 2014; Shopska et al. 2021; Shopska et 
al., 2022a).  
The results for TPC, measured by modified Glories 
method, phenolic acids and flavonoid phenolic 
compounds replicated the results already discussed. 
These results and the corresponding models will not be 
included in the optimization procedure, as they have 
similar trends to those already described, which will 
lead to a distortion in the result of the optimization 
procedure. 

The following target functions were selected for the 
optimization – TPC, determined by FC and AOA, 
determined by DPPH and FRAP. The extract was 
excluded from the optimization procedure because it 
was a results from the enzyme activity of malts and has a 
relatively increasing tendency. The optimization should 
be done under certain conditions, namely: reduction of 
the TPC in wort and maximization of AOA determined 
by DPPH and FRAP. The concentration of TPC had to 
be minimal because phenolic compounds affected beer 
colloidal stability (Eaton, 2017; Kunze. 2019). The 
AOA had to be maximal if we wanted to have wort with 
high biological value. It could be achieved if we used 
more special malts in the mixtures or more malts with 
higher degree of heat treatment. The results of multi 
target optimization are presented in Table 5 and Figure 
8a. According to the data in Table 5 the mixture should 
contain 99.98% Caramel Munich 2 malt, which would 
ensure the highest biological value of the wort. 
However, this malt mixture was not suitable from 
brewer’s point of view. According to the manufacturer 
Caramel Munich 2 malt has to be used up to 50% in 
malt mixtures (BestMalt Catalog). Therefore, the 
following constraints had to be introduced in the 
optimization process: the amount of Caramel Munich 2 
malt must be up to 50% of the mixture composition; the 
amount of TPC, measured by FC should be minimized; 
AOA, determined by DPPH and FRAP should be 
maximal. The results from second optimization with 
constraints are presented in Table 6 and Figure 8b. 
The optimized malt mixture contained 60 % Pilsen malt, 
20% Vienna malt, and 20% Caramel Munich 2 malt. 
The mixture TPC and AOA were significantly lower 
than the previous optimized variant. However, it is 
important to note that after wort boiling, the values of 
the investigated parameters increased significantly as 
follows: TPC=700.31 mg/l, DPPH=1692.28 μM TE/L 
and FRAP=1522.92 μM TE/L (23). This can be 
explained with the additional amounts of melanoidins 
which were formed during wort boiling and their effect 
on the AOA. 
The optimized malt mixture was used for the production 
of different functional beverages (Tomova et al., 2021; 
Tomova et al, 2022; Trendafilova et al., 2021). Wort 
was produced in semi-industrial conditions and was 
inoculated with probiotic yeast strain Saccharomyces 
cerevisiae var. boulardii Y1 (Tomova et al., 2021; 
Tomova et al, 2022) or probiotic lactic acid bacteria 
Lacticaseibacillus rhamnosus (former Lactobacillus 
casei ssp. rhamnosus) LBRC11 (Trendafilova et al., 
2021). In the beverages with probiotic yeast strain were 
added grapefruit, tangerine (Tomova et al., 2021), and 
lemon (Tomova et al., 2022) essential oils. In the 
beverage with probiotic lactic acid bacteria was added 
mint essential oil (Trendafilova et al., 2021). Data show 
that combination of wort with essential oils and 
probiotic strains led to the production of beverages with 
good organoleptic profile and significant biological and 
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functional value (Tomova et al., 2021; Tomova et al, 2022; Trendafilova et al., 2021). 

Table 3: Estimated Full Model Effects 
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EXTRACT, % 
Mean 441.671 1 441.671 - - Linear 0.722744 65.77 48.65 

Linear 4.0146 2 2.0073 3.84 0.1172 Quadratic 0.294364 98.58 91.48 

Quadratic 2.00278 3 0.667595 7.70 0.2539 Special Cubic - 100.00 0.00 

Special Cubic 0.0866503 1 0.0866503 - - - - - - 

Error -1.26954E-13 0 0 - - - - - - 

Total 447.775 7 - - - - - - - 

TPCFC, mg/L 
Mean 2,10811E6 1 2.10811E6 - - Linear 65.3946 96.10 94.15 

Linear 421805.0 2 210902 49.32 0.0015 Quadratic 6.32628 99.99 99.95 

Quadratic 17065.8 3 5688.6 142.14 0.0607 Special Cubic - 100.00 0.00 

Special Cubic 40.0218 1 40.0218 - - - - - - 

Error 3.00432E-10 0 0 - - - - - - 

Total 2.54702E6 7 - - - - - - - 

DPPH, μM TE/L 
Mean 4.26993E6 1 4.26993E6 - - Linear 107.97 98.33 97.50 

Linear 2.74907E6 2 1.37453E6 117.91 0.0003 Quadratic 91.5169 99.70 98.20 

Quadratic 38254.9 3 12751.6 1.52 0.5150 Special Cubic - 100.00 0.00 

Special Cubic 8375.34 1 8375.34 - - - - - - 

Error 3.87445E-10 0 0 - - - - - - 

Total 7.06563E6 7 - - - - - - - 

FRAP, μM TE/L 
Mean 6.94766E6 1 6.94766E6 - - Linear 42.5065 99.74 99.61 

Linear 2.79512E6 2 1.39756E6 773.50 0.0000 Quadratic 75.8636 99.79 98.77 

Quadratic 1471.93 3 490.642 0.09 0.9583 Special Cubic - 100.00 0.00 

Special Cubic 5755.28 1 5755.28 - - - - - - 

Error -6.17547E-10 0 0 - - - - - - 

Total 9.75001E6 7 - - - - - - - 

Table 4: ANOVA 
Source Sum of Squares Df Mean Square 

Extract 

Special Cubic Model 6.10403 6 1.01734 

Total error 0.0 0  

Total (corr.) 6.10403 6  

R-squared = 100.0 % 

TPCFC 

Special Cubic Model 438911.0 6 73151.8 

Total error 0,0 0  

Total (corr.) 438911.0 6  

R-squared = 100.0 % 

DPPH 

Special Cubic Model 2.7957E6 6 465950.1 

Total error 2.47383E-10 0  

Total (corr.) 2.7957E6 6  

R-squared = 100.0 % 

FRAP 

Special Cubic Model 2.80235E6 6 467058.1 

Total error 0.0 0  

Total (corr.) 2.80235E6 6  

R-squared = 100.0 % 

 

191



 

 

Table 5: Multi target optimization – first step 
Factor Low High Optimum Optimum, g DPPH FC FRAP 
Pilsner 0,0 1.0 0.00000857643 0.1 

1964.41 1039.25 
 

2234.41 
 

CM2 0,0 1.0 0.99984 49.8 

Vienna 0,0 1.0 0.00015124 0.01 

Table 6: Multi target optimization – second step 
Factor Low High Optimum Optimum, g DPPH FC FRAP 
Pilsner 0,0 1.0 0.6 30 

602.47 486.82 745.20 CM2 0,0 1.0 0.2 10 

Vienna 0,0 1.0 0.2 10 
 

  
Figure 8a. Multi-target optimization without constrains  Figure 8b. Multi-target optimization with constrains  

 
CONCLUSIONS 

The aim of the present work was to develop a mixture of 
malts (Pilsner, Vienna and Caramel Munich 2) for the 
production of wort with increased biological value, 
which could be used for functional beverages. Two 
mixtures were developed and the choice between them 
was made on the combination between brewing 
characteristics and biological value of wort. Therefore, a 
mixture of 60% Pilsner malt, 20% Vienna malt and 20% 
Caramel munich 2 malt was selected and used for the 
production of different types functional beverages with 
probiotic yeast or lactic acid bacteria strains and with or 
without essential oils additions. The mixture obtained 
guaranteed the production of wort with optimized 
phenolic content and maximum AOA values determined 
by DPPH and FRAP.  
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ABSTRACT

More often, Autonomous Underwater Vehicles
(AUVs) are used in underwater space to carry out
different missions from both civilian and military do-
mains. One of the sensors needed underwater for au-
tonomous motion is the Forward Looking Sonar (FLS),
which is used mainly for obstacle detection. The pa-
per undertakes the problem of the FLS modelling for
testing and verifying, e.g. different obstacle detection
algorithms. The model based on a beam of rays has
been implemented for the popular type of FLS and then
verified in a simulational environment.

INTRODUCTION

Unmanned Underwater Vehicles (UUV) are increas-
ingly used underwater robots in various types of under-
water inspection and scientific research [1]. Underwater
space is a very difficult environment for both the diver
and the underwater vehicle to work [2]. Compared to
the terrestrial or surface environment [3], the underwa-
ter environment is characterized by reduced visibility,
increased motion resistance, and the impact of large
disturbances, especially in the form of sea currents [4].
In addition, there may be both moving and station-
ary objects underwater that are obstacles to UUVs.
Unmanned underwater vehicles can be remotely oper-
ated ROV (Remotely Operated Vehicle) or operate au-
tonomously AUV (Autonomous Underwater Vehicle).

In the case of using AUVs in underwater inspection,
there is a need to replace the operator’s senses with
underwater sensors [5]. The signals from the sensors
should be efficiently processed for interpretation, and
final decision-making of the autonomous system [6], [7].
One of the key areas necessary to obtain the autonomy
of UUV operation is the detection of underwater obsta-
cles, as well as often surface obstacles [8], particularly
those submerged in water, and then avoiding obstacles
to avoid collisions (Obstacle Detection (OD) processing
and Obstacle Avoidance (OA) manoeuvres).

OD&OA problems can be classified by different cri-
teria. The basic division concerns whether we deal with
a global or local problem. In the case of a global ap-
proach, when we have information about various obsta-
cles in the environment, OD&OA becomes a non-linear
optimization problem. An example is the problem of
rocket trajectory programming for the purpose of de-
stroying a manoeuvring target while avoiding a static
obstacle at a certain avoidance distance [9]. To solve
this problem in the case of many mobile vehicles, where
it is essential to avoid collisions not only with static but
also dynamic obstacles (other robots), good results are
obtained using the artificial potential field method [10].
In addition, obstacle avoidance trajectory control opti-
mization problems can be solved using non-linear pro-
gramming [11][12], heuristic algorithm [13], and graph
search methods, including the A* algorithm [14] and
the D* algorithm [15].

In the case of a local approach, i.e. the AUV oper-
ates in a locally known and globally unknown environ-
ment with different types of obstacles, non-linear meth-
ods are used for obstacle avoidance trajectory planning.
The following examples of methods used to solve this
problem can be found in the literature: Artificial Po-
tential Field (APF) method [16], Evolutionary Algo-
rithm (EA) [17] and Genetic Algorithm (GA) [18], the
PSO (Particle Swarm Optimization) algorithm [19], or
a combination of several artificial intelligence methods
[20], [21]. Compared to the classical methods of opti-
mization, the algorithms mentioned above usually lead
to global or near-global solutions. At the same time, it
should be emphasized that this type of algorithm has
an iterative nature of finding a solution. During the it-
erative tuning process, they quite often arrive at local
solutions. Getting stuck by these algorithms in such
places of consideration space is an issue that must be
faced when using them.

Regarding the FLS models or general sonar models,
the most appropriate seems to be the approach based
on a beam of rays, where each ray examines a differ-
ent point in underwater space. One of the examples
is included in [22]. Moreover, the work includes the
proposition of data processing, including (1) filtering
and segmentation, (2) feature extraction, (3) tracking
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and final (4) map building. In the next paper [23],
similar sonar modelling is included together with the
seabed modelling. To achieve the aim of the research,
single beam sonars, horizontal FLSs and finally, side
scan sonars are considered. Each model of the sonars
was described by simulator pseudo code helping in own
code preparation.

The paper undertakes problems of sonar modelling
using a beam of rays representation. Such a model is
very efficient for obstacle detection, but it can be quite
computationally demanding depending on the sonar
parameters. Presented in the paper, numerical research
of the sonar model shows the processing time of the
AUV motion for the sonar model with different param-
eters.

In the next section, the results of the analysis of the
sonar operation are included, i.e. minor limitations of
OD using sonar are described. In the following two
sections, seabed and sonar models are presented using
mainly visualisations of their working due to the limita-
tion of the paper length. Then, the results of numerical
research are inserted and discussed. At the end of the
paper, the conclusions are presented.

SONAR OPERATION

After the literature analysis, as well as own experi-
ence from research in the field of underwater robotics,
it should be stated that the following factors should
be taken into account when researching the OD&OA
system:

• FLS sonar operating parameters
The data recorded by the FLS during the measurement
of the observation target is subject to Gaussian noise,
refraction in the underwater environment, and inter-
ference with other signals. In addition, observing an
unfamiliar environment with an FLS depends on the
sonar viewing range, detection range, resolution, and
operating frequency.
• Sonar operation close to the bottom or surface of the
water
In the case of FLS operation close to the bottom and
surface of the water, the obtained information on tar-
gets should be interpreted in conjunction with the data
on the current position in the AUV space to eliminate
falsely detected obstacles at the bottom or surface of
the water. It should be borne in mind that the different
types of bottom and the degree of waving of the water
surface will affect the amount of reflected hydroacoustic
wave.
• Types of obstacles
When an AUV is tasked with an unfamiliar underwater
environment, it encounters various types of obstacles,
such as simple convex obstacles, complex convex ob-
stacles, and complex vortex obstacles. Therefore, it is
very difficult to develop a single obstacle avoidance al-
gorithm for different types of obstacles. In addition,
obstacles can be stationary or dynamic and vertical or
horizontal.
• Restriction of AUV movement
The manoeuvrability of the AUV will be affected by

equipment such as rudders, including thrusters and pro-
peller configuration. In an unknown underwater envi-
ronment, the AUV will also be affected by unknown fac-
tors such as sea currents and, in the near-water layer,
sea waves. Therefore, it is necessary to consider the in-
fluence of AUV motion constraints on trajectory plan-
ning and AUV control [24].
• Avoiding obstacles
AUVs can operate in an unfamiliar underwater environ-
ment, and it is inevitable to detect an obstacle in the
AUV’s planned trajectory. Therefore, the AUV is ex-
pected to be able to avoid obstacles in a timely manner
to ensure safe and reliable manoeuvring during mission
execution.

SEABED MODEL

The map generation algorithm is based on the fol-
lowing inputs:
• Resolution of the bottom map, i.e. the number defin-
ing the division of the distance of 1 meter into dis-
cretized sections res
• Bottom dimensions in meters in the x and y axis
dimX and dimY
• Number of obstacles nO
• Depth of the modeled water reservoir depth
• Bottom corrugation height height
The resulting bottom map is stored in two two-
dimensional matrices:
1. Matrix of bottom depth and/or heights associated
with the bottom of obstacles at a given point Map1
2. The reflection coefficient matrix of a given bottom
point and/or obstacle Map2
Figure 1 illustrates the first of the above-mentioned

matrices for the following values of input parameters:
res = 1, dimY = 100, dimX = 100, nO = 20, depth =
−10, height = 0.5.
The seabottom map generation algorithm first gener-

ates the bottom ripple using sine and cosine harmonic
functions with an amplitude equal to the height param-
eter at the given depth. Then, at randomly selected
points, it generates rectangular or hemispherical ob-
stacles. Obstacle dimensions have random values in a
given range of values.
Reflectance values are also randomized from a spec-

ified range of values. The final selection of reflection
coefficients is planned based on experimental research
using selected sonar for various types of bottoms, e.g.
sandy, grassy, etc., and selected types of obstacles, e.g.
vertical wall, a spherical object with seabottom, etc.
The model of the bottom and the obstacles asso-

ciated with it presented above seems to be the least
computationally complicated model, which will be im-
portant in the case of optimizing various methods of
avoiding obstacles to be implemented in the next task.
The Project envisages using AUVs to identify UXOs,
i.e. moving mainly near the bottom. For the purpose of
testing the detection and avoidance of obstacles located
near the water surface, it is expected to generate similar
matrices containing information about the undulation
of the water surface and obstacles floating close to the
surface, e.g. other vessels.
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Fig. 1. Visualization of the depth of the bottom and the heights
associated with the bottom of obstacles for a resolution of 1 and
a bottom size of 100x100m

SONAR MODEL

The algorithm of sonar operation requires the follow-
ing inputs:

• Coordinates of the localization of the sonar in relation
to the AUV centre of gravity coorSon
• AUV orientation angles orien
• Angle range, resolution and viewing distance sector
• Sonar beam angle width
• The minimum and maximum range of sonar vision
rmin and rmax
• Maps and their parameters as listed in the previous
section

The sonar obstacle detection algorithm works in two
’for’ loops. In the outer loop, the angle of the beam
generation system ang is increased from the minimum
value angmin to the maximum value angmax with a
step determined by the mechanical resolution of the
sonar angres. The inner loop, on the other hand, in-
creases the sonar viewing distance dist from the mini-
mum value to the maximum value in steps determined
by the map resolution. In the inner ’for’ loop, the
ranges of the beam area in space in azimuth azimmax
and elevation elewmax are calculated for given latitude
and dist parameters. The coordinates of the beam fill
rays are then generated so that all points in the envi-
ronment at the end of the sonar beam can be tested for
bottom or obstacles (Fig. 2 and 3).

Increasing the line-of-sight in this loop ensures that
obstacles closest to the sonar can be detected. After
detecting an obstacle, information about it in the form
of the bearing angle, the distance of the position rela-
tive to the sonar and the strength of the reflected signal
is saved in the matrix target. The signal power is cal-
culated as the average of the obstacle powers obtained

Fig. 2. Visualization of single beam rays for 50m viewing dis-
tance

Fig. 3. Visualization of single beam rays for 10m viewing dis-
tance

at the ends of the rays forming the beam. In addition,
the algorithm checks each time whether the possible ra-
dius does not go beyond the range of the environment,
i.e. beyond the values of dimX and dimY variables. It
should be noted that the computational complexity of
the obstacle detection algorithm performance increases
with beam size (beam spread angle and maximum sonar
view range) but also with environment resolution (bot-
tom and obstacle map resolution).

RESULTS OF NUMERICAL RESEARCH

Numerical research of the sonar model implemented
in Matlab using a beam of rays was carried out in the
following stages:

1. Checking the generation of rays for various sonar
parameters
2. Verification of object detection at different AUV po-
sitions in an environment with obstacles
3. Verification of bottom detection with different AUV
orientations
4. Comparison of processing times for different sonar
parameters

The first three tests were carried out on the CPU
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i7/Windows 10 platform, while the fourth test, due to
the high calculation time, was on the 6xGPU/Windows
10 platform.

As part of the first test, the correctness, including,
above all, the completeness of generating beam rays for
various sonar and beam settings, was checked. This
allowed us to eliminate several programming errors.
Fig. 4 visualizes the sonar beam rays in an obstacle
environment generated for the following parameters:
angle ±45◦ and line-of-sight 50m for xyz position co-
ordinates equal to (40m, 50m, -8.5m) and orientation
angles orien = (0◦, 0◦, 90◦). Based on the visualization,
it can be seen that the beam space is evenly covered by
the generated rays.

Fig. 4. Visualization of ±45◦ sonar beam rays at 50m line-
of-sight for AUV at xyz position (40m, 50m, -8.5m) and Euler
angles orien = (0◦, 0◦, 90◦)

As part of the next test, various objects were de-
tected in a simulation environment at different posi-
tions and an AUV course. In all these tests, the heel
and trim angles of the submersible vehicle were kept at
zero. One example is shown in Fig. 5.

Fig. 5 visualizes the AUV (pink circle) and de-
tected obstacles (red circles) for the ±45◦ sonar an-
gle at 50m line of sight and the AUV at the xyz
position (40m, 50m, -8.5m), with orientation angles
orien = (0◦, 0◦, 90◦). You can see that obstacles have
been detected correctly. In addition, lower target power
was obtained for the lower obstacle, which is planned
to be used in mapping and, eventually, collision avoid-
ance systems. Sometimes the obstacles detected went
beyond the obstacles in the environment. This is due
to the width of the beam. For some bearings, the beam
”hooks” on the obstacle only to a small extent.

In subsequent tests, sea bottom detection was tested
for AUVs with a specific trim angle (Fig. 6) and/or
heel angle.In both cases, the specific arrangement of

Fig. 5. Visualization of AUV (pink dot) and detected obstacles
(red dots) for sonar at ±45◦ angle and 50m line-of-sight and
AUV at xyz position (40m, 50m, -8.5m) and orientation angles
orien = (0◦, 0◦, 90◦)

the points illustrating the bottom detected by a given
beam allows us to state that the developed algorithm
correctly detects obstacles. During the development of
the mapping system, it is planned to analyze the orien-
tation of the AUV, which will allow the classification of
such objects as the sea bottom. This method of analy-
sis during movement close to the water surface should
also apply to detect an obstacle due to the reflection of
the beam from the wavy surface of the water.
In the last stage of the research, the developed al-

gorithm for detecting obstacles using sonar was tested
for different variants of sonar settings (Table I) and the
same AUV trajectory (Fig. 7) in terms of calculation
time.
The results of the conducted tests are illustrated in

Fig. 8.
According to the data in Table 1. from variant no.

1 to 6, we have an increase in the angle of view of
the sonar beam from ±10◦ to ±60◦, and from variant
no. 7 to 12, an increase in the viewing distance of the
sonar beam from 20m to 70m. While variants 13 to 18
examined the impact of mechanical sonar resolution on
processing time.

CONCLUSIONS

In the paper, numerical research on a beam of rays
model of sonar mounted on board AUV has been exam-
ined together with modelled obstacle installed on the
sea bottom.
Evidently, an increase in the viewing distance of the

sonar model results in a non-linear increase in compu-
tational time. This is due to the increasing number
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Fig. 6. Obstacles detected (red dots) for±30◦ sonar and 40m line
of sight, mounted on AUV (pink dot) at xyz position (55m,55m,-
6.5m) and angles orien = (0◦, 5◦, 0◦)

Fig. 7. AUV trajectory during benchmarking processing times
for various sonar parameters

of rays contained in the longer beam compared to the
shorter one.

However, taking into account the fact that the de-
signed AUVs are designed to move along fixed tra-
jectories close to the bottom with speeds of approx.
1 − 2m/s, the selection of sonar viewing from 10 to
20m in the sector from ±10◦ to ±30◦ seems to make
sense, i.e. it allows AUV to manoeuvre around an ob-
stacle and/or make an emergency stop. Such a choice
of parameters is not associated with an excessive in-
crease in computational time. In addition, the choice
of resolution at the level of 3.6◦ with a beamwidth in
azimuth of 3◦ and the above-mentioned value of the dis-
tance gives a lack of coverage between successive beams
at their ends at the level of 5-10 cm. It also does not
cause a risk of not noticing the obstacle, especially since
the clearance between the beams decreases as the AUV

TABLE I: Variants of sonar configuration

approaches to the possible obstacle.
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ABSTRACT

With the number of individual vehicles meeting the
capacity limit of urban road infrastructure, the deploy-
ment of new mobility services may help to achieve more
efficient use of available resources and prevent critical
overload. It may be observed that most of the seats
in private vehicles remain unused during the journey.
Therefore, increasing the number of passengers per ve-
hicle may potentially reduce the overall number of vehi-
cles on the road. For this purpose, ridesharing services
can be an effective instrument, if supply and demand
for rides are efficiently matched. The use of rideshar-
ing depends on multiple factors, e.g. individual pref-
erences, available infrastructure, alternative mode op-
tions (the quality of public transport). Auctions have
been established successfully in comparably complex
markets in which supply and demand of limited re-
sources have to be matched efficiently. However, finding
an appropriate auction design is difficult and can hardly
be examined without experimentation that requires ap-
propriate simulation instruments. In this paper, we
extend the AGADE Traffic simulator with ridesharing
options and implement functionality for simulating and
evaluating auctions in shared mobility scenarios. We
demonstrate application of the simulator with different
auction designs on a ridesharing use case with com-
muter traffic.

INTRODUCTION

Resource depletion caused by population growth has
led to a critical reassessment of ownership and con-
sumption behaviour. This has resulted in the emer-
gence of the sharing economy which maximises the use
of a resource by sharing it and thus allowing others to
gain access when it is typically not in use or when it can
be used together (see [1]). For example, private vehicles
that are used regularly for commuting spend most of
their time parked and thus occupy the already limited
space in urban areas. It can be observed that many
commuters who travel in private vehicles still have ex-
tra room to pick up additional passengers that may

have the same destination or a destination that can be
reached without significant deviation from the original
journey. The rise of shared mobility has challenged
the traditional model of vehicle manufacturers (selling
parts and vehicles) and encouraged a shift towards sell-
ing mobility as a service. Experts estimate that in the
long term, mobility will establish itself as a service [2],
leading to major investments to advance the deploy-
ment of shared mobility services [3]. A specific type of
shared mobility is ridesharing. Ridesharing is a term
for organised carpooling, traditionally arranged among
friends and family, but now commercialised as a service
to connect individuals that have never met. Such ser-
vices can help to reduce the number of private cars in
use by encouraging individuals to share journeys occu-
pying a single vehicle in place of two or more. The use
of commercialised ridesharing depends on the mecha-
nisms through which individuals are brought together,
in this paper, such mechanisms are referred to as the
pooling process. The use of auction-based techniques
can improve the optimisation of the pooling process,
facilitating better use of the available transportation
capacity. Finding an effective auction technique that
optimises the sharing of journeys within a ridesharing
scheme can be difficult. The use of a simulation tool
allows the evaluation of auction mechanisms in silico
before deployment into actual rideshare schemes. For
this purpose, we extend the AGADE Traffic simulator
with functionalities to simulate ridesharing and flexi-
bly ”plug in” different auctions mechanisms. We give
demonstration by simulating different implementations
of ridesharing in commuter traffic.

This paper is organised as follows: The following sec-
tions provide a short introduction to the theoretical
background of auctions in mobility and then give a dis-
cussion on related work. Following this, we present im-
plemented extensions for AGADE Traffic to simulate
ridesharing as well as flexible integration of different
auction mechanisms for the pooling process. As an ex-
ample, we perform two simulations for a commuting
scenario and look at the changes in simulation output
when implementing different auction mechanisms dur-
ing the pooling process. Finally, summary and conclu-
sions are given as well as indications for future work.
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PRELIMINARIES

Auctions are mostly known as a buying or selling
process in which individuals place bids to purchase a
particular item or service. More formal descriptions
have been given in literature where auctions are re-
ferred to as a structured form of negotiation between
multiple parties whereby a collective decision about a
price, an amount or other attributes is made [4]; or a
pair of outcome functions which allocate one or more
items in exchange for the bidders’ fees that depend on
their strategies [5]. The latter definition has a more
generic phrasing, indicating that the use of auctions is
not exclusively limited to buying and selling processes.
Rather, they should be considered as an instrument to
organise the access of individuals to the same limited
resources. Depending on how auctions are implemented
(auction design), strategies of participating individuals
may vary and therefore lead to different outcomes [6].
This suggests that a carefully implemented auction de-
sign can lead to an outcome favoured by the auction
designer which in economics makes this a powerful in-
strument for guiding self-interested individuals towards
social benefit. Relating these ideas to the current chal-
lenges in mobility, the application of auctions can help
to manage access of individuals to the already avail-
able transport capacity e.g. by improving the pooling
process in commercialised ridesharing.

RELATED WORK

During the last decade the commercial sector of
shared mobility has grown significantly, the same in-
terest can be observed in research on traffic simula-
tion. Previous reviews on traffic simulation, such as
[7] demonstrated that there are a number of applica-
tions available to conduct such simulations. A number
of studies [8], [9], [10] have demonstrated simulation
of different problem scenarios related to ridesharing.
Many currently available traffic simulation packages do
not implement appropriate features to simulate auc-
tions in ridesharing, despite the concepts being estab-
lished. [11] have proposed an incentive compatible Dy-
namic Ridesharing (DRS) solution based on auctions
whereas the authors of [12] investigated the effects of
offering bonuses to get prioritised during the pooling
process when vehicles are in shortage. A related study
by [13] simulated a ridesharing system in which pay-
ments are negotiated through a Vickrey auction. It
was noted that experiments described within the cur-
rent literature, were primarily implemented using cus-
tom implementations thus not making use of available
traffic simulators even though they offer a lot of poten-
tial for reusing common traffic concepts. This shows a
need for available traffic simulators to be extended with
additional functionality to simulate the application of
auctions in shared mobility. Based on this, we focus
our work on extending the AGADE Traffic simulator
to simulate different auction designs in ridesharing.

METHOD

AGADE Traffic is an agent-based traffic simulator
that focuses on modelling individuals and their travel
behaviour. The simulator integrates semantic technol-
ogy to model preferences and knowledge of individual
agents. This allows agents to be modelled with a broad
knowledge of the world which can be used for imple-
menting decision-making behaviour. The detailed mod-
elling of individuals and their behaviour makes AGADE
Traffic particularly suitable for researching the effects
of new mobility concepts not only on global system
behaviour but also on individuals [14]. For example,
the design of the carpooling process in ridesharing ser-
vices can have a significant impact on whether indi-
viduals make use of these services. However, simulat-
ing this type of scenario requires the current AGADE
Traffic model to be extended. In particular, the travel
behaviour of individual agents needs to be extended
to allow ridesharing to be included in their decisions.
Implemented agent behaviour is structured in the two
phases prejourney planning and en route replanning. In
this work, relevant modifications primarily affected pre-
journey planning in which the agent makes a decision
about its mode of transport. This decision is based on
the highest mode utility which is computed according
to the personal preferences of the agent [14]:

UTT (a,m,mc) =
∑
τ∈T

u(τ,m) · aτ − c(mc,m) (1)

Where a is an agent with Pa the set of agent
preferences on traffic-related aspects T . T is mod-
elled based on survey data provided by [15] and con-
tains the aspects flexibility, time, reliability, privacy,
safety, monetary costs, environmental impact and
convenience. Based on this, u(τ,m) defines the util-
ity of mode m with regard to a specific mode attribute
τ ∈ T and aτ ∈ Pa the preference value of τ for agent a.
Furthermore, there is a cost for modal change which is
modelled through the function c : M × M → R with
c(m,m′) the associated cost for changing from mode m
to mode m′ with c(m,m′) = 0 for m = m′. M contains
an artificial mode mnull that represents the start of a
journey with c(mnull,m) = 0 for all m ∈ M .

As an extension, we have added a new mode of trans-
port M ∪ {mridesharing} which may be treated as a
private vehicle (e.g. car) given that the driver travels
alone. The situation changes when an additional pas-
senger joins the vehicle, to share the journey. Thus,
values for u(τ,mridesharing) are based on utilities of
u(τ,mcar) with deviations depending on the number of
additional passengers. Within AGADE Traffic the val-
ues of mode utilities are specified by user input as part
of the simulation setting. For each additional passen-
ger, mode attributes for mridesharing need to consider
the following deviations as compared to the attributes
of mcar :

• the utility on flexibility decreases as changes to the
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journey have an immediate effect on the other passen-
gers and therefore need to be taken into consideration.
• the utility on time decreases as entry and exit of ad-
ditional passengers as well as potential detours account
for extra effort.
• the utility on reliability decreases as there are more
dependencies to be considered e.g. passengers being
late or running into traffic jam due to additional de-
tours.
• the utility on privacy decreases as there are more
passengers within the vehicle.
• the utility on safety decreases due to unpredicted
behaviour of passengers e.g. distractions.
• the utility on environmental impact increases as
emissions can be split among the driver and the pas-
sengers. However, if it wasn’t for ridesharing, passen-
gers might have chosen an even more environmentally
friendly mode of transport, which is why the effect
might be mitigated.
• the utility on convenience decreases as there is less
room for movement within the vehicle as well as storage
space.
• the utility on monetary costs needs to be handled
specific to the scenario depending on who is travelling
e.g. cost can be evenly split among friends, but is prob-
ably paid by the driver when they are driving members
of their own family.

In addition to the above a new type of agent is added
to the simulation. Within previous versions of AGADE
Traffic, the traveller agent selects a mode of transport
and then conducts their journey without the option to
take additional passengers. The addition of rideshar-
ing to the simulation model will require vehicles and
travellers to be modelled as separate agents. Traveller
behaviour needs to be extended to model passive pas-
sengers while vehicles must be able to contain informa-
tion about passengers as well as the designated driver.
In particular, traffic participants (travellers) hold rele-
vant information about their journey (e.g. origin and
destination) as the purpose of travel emerges from the
individual. Furthermore, individuals can only use ve-
hicles that are actually at their disposal for example,
vehicles that they privately own. Thus, traffic partic-
ipants need to register vehicle agents to which they
have access. Vehicle agents may vary in their passen-
ger capacity depending on their type (e.g. car, truck,
van, motorcycle). Based on this, vehicle agents need
to record detailed information about which agents are
inside the vehicle at any given time during the simu-
lation. Figure 1 gives an overview of the information
contained in the different types of agents.

Ridesharing is typically organised either in private
settings (among friends or family members) or through
the use of commercialised ridesharing services. The for-
mer requires implementation of social relations within
the agent population. The Barabási-Albert algorithm
can be used to model social structures and communi-
ties (see [16], [17]). The algorithm starts with a user-
defined number of agents (σ0) and iteratively adds new
agents, thus creating a social network with eventually n

Fig. 1. Separation of traffic participants and vehicle agents.

agents. A new agent is connected to σ existing agents,
where σ is a user-specified parameter, with a probabil-
ity proportional to the number of connections within
the existing agent population. As a result, agents with
more connections have a higher probability to gain new
relations which leads to a social network in which there
is a small number of agents with a high number of con-
nections (hub nodes) and the majority of agents with
only a small number of connections (satellite nodes).
This process is also referred to as preferential attach-
ment. However, in the real world new relations among
individuals are often established in their immediate sur-
rounding which is typically correlated to the geographic
distance of their home location [18]. Consequently,
agents in the simulation that are located in the same
region should have a higher probability of knowing each
other than agents that live farther away. Applying the
standard algorithm to the agent population generates a
social network that does not reflect this appropriately
(see Figure 2). Thus, we modified the Barabási-Albert
algorithm into a two-step procedure. We first apply
the algorithm to subsets of the agent population based
on their home location and clustered by geographic re-
gions. This produces a social network for each of these
regions. In the second step, the algorithm is applied
to establish transregional relations on the full set of
agents. This time the user-specified parameter σ will
be chosen to produce fewer connections as the probabil-
ity for transregional relations should be smaller in com-
parison to the process of generating connections within
the immediate surrounding (see Figure 3).

Information on social relations is stored within the
agents. Agents can use this information to arrange
ridesharing in a private setting. Let A be the set of
agents in the social network with ∆, P ⊆ A. ∆ is the
set of drivers that contains agents that have chosen to
travel with an individual vehicle (car) and P is the
set of potential passengers containing agents that are
looking for ridesharing options. Based on this, we de-
fine ∆ ∩ P = ∅. Furthermore, each a ∈ A has a list of
social contacts Λa. As we are dealing with ridesharing
in a private setting, we assume that agents connected
through a social relation are in frequent contact and
therefore are informed about the timetables and mobil-
ity needs of their friends and family members. Based on
this, agents a1 ∈ P look in their list of social contacts
Λa1 for potential drivers ∆a1 = Λa1 ∩ ∆, and succes-
sively request a2 ∈ ∆a1

sorted by shortest eucledian
distance d(a1, a2) for whether a2 would be willing to
make a detour and give a1 a lift. In the event that a2
still has empty seats in its vehicle, the number of seats
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Fig. 2. Example of a social network generated with the standard
Barabási-Albert algorithm

Fig. 3. Example of a social network generated with the modified
Barabási-Albert algorithm

already assigned is used to determine the utility UTT

of both a2 and a1 to take a1 as an additional passen-
ger. Ridesharing is agreed when UTT determines this
to be the best option for both of them. Otherwise, the
process continues for a1 and alternative options are ex-
plored (finding another driver or changing to a different
mode).

In contrast to this, commercialised ridesharing even-
tually causes interactions between unrelated individu-
als i.e. strangers. Agents have therefore been extended
with an additional attribute that models their attitude
towards travelling with strangers based on survey data
provided by [19]. Interaction between these individuals
is typically conducted through a digital service plat-
form and thus is managed by the given processes of
the platform. Connecting drivers and interested indi-
viduals is an essential task of these service platforms
which can be implemented using auctions. To simu-
late the effects of different auction designs, we extended
AGADE Traffic with a central interface to flexibly plug
in implemented auction algorithms. This interface re-
quires a list of agents participating in the auction and
returns the result of the auction i.e. a list of drivers
with their assigned passengers. During the auction,
agents submit bids according to the implemented mech-
anism of the auction to request a ride. Before submit-
ting a bid, the agent verifies whether the utility UTT

for ridesharing still exceeds all of the alternative mode

����

��������

Fig. 4. Function to compute utility of a bid

options based on the monetary costs of the bid. In
particular, let β be the amount of the bid to be sub-
mitted. β determines monetary costs for the mode
mridesharing and thus has an effect on the mode at-
tribute u(monetary costs,mridesharing). However, the
computation of u(monetary costs,mridesharing) from β
differs for every agent as β must be set in relation to the
location where the agent wants to be picked up as well
as the distance the agent wishes to be transported. For
this purpose, we compare β to the costs of local taxi
services c(mtaxi). Local taxi services typically charge
a fixum based on the area of the pick-up location and
the destination, as well as an additional fee depend-
ing on the actual travel time and driven distance. We
use estimated c(mtaxi) as a reference value for which
the utility Ubid approximates 0 as it would be possi-
ble from this point on to simply call a taxi and forget
about ridesharing. In addition to this, Ubid takes the
maximised value on the utility scale umax = 10 if a ride
turns out to be free of charge. Based on this, we model
Ubid using the following function (see Figure 4):

Ubid(β,mtaxi, umax) = umax ∗ e(β∗
ln (0.003)
c(mtaxi)

)
(2)

Furthermore, we define:

u(monetary cost,mridesharing) = Ubid (3)

Computed utility u(monetary cost,mridesharing) is
then used to determine UTT for ridesharing. In the
event that UTT for ridesharing is expected to fall be-
low the utility of an alternative mode option, the agent
exits the auction and thus opts for a different mode of
transport. Otherwise, the agent continues in the auc-
tion and submits its bid. The final costs of the ride are
determined when the auction is completed.

USE CASE

As an example, we look at a scenario situated in the
German city of Gießen. Gießen is located within the
Rhine-Main region which is part of one of the largest
projects for on-demand mobility in Europe [20]. The
project involves the launch of a new commercialised
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Fig. 5. Agents scattered over the simulated area around Gießen

ridesharing service. Based on this, we simulate different
implementations of ridesharing for individuals commut-
ing to a music concert. The music concert takes place
at the local event venue Hessenhallen which is designed
to accommodate 1500 visitors. Assuming that all the
tickets for the concert are sold out, we generate an agent
population that replicates the empirical distribution of
visitors. In particular, census information for persona
profiles of the agents is based on survey data provided
by [21]. Furthermore, we use a Poisson distribution
to model the preferred arrival time before the start of
the concert. Visitors of the event typically commute
from the surrounding area which is why we focus on a
map that covers the main residential areas (min. lat:
50.5291; min. lon: 8.5875; max. lat: 50.6257; max.
lon: 8.7726). As visitors may come from every direc-
tion, we randomly scatter the agents over the map and
assume agents to start their journey from their assigned
home location (see Figure 5). Details of simulation data
as well as source code of the simulation are available at
GitHub.1

Before the start of the journey, agents determine
mode of transport to travel to the event venue. Vis-
itors who have a relatively short commute may be able
to walk or cycle to the venue, whereas other visitors
will have to rely on public transport or travel by car.
This decision depends on the range of transportation
modes that is available to the agent which was mod-
elled using data from [19]. Furthermore, mode se-
lection is based on highest utility UTT which is com-
puted based on personal preferences aτ as well as at-
tributes of the mode u(τ,m) (see Equation 1). Mode
attributes in this scenario are based on assumptions
and take utility values from a scale of 1 to 10, with
1 being the lowest and 10 the highest utility (see Ta-
ble I). In Germany, public transport is typically in-
cluded in the ticket for the event which in this sce-
nario leads to u(monetary costs,mpublictransport) being
maximised. Note that with this publication we do not

1see https://github.com/kite-cloud/agade-traffic

TABLE I: Mode utilities u(τ,m)

Bike Walking
Public
Transport

Car
Ridesharing
for n add’l.
passengers

Flexibility 6 5 6 9 9 - n
Time 5 0 8 10 10 - n
Reliability 10 10 7 7 7
Privacy 9 9 1 10 10 - n
Safety 5 6 10 9 9 - n
Environmental
Impact

9 10 8 1 1 + n

Monetary
Cost

8 10 10 1
tbd from
auction

Convenience 1 2 6 10 9 - n

aim at presenting a validated simulation model but to
demonstrate how our approach can be used for experi-
menting with different auction designs in ridesharing.

Individuals that travel by car may offer their friends
a lift (private ridesharing). For this purpose, social re-
lations among individuals have been implemented us-
ing our modified Barabási-Albert algorithm that uses a
two-step procedure to generate (1.) social connections
within the region and (2.) transregional relations. We
applied k-means clustering based on the euclidean dis-
tance of their home locations to obtain subsets of the
agent population Γ ⊆ A according to the 22 residential
areas. For each of these subsets Γ we then generated
a social network using the Barabási-Albert algorithm
with σ0 = 5, σ = 5 and n = |Γ|. In the second step,
transregional relations have been generated within the
whole agent population A with σ0 = 2, σ = 2 and
n = |A|. To reduce the number of individual vehicles,
the event organiser encourages visitors that travel by
car to not limit ridesharing to their private surround-
ing but to also consider giving other visitors a ride in
exchange for a compensation (commercialised rideshar-
ing). For this purpose, the organiser of the event pro-
vides a digital platform that connects drivers and indi-
viduals looking for ridesharing options via an auction
system. Drivers can indicate their willingness to take
additional passengers as well as the number of remain-
ing seats. Interested individuals can submit a monetary
bid to request a ride from one of these drivers.

As an artificial use case, we look at whether different
implementations of the pooling process can increase the
use of ridesharing and thus improve the load of passen-
gers in vehicles. This would help to relieve the limited
parking space at the venue as well as reduce the envi-
ronmental impact caused by the event. For this pur-
pose, we performed two simulation runs (S1,S2) with
identical agent population. Note that our current im-
plementation uses stochastic elements only while com-
puting preferences aτ , thus keeping the subsequent de-
cision processes deterministic. This simplifies analysis
of the use case, making comparison of simulations eas-
ier. In both simulations, drivers first organise rideshar-
ing in their private surrounding and in the case that
a driver is willing to take additional passengers, the
agent will participate in the auction process. S1 uses
an English auction for the pooling process while S2 im-
plements a first-price sealed-bid auction. In the English
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auction agents successively submit bids which raises the
price until only one agent remains. Agents are allowed
to bid multiple times until the highest bid wins. In com-
parison to this, the first-price sealed-bid auction allows
agents to only bid once. Bids are submitted indepen-
dently without any knowledge about their competitors.
Same as in the English auction, the highest bid wins.

To measure the effects of the different implementa-
tions of ridesharing in this scenario, the following per-
formance indicators have been defined. The first indi-
cator looks at the avg. passenger load in vehicles which
is computed using arithmetic means over the number of
agents travelling together in one vehicle. This indicator
only considers the two transportation modes mcar and
mridesharing. Furthermore, we look at indicators that
measure the number of privately organised rideshar-
ing as well as the number of commercially organised
ridesharing. We also measure environmental impact
using performance indicators on aggregated travelled
distances. In particular, global travel distance is com-
puted as the sum of the overall distances travelled by
the set of all agents. This indicator adds up the travel
distance of each agent regardless of whether they were
travelling within the same vehicle. In contrast to this,
combustion distance only considers the two transporta-
tion modes mcar and mridesharing as they produce ad-
ditional exhaust gases. In this case, agents that travel
in the same vehicle do not cause additional combustion
distance. Public transport has been excluded from the
calculation of this indicator, as rail and bus services
generally operate regardless of the amount of passen-
gers associated with the event.

As this is an artificial use case we can only spec-
ulate about the results of the simulation. We note
that conclusions on behavioural changes require a well-
designed research effort with field experiments which is
not within the scope of this publication. However, as
we aim to present AGADE Traffic as a tool to exam-
ine this type of scenario we demonstrate how it can be
used to compare simulation output for the artificial use
case: Simulation results in AGADE Traffic include in-
formation on the modal choices of the agents (see Table
II). The comparison of both simulation runs shows that
the total amount of ridesharing increases in S2. Drivers
and passengers that participate in ridesharing can be
examined separately. While the amount of rideshar-
ing drivers show a slight decrease, a more significant
increase can be observed in the number of ridesharing
passengers. Performance indicators in Table III reveal
that this increase exclusively applies to the number of
commercially organised rideshares as the number of pri-
vately organised rideshares remains the same. Thus, it
can be concluded that the increasing use of rideshar-
ing is the result of changes in the auction design. As
the English auction in S1 allows agents to look into the
bids of the others, agents only need to submit bids that
are slightly higher than the others. This may lead to
the final bid turning out to be lower than the winner
would have been willing to pay. In contrast, as agents
in S2 are limited through the first-price sealed-bid auc-

TABLE II: Comparison of modal choices

Modal Choice S1 S2
Ridesharing (Driver) 21.53% 21.46%
Ridesharing (Passenger) 27.33% 30.73%
Walking 01.00% 00.86%
Bike 02.13% 01.86%
Public Transport 22.46% 21.53%
Car 25.53% 23.53%

TABLE III: Performance indicators

KPI S1 S2
Avg. passenger load in vehicles 1.58 1.68
Number of privately organised rideshares 253 253
Number of commercially organised rideshares 157 208
Global travel distance [km] 10033.60 11028.95
Combustion distance [km] 8656.04 9705.58

tion to only bid once without any knowledge of their
competitors, agents are more likely to bid what they
are actually willing to pay. As a result, bids in S2
tend to be higher than in S1 which increases the util-
ity for drivers to accept additional passengers and thus
leads to more rideshares. We note that the indicator
average passenger load in vehicles reflects this appro-
priately (see Table III). Furthermore, it can be ob-
served that the two indicators on global travel distance
and combustion distance have increased. This shows
that promoting the use of ridesharing in this artificial
use case does not necessarily improve environmental
impact. One reason for this is that picking-up passen-
gers requires a detour which causes additional travel
distances. Another reason can be seen in the shift in
modal choices when looking at which agents have actu-
ally switched to ridesharing (see Table II). In particu-
lar, the number of pedestrians, cyclists and individuals
that use public transport has decreased. Furthermore,
the number of car drivers also decreases as they are
counted as ridesharing drivers when taking additional
passengers or switching to being ridesharing passen-
gers. All in all, results show that rather than getting
visitors to abandon their private vehicles, ridesharing in
this scenario has served as an alternative to more envi-
ronmentally friendly options which has led to counter-
productive effects. This concludes our demonstration
of how AGADE Traffic can be used as a tool to simulate
different implementations of auctions in ridesharing.

CONCLUSIONS AND FUTURE WORK

This paper addressed the issue of developing a tool
to allow the evaluation of ridesharing schemes through
simulation. Finding an appropriate auction design can
be difficult as outcomes may vary depending on the
regional infrastructure as well as the range of avail-
able mobility services. To meet these difficulties we
extended the AGADE Traffic simulator with addi-
tional functionality to simulate private and commer-
cial ridesharing schemes. The solution presented imple-
ments an interface that allows different auction types in
ridesharing to be evaluated. As a use case, we demon-
strated the use of AGADE Traffic to simulate different
auction methods within a commuting scenario. The
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next stage of this work is to utilise the tools developed
for AGADE Traffic to formally evaluate the effects of
auctions in ridesharing within real-world case studies
and to evaluate the effectiveness of differing auction
types when applied to ridesharing problems.
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ABSTRACT 

Pollution is currently a major concern in Thailand and 

other countries around the world. The Thai government 

has made environmental degradation a priority, 

emphasizing the benefits of reducing pollution 

generated by heavy industries. To be successful, a 

variety of efforts and authority at all levels are required. 

This study adds to the existing literature on identifying 

factors that reduce pollution emissions in the plastic 

industry using a multi-criteria decision-making 

(MCDM) approach. Two-phase methodologies were 

used to identify and rank such factors from a practical 

standpoint. From the first phase, two rounds of the 

Delphi method yielded three main criteria and 12 sub-

criteria. Regarding that, the Analytical Hierarchy 

Process (AHP) was used to rank those factors. The 

findings indicated that the top three sub-criteria for 

According to the findings, the top three sub-criteria for 

reducing pollution emissions were "determination of 

standard improvement of pollution discharge at source 

clearly" (19.55%), "improvement of production 

efficiency" (15.32%), and "set up action plans for 

emergency pollution accidents from industry" 

(11.04%), respectively. Among the main factors, 

"Source reduction" has the highest rank (40.4%). 

Finally, this study discussed recommendations for 

entrepreneurs and policymakers. 

INTRODUCTION 

Plastic is a synthetic material that has become widely 

used in everyday life. The plastics industry is a 

significant sector of both the Thai and global 

economies. In 2019, the industry contributed 6.1% of 

Thai GDP, or USD 36.9 billion, and is expected to 

grow by 2.0-3.0% year on year from 2020 to 2023 [1]. 

Thailand's domestic and export volumes of plastic 

products are expected to increase by USD 8.63 billion 

at a 4.72% CAGR between 2021 and 2026 [2]. The 

industry has played an important role in connecting the 

supply chain from upstream petrochemicals to 

downstream end-user industries that include 

automotive components, packaging, medical devices 

and equipment, electrical and electronic appliances, 

footwear, and other applications. The plastics industry 

manufactures both semi-finished and finished goods. 

Figure 1 depicts the locations of plastic producers in 

Thailand, with the majority (81.5%) concentrated in 

the country's center. 

Figure 1:  Locations of Plastic Producers in Thailand 

Source: [1] 
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Plastics are made with a lot of fossil fuels and a lot of 

additives like plasticizers, sorbents, inhibitors, and 

pigments that are incorporated during the process of 

manufacturing. Despite the fact that the sector offers 

significant opportunities for economic growth, it 

contributes to high levels of pollutants and carbon 

emissions in the atmosphere [3]. These inappropriate 

pollutants have the potential to devastate ecosystems 

and degrade the environment's air, water, and soil. 

These emissions would contribute to greenhouse gas 

emissions and global warming, as well as negatively 

impact public health. PM, NOx, SO2, CO, and CO2 are 

a few examples of major emissions from plastic 

manufacturing. A large portion of the remaining plastic 

waste ends up in the environment, in local landfills, 

and in watersheds, widely dispersed throughout natural 

and man-made scenery all over the world. Regardless 

of disposal method, all discarded plastic waste poses a 

threat to both the environment and living things, 

including humans. To control and develop 

environmentally friendly alternatives within the 

factory, reducing pollutants and CO2 emissions from 

the production of plastics will necessitate actions, 

regulations, as well as internal cooperation and 

employee awareness. Plastic processing can also be 

harmful to the environment of employees and residents. 

Serious injuries have resulted in explosions, chemical 

fires, chemical contamination, and poisonous 

combustion clouds. These occurrences have resulted in 

deaths, injuries, evacuations, and significant property 

damage. A serious example occurred in Thailand in 

2021 when a plastic manufacturing factory on the 

outskirts of Bangkok exploded. Several people were 

injured, and one person was killed. Massive black 

clouds were forming in the sky 21 miles away from the 

city's downtown. Many residents within a 10-kilometer 

radius of the factory had been evacuated due to toxic 

smoke [4]. People suffering from respiratory illnesses 

such as asthma may be affected by the liquid chemical 

released by the fire. 

As a result, it is in our best interests to investigate and 

assess factors to reduce pollutant emissions, 

particularly in the plastics industry, as well as 

regulations and practices related to this issue. Its goal is 

to prioritize and identify appropriate solutions to meet 

emission control targets. First, we looked at factors 

influencing pollutant emission reduction from the 

perspective of experts using the Delphi method. 

Following that, Analytical Hierarchy Process (AHP), a 

multi-criteria decision making approach, was then used 

to rank the significance of those factors.  

The remainder of this manuscript is divided into 

several parts. The following section goes over the 

materials and methods. Section 3 displays the findings 

of the study and discussion. The conclusion is 

summarized in the concluding section. 

MATERIAL AND METHODS 

The inquiry was carried out using the Delphi and AHP 

approaches, with the participation of a panel of ten 

experts. 

Delphi Technique 

A Delphi study is a constructed, anonymized, iterative 

approach that employs controlled feedback to evoke an 

expert group's consensus on a certain future [8], [9]. In 

the late 1940s, the Rand Corporation created the 

technique as a short-term forecasting approach [10], 

and it has been broadly applied in a variety subject 

areas to gather clarity of the conclusions. The expert 

panel should be chosen carefully, with a combination of 

scholars and professionals involved with the issue 

being examined. Several suggestions for the number of 

experts have been made, including 3-5 people [11] and 

5-20 people [8]. According to Surowiecki [12], the 

characteristics of expert groups specializing in a 

specific topic should be variability and individuality of 

personal views. 

The Delphi method, according to Fowles [13], 

comprises the steps that follow. 

i) Create the questionnaire and select the panel 

experts;   

ii) Conduct the first-round anonymous expert survey; 

iii) According to the outcomes of the initial round of 

surveys, a precise questionnaire is developed and 

distributed to the same group members, together with a 

summary of the previous iteration's findings;  

iv) Monitor whether new solutions are proposed or 

new insights are provided;  

v) Repeat steps (iii) and (iv) until consensus and 

precision are achieved. 

Analytic Hierarchy Process (AHP) 

According to Cinelli et al. [14], various multi-criteria 

decision-making methods are used for ranking 

purposes. The Analytic Hierarchy Process (AHP) was 

claimed to be the most widely used method in practice 

[15]. Saaty developed AHP with the goal of 

systematically evaluating quantitative and qualitative 

factors in pairwise comparisons using an absolute scale 

ranging from 1 to 9 [6], [7]. 

In general, AHP consists of four major steps [16], 

which are as follows: 

i) Split the complicated problem into hierarchical 

levels. 

ii) Generate data input comprised of pairwise 

comparison matrices designed to determine the relative 

weight among the decision elements' attributes on a 

scale of 1 to 9. N*(n-1)/2 is the total number of 

comparisons, where n is the total number of criteria 

taken into account [17]. Table 1 depicts Saaty's 

importance scale. 

 

209



 

 

Table 1: AHP Preference Pairwise 

The importance scale Importance 

9 Highly recommended 

8 Extremely strongly to extremely 

strongly 

7 Extremely preferred 

6 Extremely preferred 

5 Definitely preferred 

4 Moderately to firmly 

3 Generally preferred 

2 Equally to moderately preferred 

1 Equally preferable 

Reciprocals: If the ith criterion is compared to the jth criterion, 

aij, then 1/aij is the judgement value when the jth criterion is 

compared to the ith, i.e. aij = 1/aji. 

Source: [7] 

 

iii) Form an opinion and estimate the relative weight 

of the elements. 

iv) Determine the relative weights of the decision 

elements in order to generate a set of ratings for the 

decision alternatives/strategies. 

 

When using AHP, it is essential to verify whether the 

paired matrix results are consistent. The consistency 

index (CI) and consistency ratio (CR) are described in 

the following ways: 

 

  CI = (λmax- n)/(n-1)                     (1) 

            CR = CI / RI             (2) 

where λmax the eigenvalue of the matrix, n is the size 

of the matrix, and RI is the average index of randomly 

generated weights. 

The consistency index is a number that indicates how 

far the system deviates from the consistent matrix. It is 

acceptable for a CR value of less than 0.10. If the CR is 

higher than this threshold, the judgment matrix is 

incoherent. The judgments should then be examined to 

reduce incongruence. Table 2 demonstrates the CR 

established on matrix size. 

 

Table 2: The Average Random Index for Different 

Values of N 

The matrix's size RI 

1 0.0000 

2 0.0000 

3 0.5799 

4 0.8921 

5 1.1159 

6 1.2358 

7 1.3322 

8 1.3952 

9 1.4537 

10 1.4882 

     Source: [18] 

Implementation Steps 

The methodology is broken down into four steps, which 

are as follows: 

   1) Extensive literature review: Initially, a review of 

various published literature and technical 

documentation on driving factors and pollution 

emissions reduction in manufacturing plants was 

conducted. 

 

Develop a questionnaire: The second step was to create 

a questionnaire established on factors and sub factors 

obtained from a literature review and other related 

documents. Each question was answered using a five-

point Likert scale [5]. Level "1" demonstrated that the 

factor is of minimal importance in terms of reducing 

pollutant emissions,whereas level "5" demonstrated 

that the factor is of maximum in regards to lowering air 

pollutants. 

2) Delphi study: The Delphi method was used to 

reach expert consensus on factors affecting the 

reduction of pollution emissions. In this study, two 

rounds of an email survey were conducted in 

succession. Ten experts working as production 

managers, safety managers, directors from plastics 

manufacturing companies, government officers in 

environmental fields, and consultants were selected to 

conduct the assessment. They were all key 

combinations of an academic or professional group 

with experience in the environmental and plastics 

industries. A mean average score equal to or greater 

than 4.0 (Mean > 4.00) and a standard deviation 

greater than 1.00 (S.D. > 1.00) was selected as an 

extremely important factor for this model. The first 

round's results were summarized and reported back to 

the same experts, who were asked to re-evaluate their 

answers, which presented the previous results 

anonymously. After two rounds of surveying, three 

main criteria and twelve sub-criteria were obtained. 

3) Analytic Hierarchy Process (AHP): In the end, 

only five experts agreed to continue the comparison 

process. As a result, a pairwise comparison matrix of 

criteria and sub-criteria with respect to an upper level 

was developed. The weights and relative importance of 

the determining factors within each class were then 

evaluated by pairing two factors presented by Saaty's 

[6-7] relative preferences of 1-9. The research 

framework in this study is depicted in Fig.2. 
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Figure 2: Research Framework 

 

PROBLEM SOLUTION 

 

Delphi Results 

The Delphi study was conducted in the initial phase to 

identify factors to reduce pollutants emissions in the 

plastics industry. Following two rounds of Delphi 

results, twelve sub-criteria were obtained under three 

main criteria: production process (P), source reduction 

(S), and waste management (W). Table III displays the 

study's completed round of results, along with their 

average and standard deviation. 

 

AHP Results 

Using the AHP method, the Delphi results from Table 3 

were used to rank those criteria and sub-criteria. The 

computational results of AHP are shown below. 

Table 3: Analysis of the Factors to Reduce Pollutants 

Emission Given by Experts 

Criteria Sub-criteria Mean S.D. Chosen 

factors 

Production 

process (P) 

Quality and age of 

machines (PQ) 

4.50 0.707    

Doing business by 

following the 

international standard 

(PB) 

4.50 0.707  

Production efficiency 

improvement (PP) 

4.60 0.516  

Define buffer 

zone/protection around 

the industrial estate (PZ) 

4.30 0.675  

Source 

reduction (S) 

Determination of 

standard improvement of 

pollution discharge at 

source clearly (SS) 

4.70 0.483  

Determination of rules 

and regulations for 

industry to control and 

promote the environment 

seriously (SR) 

4.50 0.850  

Considering using  less 

toxic additives in fuel 

(ST) 

4.20 0.789  

Supporting bringing 

waste and wastewater 

from the production 

process to produce 

renewable energy (SW) 

4.00 0.816  

Supporting waste 

exchange systems from 

between the same 

industry (SI) 

3.90 0.994  

Encouraging reusing and 

recycling waste and by-

products (SE) 

4.20 0.789  

Set up continuous 

emission monitoring 

systems (SM) 

4.10 1.101  

Waste 

management 

(W) 

Set up action plans for 

emergency pollution 

accidents from industry 

(WA) 

4.50 0.707   

Reduction of hazardous 

substances in the 

production process (WH) 

4.30 0.949  

Define rules and 

regulations for recall 

(WR) 

3.90 1.197  

Define route and 

schedule in transferring 

waste and hazardous 

systematically (WT)  

3.70 0.949  

Set up pollution emission 

report and priority 

substance list (WP) 

4.00 0.943  

Acceptable: Mean ≥ 4.00 and S.D. > 1.00 

 

Table 4 shows pairwise comparisons with average scale 

and local weights for respective criteria, and Tables 5 

to 7 show pairwise comparisons with average scale and 

local weights for production process, source reduction, 

and waste management sub-criteria, respectively. 

Table 4 : Pairwise Comparison with Average Scale for 

Main Criteria (CR = 0.0942) 

Main criteria P S W Local weights 

P 0.287 0.215 0.481 0.328 

S 0.540 0.405 0.266 0.404 

W 0.173 0.380 0.253 0.268 

 

Table 5 : Pairwise Comparison with Average Scale for  

Production Process (CR = 0.0706) 

Production 

process 

PQ PB PP PZ Local 

weights 

PQ 0.178 0.187 0.131 0.202 0.175 

PB 0.234 0.218 0.054 0.232 0.184 

PP 0.488 0.507 0.376 0.486 0.467 

PZ 0.090 0.088 0.439 0.080 0.174 
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Table 6 : Pairwise Comparison with Average Scale for 

Source reduction (CR = 0.0742) 

Source 

reduction 

SS SR ST SW SE Local 

weights 

SS 0.488 0.549 0.509 0.499 0.374 0.484 

SR 0.093 0.106 0.251 0.140 0.343 0.187 

ST 0.117 0.222 0.121 0.181 0.065 0.141 

SW 0.098 0.075 0.068 0.099 0.062 0.080 

SE 0.204 0.048 0.051 0.081 0.156 0.108 

 

Table 7 : Pairwise Comparison with Average Scale for 

Waste Management (CR = 0.0385) 

Sub-criteria WA WH WP Local weights 

WA 0.405 0.485 0.346 0.412 

WH 0.214 0.258 0.327 0.266 

WP 0.381 0.257 0.327 0.322 

 

Based on the results shown in tables 4-7, it can be 

concluded that the matrices were consistent across the 

pairwise comparison for further analysis since all of the 

CR values were less than 0.10 [7]. The global weights 

of 12 sub-criteria, as well as their rankings, were then 

calculated and shown in Table 8. 

Table 8 : Final Results 

Sub- criteria Global weights Priority 

PQ 0.0574 8 

PB 0.0604 7 

PP 0.1532 2 

PZ 0.0571 9 

SS 0.1955 1 

SR 0.0755 5 

ST 0.0570 10 

SW 0.0323 11 

SE 0.0436 12 

WA 0.1104 3 

WH 0.0713 6 

WP 0.0863 4 

 

 

Figure 3: Weight of Sub-criteria 

The global weight of sub-criteria results from Table 

VIII and Fig. 3 revealed that "Determination of 

standard improvement of pollution discharge at source 

clearly (SS)" was the most significant sub-factor, with 

an importance weight of 0.1955. This finding is 

consistent with the findings of the United States 

Environmental Protection Agency (EPA), which 

mentioned that pollution could be diminished by 

removing or preventing pollution before reprocessing, 

treatment, or disposal [19]. 

"Production efficiency improvement (PP)" was the 

second most important sub-criterion, with a weight of 

0.1532. The findings were mostly in line with what had 

been discussed in the literature. According to King and 

Lenox's [20] research, lean manufacturing through ISO 

9000 adoption and low toxicity stockpiles may help 

reduce garbage and environmental damage. According 

to Kovilage [21], lean is a performance improvement 

approach that distinguishes and removing waste though 

the ongoing improvement. 

The third important sub-criterion, with a weight of 

0.1104, was "Set up action plans for emergency 

pollution accidents from industry (WA)". An 

appropriate emergency response plan, according to 

Tseng et al. [22], is critical for limiting the 

consequences of the accident to the smallest possible 

area around the accident location. Descriptions of 

personnel roles and responsibilities, infrastructure, 

response actions, impact mitigation, internal and 

external communications, training, drills, incident 

reporting, and review procedures are all included. 

The findings will assist manufacturers in making the 

best decisions when implementing strategies to reduce 

environmental pollution in their factories. This analysis 

will produce a superior primary concern set of potential 

factors to guide the industry in determining which 

factors have the most influence and must be addressed 

first. The research was supported by the Environmental 

Protection Agency (EPA) of the United States [19], 

which specified that source reduction is more desirable 

and essential than waste management and pollution 

control in the production process. As a result, 

entrepreneurs should focus on changing production 

processes, operations, and raw materials used, 

encouraging the use of environmentally benign or less 

toxic substances, implementing and inspiring relatively 

clean manufacturing technology, and increasing 

recycling rather than discarding them [23]. Knowledge 

and precautions about pollution sources should be 

communicated, and requirements for improving 

pollution discharge at the source should be established 

and clearly defined. 
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Thai governments should also review and revise laws 

and regulations, as well as implement effective policies, 

to encourage the plastic industry to build an innovation 

ecosystem, establish pollution standard precautions, 

support innovation sandboxes, and facilitate product 

life cycle analysis [24]. Furthermore, regional and local 

governments should disincentive polluting 

manufacturing plants across national policies such as 

carbon pricing and emissions tax rates, in addition to 

other policies such as regulatory measures and public 

awareness campaigns. 

 

CONCLUSION 

One of the most serious environmental problems is 

environmental degradation. To be successful, a variety 

of efforts and authority at all levels are required. Due to 

its manufacturing/transformation activities, the plastics 

industry is a major contributor to pollutants and carbon 

emissions in the atmosphere. There are several methods 

for overcoming and reducing environmental pollution 

in the industry. From the perspective of practitioners, 

this paper provides insights into identifying and 

prioritizing influencing factors to promote pollution 

emissions in the plastics industry. It can be regarded as 

a primary policy solution for industry management. 

This paper's findings can be summed up as described in 

the following: 

i) The experts agreed on twelve sub-criteria 

representing three categories: manufacturing process 

(P), source reduction (S), and waste management (W). 

The production process has four sub-criteria, the source 

reduction process has five sub-criteria, and waste 

management has three sub-criteria. 

ii) According to the results of the priority analysis 

using the AHP method, the top three sub-criteria in 

reducing pollution emissions were "Determination of 

standard improvement of pollution discharge at source 

clearly (SS)," "Production efficiency improvement 

(PP)," and "Set up action plans for emergency pollution 

accidents from industry (WA)". 

The current study's contribution is that it offers 12 sub-

criteria under three dimensions related to reducing 

pollutant emissions in plastics manufacturing. 

Furthermore, those sub-factors were prioritized based 

on the concerns of their practitioners. Records on the 

number of operating industries are required for more 

reliable results. This presented model will be applied to 

other geographical areas in Thailand in future studies 

to help generalize results. It is also worthwhile to look 

at other industries to determine which factors are 

crucial in pollutant-reduction practices. 
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Abstract—aMLLibrary is an open-source, high-level Python
package that allows the parallel building of multiple Machine
Learning (ML) regression models. It is focused on performance
modeling and supports several methods for feature engineer-
ing/selection and hyperparameter tuning. The library implements
fault tolerance mechanisms to recover from system crashes, and
only a simple declarative text file is required to launch a full
experimental campaign for all required models. Its modular
structure allows users to implement their own plugins and model-
building wrappers and easily add them to the library. We test
aMLLibrary on building the performance models of neural
networks and image processing applications, with the best model
produced often having less than 20% prediction error.

I. INTRODUCTION

The ability to predict with fair confidence the execution
time or other performance metrics of software is crucial in
many software-related activities. For instance, in any indus-
trial context in which Service Level Agreements (SLA) on
software are established with customers, being able to allocate
appropriate resources based on the expected workload holds
the utmost importance. This is also the case for many other
tasks such as job scheduling and cluster capacity planning,
in which performance modeling enables providers to manage
effectively data center infrastructures at runtime.

However, the complexity of modern software and underly-
ing models is ever-increasing, with major examples being big
data and High-Performance Computing (HPC) applications,
which often have many software layers and run on multiple
cluster nodes. The impact of input configurations and settings
on performance metrics is not straightforward, preventing the
use of analytical methods to study the performance. For this
reason, an approach that does not require any knowledge of
the internal details of the system is preferred. We generally
refer to such approaches as black-box techniques. In partic-
ular, Machine Learning (ML) is the prominent category of
black-box approaches for performance analysis (Didona and
Romano, 2015). ML models attempt to infer the input/output
relationships that map application and system characteristics
onto the target performance indicators and encode such rela-
tionships via, e.g., statistical models.

In this paper, we introduce aMLLibrary, a Python pack-
age for the automated building and selection of ML regression
performance models. aMLLibrary implements an autoML

solution, i.e., it performs training of multiple regression mod-
els and automatically selects the most accurate one. It features
parallelization of computation and fault tolerance mechanisms
to recover from system crashes, as well as several plugins for
data pre-processing and feature engineering which are most
useful in performance modeling. Executing a data analysis
campaign is as easy as writing a simple configuration text
file with the list of chosen ML models and all needed specifi-
cations. The library can also leverage Bayesian Optimization
(BO) to perform hyperparameter tuning.

We validate aMLLibrary by building performance models
for neural network and edge computing applications, with
several experimental campaigns for each one. The best models
produced often have prediction errors smaller than 20%.

The paper is organized as follows. In Section II we survey
the state of the art for performance prediction via ML. Sec-
tion III presents a description of aMLLibrary and its usage.
In Section IV we show results to validate the effectiveness of
the library. Finally, we close the discussion in Section V.

II. RELATED WORK

ML has been widely applied to predict the performance
of several kinds of Information and Communications Tech-
nology (ICT) systems. A first example is video streaming
network platforms, which attempt to infer the actual quality
of service starting from measurements of some Quality of
Delivery (QoD) metrics (Izima et al., 2021). Other domains in
which ML models are commonly leveraged for performance
prediction include cloud systems, Artificial Intelligence (AI)
models, communicating networks, and Functions as a Service
(FaaS) systems. For instance, Maros et al. (2019) examine the
performance of several ML models in carrying out predictions
of execution times of Apache Spark jobs with different types
of workloads. Their results outperform models used by Spark
creators. Mustafa et al. (2018) propose an ML-based prediction
platform for Spark SQL queries and ML applications, which
exploits features related to each stage of the Spark application,
as well as previous knowledge of the application profile.
Nawrocki and Osypanka (2021) employ several ML models
alongside anomaly detection to properly configure a cloud-
based Internet of Things (IoT) device manager while respect-
ing Quality of Service (QoS) constraints. Lattuada et al. (2022)
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Fig. 1. Block Diagram of the aMLLibrary Components

explore performance prediction of training times of GPU-
deployed neural networks starting from software-hardware
specifications, by using ML techniques and feature selection
methods. Kirchoff et al. (2019) compare some popular ML
techniques applied to a workload prediction analysis on HTTP
servers, showing that these techniques all achieve good pre-
dicting capabilities. The Schedulix framework (Das et al.,
2020) uses linear models to estimate execution latencies of
serverless applications in a public cloud FaaS setting. Finally,
Ibrar et al. (2021) propose the PrePass-Flow technique for
the context of hybrid Software-Defined Networking (SDN)
architectures, where a failure of legacy network nodes is
communicated with a delay. Their framework uses ML models
such as logistic regression and Support Vector Machine (SVM)
to predict such failures before their occurrence.

The state of the art for the automation of Machine Learning
workflows, or AutoML for short, presents several libraries for
the building of systems such as neural networks (X. He et
al., 2021). However, most of the existing software requires
coding or ML expertise and is not geared towards analysis of
application performance.

III. AMLLIBRARY

In this section, we present aMLLibrary and describe
its features and design choices. In Section III-A, we give
an overview of the library and describe its user interface.
Section III-B provides details on the library modules, e.g., for
data pre-processing. In Section III-C, we focus on the usage
of BO to conduct hyperparameter tuning.

A. Overview and usage

aMLLibrary is a high-level Python package that allows
the training of multiple performance models, supporting fea-
ture selection and hyperparameter tuning. The source code is

available at https://github.com/aMLLibrary/aMLLibrary under
the Apache 2.0 license. aMLLibrary is based on the scikit-
learn toolkit, and uses supervised ML techniques to generate
regression models which can be used to predict applications
performance. Overall, the library implements an autoML so-
lution, i.e., it performs training of multiple regression models
and automatically selects the most accurate one. The execution
of the library is controlled by a configuration text file, or
equivalently, a Python dictionary. The following is a basic
example of a configuration file:

[ G e n e r a l ]
t e c h n i q u e s = [ ’ LRRidge ’ ]
h p s e l e c t i o n = KFold
f o l d s = 5
v a l i d a t i o n = HoldOut
h o l d o u t r a t i o = 0 . 2
y = e x e c t i m e

[ D a t a P r e p a r a t i o n ]
i n p u t p a t h = p a t h / t o / d a t a s e t . c sv
p roduc t max deg ree = 2
n o r m a l i z a t i o n = True

[ LRRidge ]
a l p h a = [ 0 . 0 1 , 0 . 1 , 0 . 5 , 1 , 5 ]

The file includes general settings for the campaign configu-
ration, including the types of ML models to be built and the
methods for hyperparameter selection and validation, which
we will describe in the next section. It also reports the data
pre-processing steps (if any) and the input dataset, which must
be in comma-separated tabular format.

We show the high-level architecture of aMLLibrary in
Fig. 1. The library has several useful perks for the effort-
less building of performance models. Individual analyses can
compare in a single run multiple alternative ML methods,
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and parallel processing of the training phase of the models
is supported. In particular, the user can specify the number
of parallel cores to be used, and the library automatically
distributes the training experiments evenly among the par-
allel workers, even if the underlying scikit-learn models are
limited to single-thread execution. Furthermore, the library
implements a fault tolerance mechanism by saving incremental
progress checkpoints. If the experimental campaign is inter-
rupted, e.g., because of a failure of the server the library is
running on, it can recover the previous results and resume from
there. The library currently supports the following ML models:
Decision Tree (DT), Non-Negative Least Squares (NNLS),
Random Forest (RF), Ridge Linear Regression, Stepwise (a
linear regression model which integrates the Draper-Smith
feature selection technique, see Draper and Smith (1998)),
Support Vector Regression (SVR), and XGBoost (Chen and
Guestrin, 2016).

The main strengths of aMLLibrary are its ease of use,
customizability, and extensibility. A simple configuration text
file is required to launch a full experimental campaign for all
implemented models, without the need of writing a single line
of Python code. Default settings for hyperparameter tuning
are general enough to allow the library to find the appropriate
parameter values without further input by the user, which is
most useful for those inexperienced with ML. At the same
time, the user has full control over the experimental campaign
thanks to the many configuration options and flags available.
Finally, extensibility is a major advantage for advanced users
who wish to implement new data pre-processing techniques
or new regression models in the aMLLibrary environment.
One can simply write a plugin or a model-building wrapper
and add it to the library while exploiting or building on the
existing features.

B. Modules and plugins

aMLLibrary includes plugins for several data pre-
processing techniques, such as data normalization and one-hot
encoding for discrete features, as well as other convenient tools
such as row selection and data validity checks. It also supports
automatic feature engineering, in the form of computation of
logarithms, inverse values, and feature products/polynomial
expansion up to a given degree. These tools can be useful
to unearth potentially relevant information hidden in the input
features, such as quadratic dependencies and interaction terms.
Feature selection techniques are also supported, including
forward Sequential Feature Selection (SFS) (Ferri et al., 1994)
and importance weight selection by using the XGBoost regres-
sion model.

Hyperparameter tuning of the implemented models is an
integral part of the building process. In aMLLibrary, it
can be performed either via grid search by specifying the
lists of values to be tested, and/or automatically via Bayesian
Optimization (BO). (See Section III-C for a quick summary
on BO.) If choosing BO, the user must provide the appropriate
flag in the configuration file, as well as prior probability
distributions on the hyperparameters.

The user can choose among several validation methods
based on the Mean Absolute Percentage Error (MAPE) of a
model, which is computed as:

MAPE(y, ŷ) =
1

N

N∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣
where y is the vector of true values and ŷ is the vector of
predicted values by the ML model. The validation methods
include classical ones such as train-test splitting and Cross-
Validation (CV), and other methods often used in ICT settings
to build custom test sets, such as interpolation and extrapola-
tion. Here, interpolation means keeping some feature values
within the feature space out of the training set, and placing
them in the test set, in order to check the ability of the model to
“fill in the blanks” of the feature space. The goal of such type
of validation is to verify whether it is possible to reduce the
dimension of the training set, therefore conducting a profiling
campaign with a coarser granularity (e.g., varying a cluster
size by 8 cores instead of 2 or 4 cores). On the contrary,
extrapolation means keeping an entire area of the search
space out of the training set, in order to test the predicting
capabilities of the model in an unexplored part of the feature
space. This is useful, e.g., in contexts where the size of the
processed dataset increases incrementally, as is often the case
with big data analyses and AI application training.

After the validation phase, the best model is chosen accord-
ing to the smallest validation MAPE found and is saved to a
binary file. This way, it can be used for further inference, e.g.,
to estimate the performance of a given application component
for design-time state space exploration (Filippini et al., 2022).

Finally, the library has a prediction module that can be used
to make interpolation and extrapolation with an already-trained
regression model.

C. Bayesian Optimization tuning

aMLLibrary is integrated with the Hyperopt package
(Bergstra, Yamins, et al., 2013) to perform hyperparameter
tuning via BO for its several types of ML models. BO
is an iterative method based on the Bayesian approach to
statistics, which approximates the minimum of a given black-
box objective function f(·) by using as few iterations as
possible. Strong assumptions on f(·) or on the minimization
domain A are not required, and BO algorithms are derivative-
free (Frazier, 2018). In our case, a BO algorithm is used to find
the model hyperparameters which maximize the CV R2 score.
In particular, Hyperopt uses Tree Parzen Estimators (Bergstra,
Bardenet, et al., 2011) to model the probability distributions of
parameters. This also allows the library to seamlessly handle
discrete and conditional parameters.

BO proves particularly useful in this context, because of the
significant time cost to train a potentially complex ML model
multiple times in a row. The algorithm allows us to find an
optimal or near-optimal hyperparameter configuration in few
iterations, the maximum number of which is set by the user.
According to our experience, using BO as the tuning technique

217



of choice significantly improves the accuracy and the training
time of the model with respect to the grid search approach, as
we will show in Section IV-B.

IV. EXPERIMENTS

For the experimental validation of aMLLibrary, we
tackle two performance prediction scenarios. One involves the
VGG16 and VGG19 neural networks, and the other involves
the Stereomatch edge computing application. We cover them
in Sections IV-A and IV-B, respectively.

A. VGG neural networks

We attempt to predict the execution times of the layers
of two Deep Neural Networks (DNNs), namely VGG16 and
VGG19 (Simonyan and Zisserman, 2015) in their TensorFlow
implementations, using several inference approaches. Specif-
ically, we collect the data to be used for the regression by
running these networks on two different ARM-based edge
devices:
• the Odroid N2 is a single-board computer with 6 processors

and 4 GB memory. It runs the Ubuntu 18.04 OS and
TensorFlow Lite Interpreter 2.10;

• the NVIDIA TegraX2 is a high-performance automotive
processor which has 6 cores and 8 GB RAM, running
Ubuntu 18.04 and TensorFlow-GPU version 1.4.

The VGG16 and VGG19 networks have a total of 22 and
25 layers, respectively. Most of them are convolutional layers
(16 and 19, respectively), while a few in-between layers are
max pooling layers and the last three are dense layers. In
this work, we only focus on the performance prediction of
the convolutional layers, ignoring all others. This is because
such layers represent the overwhelming majority of the total
computation time of the network (Gianniti et al., 2018). Also,
we attempt to estimate the execution time of single layers
rather than of the entire network. This need arises in many
edge computing scenarios, where the DNN execution is split
between the edge device and the remote server. In such
cases, the objective is to choose the splitting point of the
DNN to minimize the overall end-to-end inference time – an
especially relevant problem when the edge device has limited
specifications (Kang et al., 2017).

In particular, we collect execution information at each
convolutional layer j, including the execution time which is
the regression target. The goal of our analyses is to predict
the execution time of future layers exploiting experience from
previous layers. The profiling data for each layer includes
the height and width of the convolution filter, the number of
channels of both the input and the output tensor, and the total
number of floating point operations per second (flops).

For both devices, we conduct three different types of
analysis, each of which uses different training and test sets:
1) in the VGG16 next-layer analysis we use the data from all

convolutional layers before j to predict the execution time
of layer j;

2) the VGG16 all-layer analysis uses the same data to predict
the execution time of all future convolutional layers;

3) in the unseen network analysis, we use data from VGG16
to attempt to predict the more powerful (and computation-
ally intensive) VGG19 network.

All three are essentially extrapolating analyses, in increasing
difficulty order. In particular, our goal in these three scenarios
is to infer whether the scale of the profiling campaign can
be reduced, and by how much. In other words, we want to
check how much profiling data we need in order to have an
accurate assessment of the network execution time, including
the unseen layers. The next-layer and all-layer analyses are
similar in scope, but in the latter we also check whether our
performance models can benefit from compensating errors in
the estimates of single layers. The unseen network case is the
most impactful one in terms of potential savings in profiling
efforts, as it allows training on much smaller networks and
getting information about the larger, more costly ones. This is
useful in many practical scenarios, specifically in the design
phase of neural networks.

The pre-processing phase of all these prediction analyses
includes the normalization of the data, and the computation of
the inverted features and 2nd-degree products of all features
involved, which we then add to the original dataset. The
used regression techniques include Ridge Linear Regression,
XGBoost, and Stepwise, which, according to our preliminary
analysis, are the best suited for this particular scenario. We
omit the others for simplicity of representation. Finally, 5-fold
Cross-Validation (CV) is used for hyperparameter tuning and
a 20% test set is used for validation.

1) In the next-layer analysis, we use all observations from
previous convolutional layers up until j−1 in order to predict
execution times in layer j. For instance, the experiment at
iteration 10 has data from layers 3 to 9 in its training set,
and data from layer 10 as the test set. We show the results of
this analysis for both edge devices in Fig. 2. We represent the
layer number on the horizontal axis (recall that we only report
convolutional layers), and the test-set MAPE of the model on
the vertical axis. Each dot corresponds to a single instance
of a trained model (after hyperparameter tuning), with each
color identifying a particular type of model. For each layer, we
highlight the best-performing model with a cross of the same
color. For simplicity of representation, we only show models
with MAPE within 100% and represent the ones exceeding
this threshold with an arrow in the upper part of the diagram.

From this first analysis, we observe large variability within
different layers on the same device. As a general trend, we
have larger errors for earlier layers due to the smaller amount
of data available, and smaller errors towards the last layers.
Overall, XGBoost stands out as the best-performing model on
average, while Stepwise is the least-performing of the three.
Across both devices, the test-set MAPE of the best model for
each layer is lower than 30% for over 80% of the layers.

2) In the all-layer analysis we use all observations from
previous layers, i.e., up until j − 1, as training data, similarly
to the next-layer analysis. However, in this case, the test set
is the entirety of the subsequent convolutional layers (j up
to the last one) instead of a single layer. For instance, the
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Fig. 2. VGG16 Next-Layer Analysis: Test MAPEs

experiment at iteration 10 has data from layers 3 to 9 in its
training set, and data from layers 10 to 18 as the test set.
We summarize the results in Fig. 3. Again, we observe large
variability across layers and devices. Overall, XGBoost again
has the best average results.

3) In the unseen network analysis, for both devices, we use
the entire available VGG16 profiling dataset as training data,
and data from the VGG19 network in the test set. Specifically,
for each iteration j, the test set of the analysis is layer j of
VGG19. We will only show results for the TegraX2 for space
limitations, given that the results are similar. Fig. 4 contains
the performance of the models for the TegraX2 device. In this
case, both linear models (Ridge regression and Stepwise) are
consistent across layers never exceeding 20% MAPE, while
the XGBoost model improves the more we move to the final
layers, although it is unable to reach 50% MAPE.

The three proposed approaches represent different kinds of
extrapolating analysis. Our results show that it is possible
to accurately predict processing times of subsequent layers
of DNN networks, provided that the device has memory
and capacity. A profiling campaign of reduced dimensions
is therefore sufficient, which allows saving on computational
times and costs. In particular, the unseen network analysis
shows that such reduction is possible even across different
networks which share the same building blocks. This is indeed
often the case in practical applications, such as with VGG and

Fig. 3. VGG16 All-Layer Analysis: Test MAPEs

Fig. 4. VGG16 to VGG19 Unseen Network Analysis: Test MAPEs

ResNet (K. He et al., 2016). Overall, these analyses suggest
that in the worst-case scenario, only profiling half the network
is enough to have an accurate estimate of its execution time,
i.e., a sufficiently small MAPE in the regression models. In
fact, a single layer was sufficient in the unseen network case.

B. Stereomatch application

The second scenario we consider for validation uses Stere-
omatch (Paone et al., 2012), an image-processing edge com-
puting application. Stereomatch evaluates the disparity value
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between a pair of stereo images (i.e., coming from the same
scene but observed by two cameras), which can then be used
to calculate the depth of objects in that scene. This application
uses adaptive-shape local support windows for each pixel,
based on color similarity. It has four independent input param-
eters: number of parallel threads, color similarity confidence,
granularity of the disparity hypotheses to test, and length of
the arm of the support windows. We execute this application
with a fixed input dataset containing 40 pairs of images. The
goal is to predict the execution time of the program given
the feature dataset containing the input parameters described
earlier. We repeat the analysis for 100 iterations, each time
adding 30 more data points to the profiling dataset. This is
because, similarly to the VGG experiments, we want to assess
the minimum amount of profiling data needed to successfully
conduct inference on execution times, to reduce the scale of the
profiling campaign. In this case, we use the same ML models
as before: Ridge regression, XGBoost, and Stepwise. At each
iteration, we use a 5-fold CV for hyperparameter tuning and
20% of the available data as the test set.

We now show results from three increasingly refined experi-
mental campaigns. In the first one, we use a simple grid search
for hyperparameter tuning, amounting to a total of about 5000
individual experiments. Furthermore, we perform no feature
augmentation, using only the original dataset for regression.
We show MAPEs for all models and iterations in Fig. 5.

In the second experiment, we perform feature augmentation,
namely adding the inverse of the number of threads and
the second-degree products of all existing features to the
regression dataset. Everything else is identical to the first
campaign. Fig. 6 shows the resulting MAPEs. We notice an
increase in performance for both linear models (Stepwise and
Ridge), particularly in the latter, while errors of XGBoost are
mostly unchanged. This trend indicates the large amount of
useful information contained in the interaction terms which
we derived from the original features. This is to be expected:
features such as the test granularity essentially control the
number of times operations of the algorithm are performed,
and this number in turn depends on the other features.

Finally, in the third experimental campaign, we keep the
feature augmentation from the second campaign and conduct
hyperparameter tuning on each ML model via BO (see Sec-
tion III-C) instead of using grid search. In particular, we set the
maximum number of BO iterations to 10: this results in a total
of 250 individual experiments. Fig. 7 summarizes the outcome
of the campaign. By cutting the number of experiments by
a factor of 20, we are still able to obtain the same levels
of accuracy as with the grid search method. This shows the
effectiveness of a clever hyperparameter tuning method like
BO. By this last experimental campaign, we are able to reach
10% MAPE on nearly all XGBoost and Ridge models, with the
Stepwise errors rarely exceeding 30%. In all three campaigns,
by the 3rd iteration, we can confidently assert that a MAPE
lower than 20% has been achieved, meaning that 90 profiling
data points at most are needed to build accurate prediction
models for the execution time of Stereomatch.

Fig. 5. Stereomatch Campaign 1: Base Dataset, Grid Search

Fig. 6. Stereomatch Campaign 2: Feature Augmentation, Grid Search

Fig. 7. Stereomatch Campaign 3: Feature Augmentation, BO Tuning

V. CONCLUSIONS

In this paper, we have presented aMLLibrary, an open-
source Python package that allows the training of multiple
performance models. We have shown the effectiveness of the
ML models implemented, and of the different plugins for
feature engineering and hyperparameter tuning. The repository
is actively maintained, and future additions are already under
development, such as the introduction of new ML models
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building techniques and further data pre-processing tools for
outlier identification.
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ABSTRACT

SimBO is a flexible framework for optimizing discrete
event-driven simulations (DES) using sequential optimiza-
tion algorithms. While specifically designed for Bayesian
Optimization (BO) in the context of DES, SimBO can be
applied to any black-box problem with other optimization
algorithms. The framework consists of four encapsulated
components - the black-box problem, the sequential opti-
mization algorithm, a database for experiment configuration
and results, and a web-based graphical user interface - that
communicate via well-defined interfaces. Each component
can be run in different environments, allowing for cooper-
ation between different hardware- and software configura-
tions. In our research context, SimBO’s architecture en-
abled BO algorithms to be run on a high-performance clus-
ter with GPU support, while the simulation is executed on
a local Windows machine using the Simio simulation soft-
ware. The framework’s flexibility also makes it suitable for
evolving from a research-focused tool to a production-ready,
cloud-based optimization tool for modern algorithms.

INTRODUCTION

Discrete Event Simulation (DES) is a commonly used ap-
proach for analyzing complex, dynamic, and stochastic sys-
tems. When enhanced with an optimization component, it
becomes a powerful decision-making tool for such systems
(Fowler et al. 2022). The approach of optimizing a system
through a digital simulation is known as simulation-based
optimization (SBO).
According to Riley (2013), simulation-based optimization
(SBO) is often used as a static tool to address a specific
one-time question, rather than being dynamically integrated
into operational processes to improve day-to-day decisions.
However, achieving this integration requires fast delivery
of results, which implies short simulation and optimization
runtimes. Unfortunately, common SBO algorithms such
as genetic algorithms typically require a large number of
function evaluations, which translates into many simulation
runs. This becomes problematic for computationally inten-
sive simulations, where the time required for the simulation
runs and optimization process can be substantial. Bayesian
Optimization (BO) methods, which have a higher conver-
gence rate than genetic algorithms (Bull 2011), could offer
a more sample-efficient solution for applying SBO in day-

to-day decisions.
To make SBO more practical for day-to-day decision-
making, this research proposes SimBO (Simulation
and Bayesian Optimization), a flexible and component-
based framework with well-defined interfaces that applies
Bayesian Optimization algorithms to discrete-event simula-
tions. Currently, SimBO is focused on research and aims to
investigate how different BO algorithms can be used in sim-
ulation problems related to the manufacturing and logistics
domain. In the future, the authors envision SimBO evolv-
ing into a practical tool that offers default optimization con-
figurations for common problem classes, freeing decision-
makers from the need for specific knowledge about SBO
algorithms and Bayesian Optimization. Ultimately, SimBO
could be offered as an optimization-as-a-service (Bosse et
al. 2019) in the cloud, enabling the broad use of novel ma-
chine learning-based optimization algorithms.
In the rest of this paper, the authors first give a brief in-
troduction to Bayesian Optimization and explain why it is
a promising approach for simulation-based optimization.
They then present a selection of BO algorithms that are cur-
rently implemented in SimBO. The paper goes on to de-
scribe the SimBO architecture and its ability to support a
high degree of flexibility and extensibility. The authors then
provide implementation details on the current version of
SimBO they developed for their research on BO with SBO.
The paper concludes with a summary and outlook on future
planned activities.

BACKGROUND AND RELATED WORK

Bayesian Optimization (BO), also known as Efficient
Global Optimization (Jones et al. 1998), is a method to op-
timize expensive-to-evaluate and noisy black-box functions
(Balandat et al. 2020). The term black-box function in this
context means that an analytical expression is not given or
hard to define, but we can observe the output of a given in-
put. This holds true for simulations, which in this paper are
considered black-box functions in that sense. In general, we
aim to solve max f (x) with x ∈ X where f (x) is a black-box
function and X ⊂ Rd a feasible set of d dimensions (Fra-
zier 2018; Balandat et al. 2020). In the context of SBO,
f (x) usually represents a performance indicator of the sys-
tem, like the achieved throughput or accumulated costs. d is
defined by the number of influenceable parameters, which
are also called decision variables or controls of the system.
Examples are the number of workers at a workstation or the
safety stock for a product.
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Simulations pose special challenges that need to be ad-
dressed by the optimization algorithm. These challenges
are similar to those found in the problem of hyperparameter
tuning of machine learning algorithms, such as deep neural
networks. Here, BO algorithms are the state-of-the-art (Fra-
zier 2018). These special characteristics, in addition to the
aforementioned noisiness and expensive evaluations, are:

• Multi-Objectiveness: SBO problems often face mul-
tiple objectives that must be optimized simultaneously
without knowing an optimal trade-off in advance.

• High-Dimensionality: Dealing with large and com-
plex simulations can lead to hundreds or thousands of
parameters or dimensions. A threshold for the num-
ber of dimensions to call a problem high-dimensional
is not defined. Here, it is assumed that problems with
d >= 20 can be defined as high-dimensional. This
value refers to the soft limit d < 20 of “Vanilla BO”,
mentioned by Frazier (ibid.).

• Mixed Decision Variables: Real-world simulations
often contain mixed decision variables (continuous and
discrete), which can be challenging for algorithms that
typically deal with only one variable type (Pelamatti et
al. 2018).

• Constraints: SBO problems require consideration of
input- and output constraints to enable realistic opti-
mization.

There are numerous SBO algorithms that address the afore-
mentioned characteristics and can thus be suitable for the
optimization of real-world simulation problems. Some of
them are described in Amaran et al. (2016) and Nguyen
et al. (2014). However, most popular algorithms, such as
CMA-ES (Hansen 2016) and NSGA-II (Deb et al. 2002)
are designed for cheap-to-evaluate objective functions and
may not be efficient enough for complex simulations with
longer runtimes. For such simulations, more efficient al-
gorithms are needed that can achieve good results with
a small evaluation-budget (Bull 2011). The authors con-
sider Bayesian Optimization algorithms promising candi-
dates due to their proven high sample-efficiency.

BAYESIAN OPTIMIZATION ALGORITHMS

The ability to optimize expensive-to-evaluate and noisy
black-box functions makes BO a popular approach in fields
like materials and drug design (Packwood et al. 2017), re-
inforcement learning (Brochu et al. 2010) and simulations
(Schultz et al. 2018). The potential of BO for SBO has long
been shown by Chick (2006), among others. Most BO algo-
rithms are computationally expensive (Osborne 2010), but
today’s powerful and at the same time relatively cheap com-
putation resources allow BO’s use in an expanding list of
applications. This led to a rapid development and improve-
ment of BO algorithms over the past years (Shahriari et al.
2016; Frazier 2018).
All BO algorithms share the same underlying structure.
They have two essential components: the surrogate model
(SM) and the acquisition function (ACF). For the surrogate
model, mostly Gaussian process regression (GPR) is used.
GPR can capture and quantify the uncertainty of the under-

lying function, which is crucial for stochastic simulations.
Further advantages of GPR are explained in Rasmussen et
al. (2006).
The surrogate model approximates the black-box-function
based on a given set of points (prior). In our context of
DES, a point is a set of evaluated simulation parameters.
The prior model is fed to the acquisition function, which
has the task of suggesting the next best set of parameters
to evaluate. It works by analyzing the surrogate model and
trading off new points that either lie in a promising area of
the dimensional space (suspected minimum or maximum),
or that are in an area with high uncertainty. Both could hide
a potential better value for f (x). The so-found point is eval-
uated (here: simulated) and the result is handed to the surro-
gate model to update itself (posterior). This process repeats
and is called the optimization loop. While the loops runs,
new points are added and the surrogate model is updated
sequentially. The loop stops when the abortion criterion is
met. This is typically the case when the evaluation-budget
is exhausted or a specific, satisfactory outcome is reached.
Like the surrogate model, the acquisition function can also
have different implementations depending on the use case.
Two widely adopted acquisition functions are Expected Im-
provement (EI) and Upper Confident Bounds (UCB) (Frazier
2018; Shahriari et al. 2016).
Over the last few years, several algorithms from the family
of Bayesian Optimization were published. Each addresses
the challenges of SBO with different approaches. Based on
a first feasibility assessment, the authors selected a list of
currently six algorithms to be implemented in SimBO. In
the following, the six algorithms are briefly outlined, with
emphasis on their basic approach. Further details can be
obtained from the references given in each subsection.

Table I: Capabilities of selected BO algorithms regarding the challenges
of simulation-based optimization.

Algorithm
Multi-

Objectiveness
High-

Dimensionality
Mixed Decision

Variables Constraints

GPEI no no partial yes
TurBO no yes partial yes
MORBO yes yes partial yes
SAASBO no yes partial no
qNEHVI yes partial partial yes
qNEHVI-SAASBO yes yes partial no

GPEI is short for Gaussian Process - Expected Improve-
ment. It is similar to the EGO algorithm, presented by Jones
et al. (1998). It is used for continuous parameters with a soft
limit of 20 Dimensions (Frazier 2018) and can handle single
objective problems. It is also called “Vanilla BO” (Feurer et
al. 2018) because it implements the idea of BO in its basic
form.
TuRBO is short for Trust Region Bayesian Optimization
(Eriksson et al. 2019). Instead of one large model, it fits
smaller local GP models (trust regions) in promising re-
gions of the search space and allocates samples across these
models globally. Depending on their success, trust re-
gions can shrink, grow, or ultimately die and restart in a
different area of the dimensional space. TuRBO is used
for high-dimensional, continuous, single-objective prob-
lems. There is an enhancement for multi-objective problems
called MORBO (Daulton et al. 2022a).
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SAASBO stands for Sparse Axis Aligned Subspace Bayes-
ian Optimization and focuses on high dimensional, contin-
uous, single-objective problems. It assumes a hierarchy of
feature relevance and tries to identify these features (param-
eters) during the optimization, resulting in a more useful
model for exploration and exploitation of the most impor-
tant parameters (Eriksson et al. 2021b).
qNEHVI-MOBO is an algorithm for multi-objective
Bayesian Optimization (MOBO). Instead of a single best
point, the result in multi-objective optimization is a Pareto
front for the objectives, where for all points on this front
it holds true that none of the objectives can be improved
without compromising another one. MOBO uses Gaussian
processes (GP) to model the objectives, and draws samples
based on the expected hypervolume improvement (EHVI)
criterion. It allows parallel sampling (q) and considers noisy
objectives (N) (Daulton et al. 2021).

Furthermore, combinations of different surrogate models
and acquisition functions were proposed, such as qNEHVI-
SAASBO (Eriksson et al. 2021a). For dealing with pa-
rameter spaces with mixed decision variables (continuous
and discrete/categorical), typically the one-hot-encoding ap-
proach is used, but other approaches are discussed. The in-
terested reader is referred to Garrido-Merchán et al. (2020),
Yang et al. (2019), and Daulton et al. (2022b).

While the author’s of most of the optimization algorithms
mentioned provide example implementations, they greatly
differ in the way they can be used and need customization
to be applied to simulations, for which the same can be said.
SimBO aims to consolidate the optimization algorithms as
well as the simulation models and create a common inter-
face for both.

SIMBO

Components Overview

SimBO consists of a user interface, a database, and the
SimBO core. Moreover, SimBO requires a simulation
model (or any black-box function that can be evaluated) to
optimize (figure 1).

User Interface

SimBO has a web-based user interface that allows users
to manage optimization experiments. An optimization ex-
periment involves optimizing a black-box function (in this
case, a simulation model) using a specified optimization al-
gorithm, for which a set of hyperparameters must be config-
ured. The experiment also includes parameters such as an
abortion criterion.
Once set up, the user can schedule, run, pause, and stop
an experiment as well as view the optimization status while
the experiment is running and the optimization results after
the experiment has finished. All information about an ex-
periment, including the status and results, is stored in the
SimBO database.

Figure 1: Components of the SimBO architecture and their interaction.

Database
SimBO utilizes a NoSQL database to store experiment con-
figurations and results. This approach offers greater flexi-
bility than a rigidly structured relational database and can
easily handle data in JSON format. This flexibility is
particularly important because the optimization algorithms
and simulation models managed in the database exhibit
significant heterogeneity in their attributes. Additionally,
the database must accommodate the inclusion of new al-
gorithms and simulation models, whose attributes are un-
known in advance. The JSON format is used mainly for
storing the experiments and their trial history.
The SimBO database acts as an intermediary between the
SimBO core and the user interface (UI). It is worth not-
ing that, although SimBO comes with a UI, it is possible
to implement and use a different UI as long as it is com-
patible with the SimBO database. In the future, a custom
UI may prove useful for practitioners who seek to incorpo-
rate advanced optimization techniques into their day-to-day
decision-making processes. These users may not require the
full range of functionalities provided by the SimBO UI, but
instead prefer a pre-configured set of use-cases that can be
executed efficiently.

Core
The SimBO core comprises the SimBO manager, exper-
iment runner, and two types of abstract bridges, one to
connect to different optimization algorithms and another to
interface with the simulation models (see figure 2). The
SimBO manager is the entry point for running an experi-
ment. Its primary task is to retrieve information about the
experiment from the SimBO database and instantiate the
appropriate experiment runner. The experiment runner re-
ceives the information about the experiment and uses it to
create the required bridges for the specific algorithm and
simulation model.
There are two types of experiment runners: optimization-
driven and simulation-driven. The optimization-driven ex-
periment runs in a closed loop, which is suitable if the simu-
lation can be synchronously executed from the SimBO pro-
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Figure 2: A detailed view of the SimBO core architecture.

gram code. An example is a simulation model written in
the Python-based SimPy library (Matloff 2008). In contrast,
the simulation-driven experiment runs asynchronously us-
ing an ask-and-tell interface. This approach is suitable if
the simulation model is executed by an off-the-shelf simula-
tion tool with a custom graphical user interface for running
experiments. Here, SimBO cannot directly initiate a simula-
tion run, but it can provide a web-service-based interface for
the simulation tool to request new parameterization sets for
evaluation. A critical prerequisite is that the simulation tool
offers a mechanism to extend the experimentation capabili-
ties, such as through the implementation of a custom add-in.
An example is Simio with its C#-API that allows writing ex-
perimentation add-ins that can be loaded in the UI and take
over the default experimentation process in Simio while still
utilizing Simio’s UI.
In the optimization-driven case, the optimization compo-
nent controls the optimization process and calls the simu-
lation model during the run. In contrast, in the simulation-
driven scenario, the simulation component is in control and
actively asks the optimization component for points to eval-
uate, and afterward reports (tells) the results. The chosen
approach depends on the type of simulation model and the
software it was created with.
Regardless of the type of experiment runner, optimization-
driven or simulation-driven, two so-called bridges are re-
quired to conduct an experiment: one for the optimization
algorithm, and one for the simulation model. Both bridges
provide access to the respective components through an ab-
stract class with a standardized interface. Through this en-
capsulation, new algorithms and simulation models can be
added easily.
An optimization algorithm bride requires the following

three functions:

• Initialize: Define the search space and objectives and
initialize the optimization model by generating random
parametrization sets, using Sobol-sequences (Sobol
1967), which are evaluated by the simulation.

• Suggest: Suggest one or more parametrization sets,
based on the current surrogate model and acquisition
function. The parametrization sets are part of the same
trial. A single parametrization from this set is called a
candidate.

• Complete: Receive the evaluation results for a trial (or
a subset of candidates) and hand it to the model. It
should be noted that at this step the model is not re-
fitted (yet).

The simulation model bridge exposes an evaluation end-
point to synchronously evaluate a parameterization set for
headless and code-based simulation models. That is, the
experiment runner calls the endpoint, which is typically
a function, and waits for the simulation to return the re-
sults. For off-the-shelf simulation tools, the simulation
model bridge does not provide a such an endpoint for evalu-
ation because here, the simulation is the driver and does not
get called. Instead, the simulation model calls the exposed
web-services of the optimization bridge in an ask-and-tell
manner (suggest-compelete cycles). Additionally and for
both cases, the simulation model bridge provides access to
the important information about the simulation model, such
as its parameters (e.g., name and type), the objectives and
whether they should be minimized or maximized, and op-
tionally constraints that must be considered.

Simulation Model
As described above, SimBO can handle two types of simu-
lation models: code-based simulations and simulations cre-
ated with an off-the-shelf simulation tool. Code-based sim-
ulations are directly written in a programming language and
can therefore be executed by the optimization engine in a
synchronous manner. They typically expose a function with
corresponding parameters for the simulation model’s con-
trols. Off-the-shelf simulations tools cannot be run in that
manner and need an additional interface to communicate
with the optimization engine. Here, the logic is reversed,
and the simulation tool is responsible for the optimization
process.
Simulation tools like Simio allow for running so-called
headless simulations, which could be considered a third
type. However, a headless simulation behaves similar to a
code-based simulation. Instead of a function call, a headless
simulation is typically an executable file that can be run via
the command line. In this paper, both types are subsumed
under the code-based simulation models.

Experiments
To run an optimization, the user must first define an exper-
iment, preferably using the SimBO UI. An experiment re-
quires the specification of a simulation model and an op-
timization algorithm with all its hyperparameters. For the
experiment, the user is required to set an abortion crite-
rion with three options to choose from: evaluation budget,
threshold or desired improvement. Setting an evaluation
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budget is the most common. Here, the optimization will
run for the specified number of simulation runs. Setting a
threshold means the user can define a result which should
be achieved at minimum. When reached, the optimization
will terminate. It could well be that the threshold is never
reached. To have a fallback, the user must additionally de-
fine an evaluation budget. As the third option, the user can
express a desired relative improvement I in percent with a
number of trials n. In this case, the optimization will termi-
nate when the desired improvement I was not reached over
the last n trials.
Once created, the user can run the same experiment setting
multiple times. This is particularly useful for recurring op-
timizations of the same simulation model and the same op-
timization configuration.
The user can monitor the execution of an experiment in
real-time using the SimBO UI. Here, the user can see the
progress in terms of completed simulation runs or the re-
maining evaluation budget. Furthermore, the UI displays
an overview of the most important performance metrics for
each experiment, including the current best solution. Cur-
rently, the user has to check manually if an experiment is
finished. Because experiments can run for many days, it is
planned to implement a notification service, for example via
e-mail, to inform the user about important events.
After an experiment is finished, the user can open the UI
and view a compact version of the experiment result, such
as the best point found or the total run time. The experi-
ment data along with a standard PDF-report including data
visualizations is provided as a download.

PROTOTYPICAL IMPLEMENTATION

The SimBO architecture described in the previous section
has been implemented for evaluation and research purposes.
In this section, the implementation details for the user in-
terface, the database, the SimBO core, and the simulation
models are described.

User Interface
The prototype uses a web-frontend based on Vue, a modern
JavaScript framework (You 2023). It provides a minimal set
of masks to create and manage experiments. The website is
self-hosted and currently inaccessible from outside the uni-
versity’s network.

Database
The SimBO database is implemented using Firestore, a
NoSQL database included in the Google Firebase cloud
platform (Google Inc. 2023). It enables fast implementa-
tion cycles with an easy-to-use API and does not require
any manual installation or configuration. For applications
with data privacy requirements, one could use a self-hosted,
open-source alternative such MongoDB (MongoDB Inc.
2023).

Core
The SimBO core is running on a high-performance cluster
owned by the University of Applied Sciences in Osnabrück,
Germany. The cluster consists of multiple nodes, each with
a 40 GB GPU (Nvidia A100), 128-core CPU and 512 GB
RAM. Each optimization run is executed on a single node.

The SimBO core is fully Python-based. For the imple-
mentation of the optimization algorithms, SimBO builds on
top of BoTorch (Balandat et al. 2020), a Python-library for
Bayesian optimization based on the popular machine learn-
ing library PyTorch (Paszke et al. 2019). With BoTorch
at its core, SimBO can leverage GPU computation when
needed. In addition to the BO algorithms mentioned in
section “Bayesian Optimization Algorithms”, the SimBO
prototype implements two genetic algorithms, CMA-ES
(Hansen et al. 2023) and NSGA-II (Blank et al. 2020), for
benchmarking purposes. Further, the Sobol-algorithm, a
quasi-random point generator, is included as a baseline for
the convergence-rate benchmarking.

Simulation Models
For code-base simulations, we use SimPy, a python library
for discrete-event-simulation (Matloff 2008). The simula-
tions are either executed on the same hardware as the op-
timization (for code-based simulations) or on a virtual ma-
chine (Windows 10, octa-core 3.1 GHz, 16 GB RAM) in the
case of the Simio simulation software.
For the Simio software, an experiment add-in was devel-
oped to create an interface to communicate with SimBO.
The add-in manages the optimization run by calling the
web-service endpoints mentioned earlier. All endpoints are
provided by the simulation-driven experiment runner. All
Simio simulation models are executed on the aforemen-
tioned Windows-based virtual machine.
Current use cases under examination are the optimization
of material requirements planning simulation and the opti-
mization of mold procurement to minimize the waste in the
injection molding industry.

Application Scenarios
Bayesian optimization is a versatile technique that can be
applied to a variety of scenarios involving black-box prob-
lems, where inputs and outputs are known and a mathemati-
cal relationship between them can be assumed. The authors
focus on discrete event-driven simulations in manufactur-
ing and logistics. Specifically, they use SimBO to address
two problems: Material Requirement Planning (MRP) sim-
ulations and resource allocation for waste reduction in the
plastics industry. While the latter problem is still at an early
stage and won’t be discussed further, the optimization of
the MRP simulation is well advanced, and the authors plan
to publish results in the coming months.
The MRP optimization problem is characterized by its high
dimensionality, which involves hundreds of parameters, as
well as its multi-objective nature, which considers both
costs and service level. Additionally, there’s a hierarchi-
cal linkage between the underlying materials and the cor-
responding parameters. In the optimization process, safety
stock and safety lead time are optimized per product to mini-
mize cost while providing a specific service level, or alterna-
tively, maximize service level in a multi-objective scenario.
The increasing popularity of Bayesian optimization has led
more researchers and practitioners to apply this technique
to their simulations (Shahriari et al. 2016). For instance,
Kiuchi et al. (2020) use Bayesian optimization to optimize
inventory levels in agent-based supply-chain simulations,
while Chepiga et al. (2023) apply it to optimize process pa-
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rameters in stainless steel production.

CONCLUSION

This paper introduced SimBO, a framework designed for
simulation-based optimization using Bayesian Optimiza-
tion. Its purpose is to streamline optimization experimenta-
tion by consolidating the optimization and simulation com-
ponents and offering a user-friendly interface to pair differ-
ent algorithms with different simulation models. The algo-
rithms utilized in SimBO are tailored to address various as-
pects of simulations such as mixed decision-variables, high
dimensionality, and multi-objectiveness. The algorithms are
built on top of the BoTorch framework wherever possible
to take advantage of GPU acceleration. SimBO can handle
both code-based (including headless) and off-the-shelf sim-
ulations.
Currently, SimBO is primarily focused on facilitating re-
search into the suitability of modern optimization algo-
rithms for SBO. As an example, the authors are utilizing
SimBO in an ongoing research project that involves apply-
ing various BO algorithms to a simulation for material re-
quirements planning (MRP). In this project, SimBO serves
as the orchestrator for the optimization and simulation com-
ponents, automating all experiments conducted.
In the future, the aim is to transform SimBO into a tool that
is production-ready, and possibly cloud-based, with the in-
tention of serving both researchers and practitioners. The
next steps in the development of SimBO will be to provide
users with the ability to create custom user interfaces to in-
teract with the system. Additionally, SimBO will integrate
more optimization algorithms typically applied in SBO, as
well as create additional interfaces for widely adopted sim-
ulation software available on the market.
The code for the current stage of SimBO can be found at:
https://github.com/pehzet/SimBO.
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ABSTRACT 

Oil recovery can be enhanced by maximizing the well-

reservoir contact using advanced wells. The successful 

design of such wells requires an appropriate integrated 

dynamic model of the oil field, well, and production 

network. In this study, the model of advanced wells 

developed in the dynamic multiphase flow simulator 

OLGA® is linked to a reservoir model to develop 

transient fully-coupled well-reservoir models for the 

simulation of oil recovery through advanced wells. The 

obtained results from the developed models in OLGA 

are compared with the results from the widely used 

MultiSegment Well (MSW) model. Flow Control 

Devices (FCDs) are the key component of advanced 

wells and the functionality of the main types of FCDs is 

investigated. According to the obtained results, by 

employing advanced wells with an appropriate 

completion design, the production of unwanted fluids 

(water and/or gas) can be highly reduced while the oil 

recovery is slightly increased compared to using 

conventional wells. Besides, by comparing the 

performance of the OLGA and MSW models, it can be 

concluded that OLGA is a robust tool for conducting an 

accurate simulation of oil recovery through advanced 

wells. However, running such simulations with OLGA 

is relatively slow and may face convergence problems. 

 
INTRODUCTION 

The application of advanced wells to increase the 

profitability of oil recovery is getting popularity today. 

The term advanced in this context refers to horizontal 

wells equipped with various technologies such as 

downhole Flow Control Devices (FCDs), Sand Control 

Screens (SCSs), and Annular Flow Isolation (AFI) as 

schmatically is illustrated in Figure 1. Advanced wells 

improve oil recovery both by delaying water and/or gas 

coning and by reactively (or actively) choking the 

unwanted fluids back. This is a transient process and the 

simulation model must be able to capture the transient 

interaction between the reservoir and well during this 

process. As a result, for accurate simulation of oil 

recovery through advanced wells, a dynamic fully-

coupled well-reservoir model is required. 

 
 

Figure 1: Schematic of Advanced Well Completion 

(Tendeka 2017; Moradi et al. 2023) 

 

There are two approaches for developing a model for 

advanced wells using commercial simulators. The first 

approach which has been used in several papers is using 

the MultiSegment Well (MSW) model. This model is 

based on homogeneous models and it is used in the 

majority of simulators like ECLIPSE®, NETOOL®, etc. 

In the homogeneous models, it is assumed that the fluid 

properties can be represented by mixture properties, and 

single-phase flow techniques can be applied to the 

mixture. These models can also allow slip between the 

phases and are called drift-flux models (Shi et al. 2005).  

The other approach is using a dynamic multiphase flow 

simulator like OLGA® or LEDAFLOW® to develop a 

model for advanced wells based on mechanistic models. 

This approach has been proposed by Aakre in (Aakre 

2017) and improved by Moradi and Moldestad in 

(Moradi and Moldestad 2021). Mechanistic models are 

more accurate than homogenous models because they 

introduce models based on the detailed physics of each 

of the different flow patterns (Shi et al. 2005).  

So far a few studies have been performed for the 

simulation of oil recovery through advanced wells using 

dynamic multiphase flow simulators and comparing the 

results with the MSW model. This study aims to 

develop appropriate dynamic well-reservoir models for 

predicting the long-term performance of advanced wells 

in oil recovery by using both OLGA and the MSW 

model and comparing the functionality of these models 
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in terms of speed, stability, and accuracy. The 

developed well models by OLGA and MSW are 

coupled to the PUNQ-S3 reservoir model. The 

simulations are conducted for horizontal wells with no 

completion (OPENHOLE) as well as advanced wells 

with passive Inflow Control Device (ICD), and 

Autonomous Inflow Control Device (AICD) 

completions as well as AFI.  

PUNQ-S3 RESERVOIR MODEL 

PUNQ-S3 (Production forecasting with UNcertainty 

Quantification, variant 3) is a synthetic reservoir model 

that has been built based on a reservoir engineering 

study on a real field performed by Elf Exploration 

Production. The model contains 19285 grid blocks 

(2660 grid blocks), of which 1761 blocks are active. 

The grid blocks in the x and y directions have an equal 

size of 180 m (Petroleum Reservoir Engineering 

Simulation Models 2023). The reservoir has a dome 

shape with a maximum thickness of 30 m where 

initially there is a saturated oil rim with a gas cap at the 

center of the model, and an active aquifer on the north 

and west as shown in Figure 2. The reservoir is quite 

heterogeneous and consists of five layers with a top 

depth of 2430 m and a 1.5° dip angle, and it is bounded 

by a fault to the east and south. The reservoir is modeled 

using corner point geometry and the Carter-Tracey 

aquifer (Hutahaean 2017). The rock and fluid properties 

of the reservoir are given in Table 1 and the distribution 

of porosity and permeability is illustrated in Figure 3.  

In this study, the oil recovery from the PUNQ-S3 

reservoir is simulated for 10 years through a long 

advanced horizontal well with a length of 3240 m, a 

Bottom Hole pressure (BHP) of 220 bar, and a 

maximum liquid production rate of 2500 m3/day. The 

reservoir pressure is maintained with an open-hole 

horizontal water injection well with a length of 1500 m, 

an injection rate of 1500 m3/day, and a maximum 

pressure injection of 285 bars. The locations of the 

production and injection wells for delaying the water 

and gas breakthrough, and increasing oil recovery have 

chosen based on a trial and error process. Figure 4 

depicts the location of the production and injection 

wells in the reservoir. 

Table 1: Rock and Fluid Properties of PUNQ-S3 Model 

Parameter Value 

Porosity 0.01 to 0.3, Mean = 0.14 

Rock Comperecibility 4.5e-4 1/bars 

Horizontal Permeability 0.5 to 999, Mean = 269 mD 

Vertical Permeability 0.2 to 498, Mean = 122 mD 

Reference Depth 2355 m 

Reference Pressure 234.5 bar 

Reservoir Temperature 105 °C 

Oil Viscosity @ res. con. 1.46 cP 

Oil, Gas, Water Densities 912, 0.8266, 1000 kg/m3 

Water-Oil Contact 2395 m 

Gas-Oil Contact 2355 m 

Dissolved Gas-Oil Ratio 74 sm3/sm3

Figure 2: PUNQ-S3 Reservoir Model in the XY Plane 

Figure 3: Porosity and Permeability Distributions 

Figure 4: Topology of Production and Injection Wells 

WELL MODEL DEVELOPMENT IN OLGA 

In order to develop a model for the advanced production 

well in OLGA, the well is divided into 18 production 

zones, each 180 m long, and the annulus in each zone is 

isolated by two packers. As shown in Figure 1, each real 

production tubing segment is 41 ft or 12 m, and it is 

assumed that one FCD is mounted on each segment. As 

a result,  the production tubing in each zone contains 15 

real FCDs. However, it is assumed that in each zone, the 

production tubing has one equivalent segment with one 
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equivalent FCD for 15 real segments. The simplified 

model for oil production from each zone in the OLGA 

simulator is illustrated in Figure 5. As shown in the 

figure, both wellbore and production tubing in each 

production zone is divided into two sections. The 

wellbore in the first section is connected to the dynamic 

reservoir model via the near-well source. The reservoir 

fluids enter the second section of the wellbore after 

passing through FCDs. Then the reservoir fluids enter 

the production tubing via a leak connected to the second 

section of the production tubing and in this way oil is 

produced from each zone.  

 

 
 

Figure 5: Simplified Model of an Advanced Well 

Segment in OLGA (Moradi and Moldestad 2022) 

 

ICDs are mounted on the production tubing as a passive 

(fixed) flow to counteract the nonuniform inflow along 

the horizontal well. To model ICDs, an orifice valve is 

used. Therefore, the pressure drop across an ICD, 

ΔPICD, can be described by Equation (1), where A is the 

valve cross-sectional area, and CD is the discharge 

coefficient. mix and ICDQ are the density and flow rate 

of fluid mixture passing through ICD respectively.  
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AICDs are classified as reactive FCDs and are able to 

choke low-viscosity fluids (compared to oil) back 

reactively and autonomously after breakthrough. These 

valves can partially be closed by increasing the water 

cut. In order to model AICDs, an orifice valve with an 

adjustable opening controlled by a control function 

describing the opening of the valve based on water cut 

is used. A mathematical model for describing pressure 

drop across an AICD can be derived based on available 

experimental data in (Halvorsen et al. 2016), presenting 

the performance of AICDs for fluids with similar 

properties as the reservoir fluids in the PUNQ-S3 

model. Doing non-linear multi-variable linear regression 

on the experimental data, the mathematical model 

describing the pressure drop across an AICD, ΔPAICD, 

can be described by Equations (2) and (3). In these 

equations, mix, µmix, and AICDQ  are the density, 

viscosity, and flow rate of fluid mixture passing through 

AICD respectively. αoil, αwater, and αgas are the volume 

fractions of oil, water, and gas in the mixture. The 

comparison of the derived mathematical model for 

AICD vs. the experimental data is shown in Figure 6. 
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Figure 6: Derived Mathematical Model of AICD 

Against the Laboratory Test Data 

 

By combing Equations (1), (2), and (3) the control 

function for controlling the opening of the orifice valve, 

a, based on the performance of AICD can be presented 

by Equation (4) as: 
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where A = 3.462e-6 m2 and it is the equivalent cross-

sectional area for 15 orifice valves with a diameter of 

2.1 mm and CD = 0.85 (as it is used for ICDs). Using 

Equations (3) and (4) the control function describing the 

performance of AICDs based on the fluid properties in 

the PUNQ-S3 model is illustrated in Figure 7. 

 

 
 

Figure 7: Valve Opening vs. Water Cut for AICDs 

231



 

 

WELL MODEL DEVELOPMENT BY MSW  

To model advanced wells completed with FCDs and 

AFI with the MSW model, as it is depicted in Figure 8, 

one branch is considered for modeling the production 

tubing, and a separate branch is used for modeling each 

isolated zone of the annulus. Each branch consists of a 

series of one-dimensional segments with a node and a 

flow path. The annulus segments are connected to the 

reservoir model for accepting the inflow from the 

reservoir. An extra segment based on Equations (1), (2), 

and (3), can be added between the annulus and tubing 

segments for modeling pressure drop across ICDs and 

AICDs. With this setup, at first, the reservoir fluids 

enter the annulus via the annulus segments and then 

pass into the production tubing through FCDs (Moradi 

et al. 2022; GeoQuest 2014).  

 

 
 

Figure 8: Schematic of an Advanced Well Model Uisng 

MSW (Neylon et al. 2009) 

 

RESULTS AND DISCUSSIONS 

The simulation results for production rates of oil, water, 

liquid, and gas as well as the total oil and water 

production obtained by both the OLGA and MSW 

models are presented and discussed.  

 

Oil and Water Production Rates 

The oil and water production rates simulated by the 

OLGA  and MSW models are shown in Figure 9. As 

can be seen in the figure, both the OLGA and MSW 

models predict almost similar trends for the oil and 

water production rates for all cases. However, the 

OLGA model calculates a lower rate for oil production 

and a higher rate for water production compared to the 

MSW model. This can be due to the fact that the OLGA 

model is based on mechanistic models while the MSW 

model is based on the drift-flux model. In the OLGA 

model, by using the mechanistic models, at each time 

step, five mass conservation equations are solved for the 

gas phase, the water droplets, the oil droplets, the water 

film, and the oil film for the transient three-phase gas-

oil-water flow simulation in pipes. However in the 

MSW model based on the drift-flux model, for such 

simulations, only three mass conservation equations for 

the gas phase, as well as oil and water films, are solved. 

Besides, the correlations used in the mechanistic 

models, and the drift-flux model are different. 

Therefore, some differences between the results 

obtained by these two models are expected. According 

to the results shown in Figure 9, the mismatch between 

the results from the OLGA and MSW models is higher 

for the AICD and ICD cases compared to the 

OPENHOLE case. This is justifiable because the well 

model and the reservoir model interact with each other 

through the near wellbore region, and with using AICDs 

and ICDs, the pressure variations near the wellbore are 

much higher compared to the OPENHOLE well.  

 

 
 

 
 

 
 

Figure 9: Comparison of Oil and Water Production 

Rates from the OLGA and MSW Models 
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Liquid and Gas Production Rates 

Figure 10 illustrates the prediction of total liquid and 

gas production rates by the OLGA and MSW models. 

As can be seen in the figure, in all cases there is a good 

match between the prediction by the two models. The 

largest deviations from the model predictions start after 

the water breakthrough. Water breakthrough is a 

transient process and as the graphs show, the OLGA and 

MSW models capture the transient interaction between 

the reservoir and well after water breakthrough with 

some differences. When water enters the well, the 

multiphase flow regime in the well changes, and the 

OLGA and MSW models due to different formulations, 

calculated the well pressure differently. 

 

Performance of Advanced Wells in Oil Recovery 

The performance of advanced wells with AICD and 

ICD completions compared to the OPENHOLE well 

modeled by the OLGA and MSW models is shown in 

Figure 11 and Figure 12 respectively. Both models 

predict the impact of the well completion on oil and 

water production almost with the same trend. According 

to the obtained results from the OLGA model, after 10 

years, the total production of water significantly 

decreased by 38% and 36% respectively using advanced 

wells with AICD and ICD completions compared to the 

OPENHOLE well. The MSW model shows a relatively 

higher water production reduction of 43% and 40% 

respectively by using AICDs and ICDs compared to the 

OPENHOLE completion. ICDs act as flow restrictors to 

balance inflow along the horizontal well and in this 

way, delay water breakthrough and restrict water 

production passively. AICDs are self-adjusting fluid-

dependent devices and can partially choke the water 

back after the breakthrough, and reduce the water 

production further compared to ICDs. Both the OLGA 

and MSW model results show that with ICD and 

OPENHOLE completions the same amount of oil is 

produced after 10 years. However, the AICD 

technology can slightly improve oil recovery. 

According to the results from the OLGA model, total oil 

production is increased by 0.5 % using AICDs while the 

MSW model predicts a slightly higher oil production of 

1.2 % for the AICD case compared to the ICD and 

OPENHOLE cases. In general, the AICD completion 

has a better performance in improving oil recovery and 

reducing water production where there is a large 

difference between the viscosity of oil and water. In our 

case study, the impact of AICD completions is limited 

due to a relatively small difference between the 

viscosities of oil and water in the PUNQ-S3 model.   

 

Simulation Speed, Stability and Accuracy 

Mechanistic models are more accurate than the drift-

flux model. Therefore, more accurate results are 

expected to be obtained by the OLGA models. 

However, Since the mechanistic models display 

discontinuities in pressure drop and holdup at some 

flow-pattern transitions, several convergence problems 

occur during the simulation with the OLGA model. In 

contrast, the drift-flux model is relatively continuous, 

and differentiable which leads to fewer convergence 

problems. Besides, in simulation with the OLGA model, 

an adaptive time step selector with much shorter time 

steps compared to the MSW model is used to control 

nonlinear iterations as well as to balance accuracy and 

robustness for challenging nonlinear simulations. As a 

result, running a simulation with the OLGA model takes 

much longer time than using the MSW model.  

 

 
 

 
 

 
 

Figure 10: Comparison of Liquid and Gas Production 

Rates from the OLGA and MSW Models 
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Figure 11: Cumulative Oil and Water Production from 

Open-hole and Advanced Wells Simulated by OLGA 

 

CONCLUSION 

According to the obtained results, by using advanced 

wells the production of water significantly decreases 

while the oil production is improved. Besides, the 

results prove that reactive FCDs have better 

functionality than passive FCDs in improving oil 

recovery. Production and then separation of water is 

costly with high carbon emissions. Therefore, by 

applying advanced wells more cost-effective and 

environmentally-friendly oil recovery is achieved.  

By comparing OLGA and MSW models in simulation 

of advanced wells it can be concluded that although 

more accurate results can be obtained by the OLGA 

model, it is much slower than the MSW model. Besides, 

several convergence problems occur during simulation 

with OLGA. Therefore, although OLGA is a robust and 

accurate tool for performing well-reservoir transient 

simulations, it is not a suitable choice e.g. for 

optimization or uncertainty quantification studies where 

several simulation runs are required. 

 
 

 
 

Figure 12: Cumulative Oil and Water Production from 

Open-hole and Advanced Wells Simulated by MSW 
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ABSTRACT 

In this work two air quality simulations are run to 

analyze the impacts of the reduction of anthropogenic 

emissions during COVID-19 lockdown over Madrid 

(Spain) area: one simulation considers the emission 

reductions during the lockdown (COVID simulation) 

and a second simulation,” business as usual” (BAU 

simulation) with an emissions scenario without 

restrictions. Source apportionment techniques are used 

to identify and quantify the contributions from main 

pollution sources with the purpose to provide 

understanding on what measures should be taken to 

address them and this work shows the potential of these 

technique. This study helps to elucidate the complex and 

nonlinear response of O3 and PM concentrations after a 

reduction of emissions mainly from the transport sector, 

during the COVID-19 lockdown period. 

 

INTRODUCTION 

The atmospheric dispersion of pollutants released to the 

atmosphere depends on many factors that must be 

modelled, therefore the modelling of pollutant 

dispersion is a complex engineering problem involving 

several disciplines such as mathematics, computation, 

physics and chemistry (Lateb et al., 2016).  Many 

physical and chemical processes are involved in the 

movement of air pollutants, such as turbulence, wind 

drag, buoyancy forces, diffusive effects, etc. Air quality 

models (AQM) use mathematical and numerical 

techniques to simulate these physical and chemical 

processes (Gery et al., 1989). 

 

Air quality models are important tools for air quality 

management systems because they can be used to 

identify source contributions to pollutant concentrations 

and to help design effective strategies to predict and 

reduce adverse air pollutants (Atkinson et al., 2013).  As 

a modelling tool it allows us to simulate theoretical 

scenarios to understand their impacts before 

implementing them in reality, e.g. air quality models can 

be used during the licensing process to verify that a new 

emission source will not exceed ambient air quality 

norms or, if necessary, to determine additional 

appropriate control measures, it also allows us to 

evaluate the effectiveness of emission reduction 

strategies before implementing them and to determine 

which is the most robust for the population (Bell et al., 

2025). 

 

In most cities, the decrease in economic activities during 

the COVID-19 lockdown triggered a reduction in 

anthropogenic emissions. This situation provides a 

unique opportunity to check the performance of our 

numerical modelling tools. This exceptional situation, 

which has never been observed before, has made it 

possible to quantify in a real environment the decreases 

in concentrations of some pollutants and increases in 

other pollutants following a significant reduction in 

emissions, demonstrating the absence of a direct, and 

linear, relationship between emissions and 

concentrations (Oostendorp et al., 2019).  

Understanding how air quality responds to emission 

reductions will provide important information for the 

future development of emission control strategies.  In 

this situation, to understand the air pollution 

concentrations attributed to both source regions and 

emission categories, the source apportionment of PM 

and O3 is applied.  The brute force method was also 

applied to quantify the impacts of emission reductions 

on concentrations. 

 

In a first analysis of the impacts of anthropogenic 

emission reductions during the COVID-19 lockdown on 

the Madrid area (Spain), a significant reduction of NOx 

levels was found, but O3 and PM concentrations 

increased. In this work the causes of the increases are 

examined using the Source Apportionment Technology 

(SAT) included in the Comprehensive Air Quality 

Model with Extensions (CAMx).   

 

Source apportionment techniques are used to identify 

and quantify the contributions of major pollution 

sources in order to understand what measures should be 

taken to address them, and this work shows the potential 

of these techniques. SAT was used to estimate the 

contributions of multiple sources and pollutant types 

(NOx and VOCs) to ozone and particulate matter 

formation in a single model run.  
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MODELLING TOOLS 

The air quality simulations were performed using the 

regional Weather Research and Forecasting model 

(WRF) with Chemistry (WRF/Chem) model (Grell et 

al., 2005) and the CAMx (Comprehensive Air quality 

Model with eXtensions) with its extension SAT (Source 

Apportionment) to study the impact of the COVID-19 

lockdown measures on air quality in Madrid city. CAMx 

is also driven by the WRF model (meteorological part of 

the WRF/Chem model).  Both models use a Carbon 

Bond scheme as a gas-phase chemical mechanism. Two-

sectional method for the particle size was selected to 

calculate the aerosol concentrations. 

WRF/Chem and CAMx are numerical Eulerian 

(gridded) regional photochemical dispersion model, 

which could simulate the emission (from emission 

inventories), dispersion, chemical reaction, and removal 

of pollutants by marching the Eulerian continuity 

equation forward in time for each chemical species on a 

system of nested three-dimensional grids under different 

complex terrain and meteorological conditions. 

The chemical initial and boundary conditions were 

extracted from the output (WACCM 0.9º x 0.-125º) of 

the Whole Atmosphere Community Climate Model 

(Marsh et al., 2013). WRF is driven by initial and 

boundary conditions provided every 6 h by the Global 

Forecast System (GFS) produced by the European 

National Centers for Environmental Prediction (NCEP), 

NCEP GDAS Final Analysis 0.25º (ds083.3).  

We obtain anthropogenic emissions in Europe without 

the influence of COVID-19 lockdown measures from 

the CAMS-REG-AP (Granier et al., 2019) European 

emission inventory (v4.2_ry 2019) with a 0.05º by 0.1º 

spatial resolution, processed by the EMIMO (UPM) tool 

to produce WRF/Chem (Zavery e tl., 2008) and CAMx 

ready emissions (CMBZ-MOSAIC and CB06-CF), (San 

José et al., 2015).   

The models were applied over three computational 

domains, one covering all Iberian Peninsula with a 

spatial resolution of 25 km, a second nested domain 

covering Madrid Community with 5 km of spatial 

resolution and finally the last nested domain with 1 km 

of spatial resolution over Madrid city. All domain with 

35 vertical levels.   

EXPERIMENT 

The air quality models have been run for February, 1, 

2020 to April, 12, 2020 with two days spin up period. 

On March, 8, 2020, the first emission reductions were 

observed.  On March, 15, 2020, the national lockdown 

was effective. On March, 28, 2020, the Spanish 

government banned all non-essential activity. On April, 

13, 2020, workers in some non-essential sectors, such as 

construction and industry, who could not work remotely 

were allowed to return to work.  Based on this date we 

have split the simulation time period in two symmetric 

periods with 36 days each one, the first one 01/February 

– 07/March called as pre-lockdown period and

08/March-12/April called lockdown period.

Two emission scenarios were prepared to retrieve the 

impacts of lockdown measures on pollutant levels and 

composition.: one is the business as usual scenario 

(BAU) and a rescaled emission scenario after March 8, 

referred to as COVID simulation, where anthropogenic 

emissions were reduced according to the lockdown 

meauseres. BAU ignores the changes due to the 

lockdown measures and is thus representative of what 

would have happened under BAU conditions.  

Emissions reductions estimations during the lockdown 

period (COVID simulation) were published in a recent 

article (Guevara et al., 2021). Here, we have specific 

daily reduction rates for the following emission 

activities: public power, industry, road transport and 

aviation for each European country. 

RESULTS 

We have compared the hourly simulated concentrations 

with observational hourly data from the Madrid 

municipality and regional air quality observation 

networks with 48 monitoring station to analyze the 

WRF/Chem simulations performance. To have a 

representative and unique value, statistical performance 

indicators are calculated using the average values of the 

48 monitoring stations and the corresponding model 

values for the COVID simulation. 

Figure 1 and Figure 2 show the hourly time series of the 

concentrations estimated by the WRF/Chem and WRF-

CAMx models for the pollutants NO2 and O3 compared 

with the measured data to analyze the performance of 

both modeling tools. The simulation period includes a 

period prior to the lockdown (pre-lockdown) and 

another corresponding to the lockdown itself to see how 

the models behave before two totally different situations 

from the point of view of emissions. 

The two figures also provide an indication of the effects 

of lockdown on the concentrations of the two pollutants. 

In the lockdown period, a significant reduction in NO2 

concentrations is observed, but O3 concentrations 

increase. 

A summary of the performance of the WRF/Chem and 

WRF-CAMx models for the main four pollutans: 

NO2,O3, PM10 and PM2.5 is showed in Table 1. The 

performance is measured with the following statistical 

parameters: Normalized Mean Nias (NMB), root mean 

square error (RMSE) and square correlation coefficient 

(R2). Both RMSE and R2 quantify how well a 

regression model fits a dataset.  The RMSE tells us how 
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well a regression model can predict the value  of the 

response variable in absolute terms while NMB tells us 

how well a  model can predict the value of the response 

variable in percentage terms. In general, the 

performance results of both models show that the 

simulations capture the magnitude and temporal 

evolution of the two key air pollutants reasonably well, 

with the statistical indicators within the expected ranges.  

 

  

Figure 1: NO2 (ug/m3) time series of the WRF/Chem, WRF-CAMx models and mean of the 48 observations from de 

Madrid monitoring networks. Period: 01/02/2020 – 11/04/2020 

  

  

Figure 2: O3 (ug/m3) time series of the WRF/Chem, WRF-CAMx models and mean of the 48 observations from de 

Madrid monitoring networks. Period: 01/02/2020 – 11/04/2020 

 

Table 1: Performance of the  model simulations

  

  NMB (%) RMSE (μg/m3) R2 [0,1] 

  
Model 

Pre- 

lockdown 

Lock- 

down 

Pre- 

lockdown 

Lock- 

down 

Pre- 

lockdown 

Lock- 

down 

NO2 WRF/Chem 18 9 14 9 0.67 0.72 

WRF-CAMx 15 -5 19 10 0.57 0.76 

O3 WRF/Chem -14 -2 15 13 0.75 0.78 

WRF-CAMx 3 7 15 13 0.74 0.76 

PM10 WRF/Chem 18 -18 14 20 0.67 0.46 

WRF-CAMx -18 -11 20 9 0.46 0.67 

PM2.5 WRF/Chem 27 24 11 6 0.53 0.57 

WRF-CAMx -16 -14 9 5 0.48 0.55 
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Good results have been obtained for NO2 and O3 with a 

small overestimation of NO2 and underestimation of O3 

in the WRF/Chem simulation. For particulate matter the 

WRF-CAMx simulation obtains poorer R2 results and a 

small underestimation below 20%. Model performance 

for is influenced by uncertainties in emission 

inventories. The best performance corresponds to the 

lockdown period. Simulated results for the lockdown 

period, using the adjusted emission inventory agree 

better with surface observations than the pre-lockdown 

period, where the BAU emission inventory is applied. 

NMB numbers and correlation coefficient is found to be 

better than in the pre-lockdown period.  The 

improvement in model performance in the lockdown 

period demonstrate the good accuracy of the emission 

restriction estimated in Guevara et al., 2020. This air 

quality simulation is  somehow a validation approach of 

the emission reductions proposed by Guevara et al., 

2021. 

 

The proposed approach compares two simulations: 

COVID simulation which tries to reproduce the 

observed data in the monitoring stations with emission 

reductions respect to the BAU simulation (no lockdown 

restriction) with the the simulation tools WRF-CAMx. 

Figure 3 and Figure 4  present the impacts (absolute 

difference between COVID and BAU simulations) of 

lockdown measures on the O3 and NO2 time average 

concentrations for the period March 08 to April 12. 

 

 
Figure 3: Map of differences (COVID-BAU) of average 

surface concentrations (µg m−3) for the period March, 

08 to April, 12 for ozone with WRF-CAMx (right). 

 

Figure 3 shows that there is an increase in O3 

concentrations of up to 20 ug/m3 in the central area of 

the Community of Madrid, just where there has been a 

larger reduction in emissions, especially from traffic.  

We can also see that there is almost no impact on the 

outside of Madrid and therefore the reduction in 

emissions has not affected it. 

 
Figure 4: Map of differences (COVID-BAU) of average 

NO2  surface concentrations (µg m−3) for the period 

March, 08 to April, 12 for ozone with the WRF-CAMx . 

 

Figure 4 shows how the impacts on NO2 concentrations 

from emission reductions due to lock-down The largest 

reduction is seen in the city of Madrid due to the 

decrease in traffic emissions, in the area of the city of 

Madrid. Reductions were larger in urban areas and 

mainly localized along major traffic highways and 

highly populated areas. As NO decreases, the depletion 

of O3 during nighttime proceeds less efficiently, 

resulting in more O3 available at night particularly 

around  urban areas and major highways. 

 

We have applied the technique the Source 

apportionment (SAT) to estimates the contributions 

from 4 source areas: North-West (Z1), North-East (Z2), 

South-West (Z3) and South-East (Z4) quadrants of the 

computational domain, and 12 emissions categories: 

Public power (S1), Industry(S2), Other Stationary 

combustions (S3), Fugitives (S4), Solvents (S5), Road 

transport (S6), Shipping (S7), Aviation (S8), Off road 

(S9), Waste (S10), Agricultural livestock (S11) and 

Other agricultural (S12). The SAT also allows to know 

the contribution of the boundary conditions. In case of 

O3 the SAT methodology also estimates the fractions of 

ozone formed under VOC- or NOX-limited conditions. 

In Madrid O3 formation is dominated by VOC limited 

conditions it is when the rate of OH production is less 

than the rate of production of NOx, ozone production is 

VOC-limited. Here, ozone is most effectively reduced 

by lowering VOCs in case of NOx reductions, there will 

be O3 increments.  Figure 5 shows the contribution (%) 

of the analysed elements with the SAT technology. 

 

In Figure 5 we can see that 50% of the O3 comes from 

the boundary conditions. Solvent use is the main 
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emission source   and the contribution is larger in the 

south of the Madrid region (zone 3 and 4). During the 

lockdown period (COVID simulation) there is a  

reduction of the contribution of road transport (S6), but 

increase the contribution of solvents (S5) under VOC 

limited conditions. When the rate of OH production is 

less than the rate of production of NOx, ozone 

production is VOC-limited. Here, ozone is most 

effectively reduced by lowering VOCs. Between the 

NOx- and VOC-limited extremes there is a transitional 

region where ozone is nearly equally sensitive to each 

species. When the rate of OH production is greater than 

the rate of production of NOx, indicating that NOx is in 

short supply, the rate of ozone production is NOx-

limited. In this situation, ozone concentrations are most 

 effectively reduced by lowering current and future NOx 

emissions, rather than lowering emissions of VOCs. 

Solvents in products such as coatings, inks, and  

consumer products can emit substances into the  air 

known as Volatile Organic Compounds (VOCs).  VOC 

emissions from solvent-based products are regulated to 

protect air quality.  

 

 
 

Figure 5: Contribution of the boundary conditions, four zones and twelve emission sources to O3 average concentration 

under VOC limited conditions in the simulation COVID. 

 

CONCLUSIONS 

Using the COVID-19 as an unprecedented experiment 

with substantial emission reductions from multiple 

sectors (in particular the transport sector), This study 

helps to elucidate the complex and nonlinear response of 

chemical composition of the air pollution through a 

sensitivity analysis. The impact of COVID lockdown on 

Madrid Community (Spain) air quality is estimated by 

running two simulations, one simulation considers the 

emission reductions during the lockdown (COVID 

simulation) and a second simulation, ”business as usual” 

(BAU simulation) with an emissions scenario without 

restrictions with two air quality models: WRF/Chem and 

WRF-CAMx Simulated results for the lockdown period, 

using the adjusted emission inventory agree better with 

surface observations than the pre-lockdown period, 

where the BAU emission inventory is applied. 

 

In general, the performance results show that the 

simulations capture the magnitude and temporal 

evolution of the four key air pollutants reasonably well, 

with the statistical indicators within the expected ranges. 

WRF/Chem underestimates O3 concentrations (-14%) 

and WRF-CAMx gets better results (+3%) with a small 

overestimation. WRF/Chem overestimates PM 

concentrations and WRF-CAMx underestimates them. 

WRF/Chem gets better correlation coefficients than 

WRF-CAMx.  

 

The reduction of emissions mainly from the transport 

sector, during the COVID-19 lockdown period in all 

Spain, has produced significant changes in the air 

quality in the Madrid city in term of reduction of NO2 

concentrations (high reduction), PM10 and PM2.5 

concentrations (moderate reduction) and increase in O3 

concentrations (secondary pollutant). BAU-COVID 

results reflect an important reduction in NOx 

concentrations and important ozone increases. Such 

non-linear behavior was attributed to the less efficient 

O3 titration.  Boundary conditions are the main source 

of the air pollution concentration (50%).  The O3 

formation is dominated by VOC limited situation. This 

produces increases of O3 during the lockdown period 

(NOx reduction). 

 

The lesson from the COVID-19 lockdown showed that 

improvement in air quality requires the reduction in 

NOx emissions accompanied by a well-balanced 

reduction in VOC emissions to avoid the side effect on 

urban O3 pollution. The results evidence that emission 

mitigation strategies have to be a coordinated and 

balanced strategy for controlling multiple pollutants and 
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the possible strategies can be simulated before its 

implementations with air quality modelling tools as used 

in this experiment. 

 

In this experiment it was also found that 50% of the O3 

concentration that citizens breathe in comes from 

outside the city, which means that large cities have little 

chance of reducing O3 pollution as their area of action is 

the city, hence the need for coordinated mitigation 

actions between the different authorities, local, regional 

and national. In this specific case, if the city of Madrid 

wanted to reduce its O3 concentrations, it would have to 

act on emissions from solvents produced to the south of 

the city, but it would only be able to reduce 

concentrations by 50%. In the case of NO2, as there is a 

more local effect, cities have a greater range of action 

and, as has been demonstrated in this study, reducing 

emissions from road traffic will reduce NO2 

concentrations and local authorities have the capacity to 

reduce these emissions by facilitating the change of the 

vehicle fleet to electric and ECO vehicles. 
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ABSTRACT 

This paper presents a proposed tariff methodology for 
regulatory components of the distribution system use 
(TUSD) based on adjusting the ratio of peak to off-peak 
tariffs (POPR) in Brazil. The main objective of this study 
is to provide the TUSD component (and energy 
consumption terms) with lower prices for customers that 
use electricity for irrigation activities, called "irrigator 
customers" in southern Brazil. The respective paper is 
motivated by the relevance of this type of consumer in 
these regions, and also by the low number of 
methodologies present in the literature related to this 
theme. Thus, this article deals with a specific subject of 
Brazilian electricity regulation that has not been studied 
very much. The proposed methodology considers for the 
calculations of the TUSD components, market data of the 
irrigator customers, in addition to the adjustment in the 
current POPR to regulate the prices between the peak and 
off-peak components. The proposed tariff calculation 
framework considers and compares two analysis methods 
to define the answer to the problem: (i) TUSD off-peak 
constant and (ii) Constant TUSD Revenue. The results 
show considerable reductions in the prices of the Peak 
Energy TUSD component, making it possible for this 
method to be employed in the future by power utilities to 
encourage these customers to use electricity on a larger 
scale during peak hours.  
 
INTRODUCTION 

In rural areas of southern Brazil, electricity is largely 
consumed by the agricultural sector in some months of 
the year. Among all the agricultural activities present in 
these regions, the plantation process of irrigated rice 
stands out. Irrigation usually consists of distributing a 
significant amount of water captured from rivers, dams, 
or lakes to the rice fields (Marcolin et al. 2021). This 
activity is typically performed through hydraulic 
pumping systems and involves a large amount required 
of electricity (Pfitscher et al. 2012). In this region, 

customers who make use of electricity for irrigation 
activity in rice crops are commonly called "irrigator 
customers". 
 
Irrigator customers have some particularities that 
differentiate them from other customers present in the 
distribution systems, such as: seasonality, showing high 
levels of demand (power in Watts) and energy 
consumption (in Watt-hours, that is, power in Watts 
multiplied by the time of use in hours) only during 
plantation process, and accentuated load variations 
throughout the day. During the rice harvest period, 
usually between the months of September and March, the 
pumping stations remain on almost continuously, even at 
dawn, with a reduction in their electricity demand in a 
small range of hours, usually during the peak hours of 
power system (6 pm to 9 pm), where the price of 
electricity is much higher according to Brazilian tariff 
structures. In some sub-regions, this interval can be 
modified to other times, seeking to avoid overloading the 
electrical systems with the instantaneous reconnection of 
many hydraulic pumping systems (ANEEL 2013). 
Besides possible operational problems in the distribution 
systems, this load behavior can collaborate to an 
inadequate process of revenue collection for the power 
utilities, since the methodology in force encourages 
energy consumption in the off-peak market with much 
lower prices in relation to the peak period. 
 
In some countries, specific tariffs are proposed for 
irrigator customers. In Australia, Tas Networks presents 
a tariff modality to meet the specificities of this type of 
customer. In its definition, this tariff is intended for rural 
customers served at low voltage (below 1 kV alternating 
current), whose facilities are used exclusively for crop 
and pasture irrigation. Its tariff structure consists of two 
parts: (i) charges for basic services rendered and (ii) 
charges for energy consumption, which varies according 
to the time of the day (peak, off-peak and shoulder), and 
also throughout the hottest and coldest months of the year 
(Tas Network 2022). In Portugal, the regulator (Entidade 
Reguladora dos Serviços Energéticos (ERSE)) 
establishes two-part tariffs for seasonal customers, 
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composed by a monthly or daily fixed charges for three 
levels of contracted power and an energy time-of-use 
tariff (peak, shoulder and off-peak periods), called tri-
hourly tariff (ERSE 2020).  

In the United States, specifically for the state of Arizona, 
there are tariffs for customers with seasonal hydraulic 
pumps. For this case, both the energy and demand 
charges are differentiated according to the time of use, 
being divided into "On-Peak" and "Off-Peak". Peak 
hours extend throughout the day, between the hours of 
11am and 9pm on weekdays (APS 2017). In the state of 
California, Southern California Edison (SCE) provides 
special, exclusive rates for customers who have more 
than 70% of their energy used for agricultural or water 
pumping purposes. This rate structure is part of a 
program related to interruptible rates, allowing the 
utilities to interrupt power delivery during periods of 
peak energy demand in exchange for credits and bill 
benefits (SCE 2019).  

In Brazil, irrigator customers have special benefits and 
subsidies in the composition of the tariff structure. 
Customers who use electricity for irrigation activity 
during the dawn period receive discounts ranging from 
60% to 90% on regulatory components of the electricity 
tariff (ANEEL 2018). 

The agency responsible for the regulation and 
supervision of the electricity sector in Brazil, Agência 
Nacional de Energia Elétrica (ANEEL), defines the 
Brazilian tariff structure should reflect the relative 
differentiation of the utility's regulatory costs among the 
different customer classes, according to the modalities 
and tariff periods (peak and off-peak). Brazil's electricity 
tariffs are composed of two components, namely Energy 
Tariff (translated from Portuguese as “Tarifa de Energia 
- TE”) and Distribution System Use Tariff (translated
from Portuguese as “Tarifa de Uso do Sistema de
Distribuição - TUSD”). The TE represents the price of
the commodity electricity. On the other hand, TUSD
indicates the price for the use of the distribution and
transmission system to transmit electricity (ANEEL
2023). The TUSD is structured by four tariff components
that fulfill regulatory cost functions. Figure 1 illustrates
the TUSD cost functions.

Figure 1. TUSD Cost Functions. 

The TUSD cost functions are made up of the Transports, 
Losses and Charges. The Transport Function is 
decomposed in components WIRE A and WIRE B. 
TUSD WIRE A includes the regulatory costs related to 
the use of the high voltage power grid transmission 
systems, the use of transformers with voltage inferior to 
230 kV, the use of distribution systems of other power 
utilities and the connection to transmission or distribution 
facilities. The TUSD WIRE B is formed by regulatory 
costs related to the company's own assets, administration, 
operation and maintenance (ANEEL 2023).The Charges 
component is responsible for recovering costs related to 
research and development, energy efficiency, service 
supervision fees, contribution to the electric system 
operator, incentives for alternative energy source 
programs, among others. The Losses component 
comprises the costs approved by the regulator related to 
technical losses, non-technical losses, transmission 
losses, and irrecoverable revenues (ANEEL 2023). 

Cost function values are applied to irrigator customers 
according to their tariff modality: Blue hourly tariff 
modality and Green hourly tariff modality. In terms of 
TUSD values, both tariff modalities present tariffs with 
distinct prices for energy consumption and demand. 
Depending on the modality, differentiated prices are 
established for peak and off-peak periods (ANEEL 
2023). Currently, irrigator customers are included in the 
green tariff modality. Table 1 presents a summary of the 
tariff structure in terms of TUSD values for demand and 
energy consumption.  

Table 1. Tariff structure in terms of TUSD values for demand 
and energy consumption. 

Modality Attribute Period 
Peak Off-Peak 

Blue 
Demand 

Specific 
Hourly 
Tariff 

(6 pm to 
9 pm) 

Specific 
Hourly 
Tariff 
(Other 
Times) 

Energy 
Consumption One-Time Tariff 

Green 

Demand One-Time Tariff 

Energy 
Consumption 

Specific 
Hourly 
Tariff 

(6 pm to 
9 pm) 

Specific 
Hourly 
Tariff 
(Other 
Times) 

The peak and off-peak tariffs’ relation (POPR) is an 
important parameter that involves the tariff modalities 
and the TUSD cost functions. Currently, this relationship 
is established directly on the TUSD Transport 
component, indicating the value weight of the on-peak 
component over the off-peak component. This variable is 
important in the composition and price definitions of 
electricity tariffs and load modulations by the customers. 
Thus, a high POPR value implies much more expensive 
peak-hour tariffs, forcing the customer to considerably 

TUSD

TRANSPORT LOSSES CHARGES

WIRE 
A

WIRE 
B
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reduce demand in this interval and concentrate the load 
during off-peak hours. 
 
In this way, reducing the ratio between peak and off-peak 
tariffs for the TUSD component can be an interesting 
alternative both for irrigator customers and for power 
utilities. In this way, a more adequate off-peak revenue 
can be recovered, provided that the market is suitable for 
this process, in addition to encouraging on-peak 
consumption by these customers. The positive aspect of 
this alternative is that it does not require any 
methodological changes, only adjustments in the RPFP 
values of the reference tariffs made available in the tariff 
process of the electric power utilities, considering only 
the market of irrigator customers. 
 
In this context, this paper presents a proposal for a tariff 
methodology based on adjusting the ratio between peak 
and off-peak tariffs in Brazil. It is proposed that this 
alternative be applied only to irrigator customers, since 
their capacity to modulate load allows them to avoid 
electricity consumption during the peak period. The 
methodology of this work consists of a simple tariff 
calculation mechanics, calculating data from energy 
markets and regulatory components to define the new 
TUSD component prices for irrigator customers for on-
peak and off-peak energy consumption tariffs. The main 
objective of this study is to propose lower peak tariff 
prices to encourage irrigators to consume electricity 
during this period. The results obtained from this study 
corroborate the proposed tariff calculation mechanics, 
presenting lower prices in the Peak Energy TUSD. 
 

METHODOLOGY 

The tariff calculation methodology proposed in this paper 
aims to apply a change in the relation between peak and 
off-peak tariffs, in order to establish lower prices during 
peak hours. Currently, the regulatory components related 
to transmission are originally calculated in terms of 
demand (R$/kW) in the Blue Modality electricity tariff. 
The methodology considers, after applying the POPR on 
the TUSD Blue Modality components, their conversion 
to components to be charged in terms of energy 
(R$/MWh). Figure 2Erro! Fonte de referência não 
encontrada. illustrates the flow chart of the proposed 
tariff methodology. 
 
Thus, the proposed methodology consists of five 
sequential steps: (i) TUSD Component Information: 
extraction of the regulatory component information for 
each tariff modality (Blue and Green) from a database of 
a Brazilian utility; (ii) Current RPFP: calculation of the 
ratio between peak and off-peak tariffs based on the 
information recorded in the previous step; (ii) Energy 
Market Data: identification of the market data for general 
costumers and irrigator customers; (iv) New TUSD 
Calculations: new prices for the Green Modality based on 
external parameters and (v) Methods and Results: results 
for the two proposed analysis methods (TUSD Off-Peak 

 
Figure 2. Stages of the proposed tariff methodology. 

 
Constant and TUSD Constant Revenue). The method that 
presents the lowest TUSD Energy Peak value is 
considered suitable as the solution to the problem. 
 
The following subsections detail steps (i), (ii) (iii) of the 
methodology. Step (v), from the methods described in 
(v.i) and (v.ii) is discussed in the results chapter of this 
paper. 
 
I. TUSD Component Information  

The TUSD component is the sum of the regulatory 
components of Transport (WIRE A and WIRE B), 
Charges and Losses. Equation 1 describes the TUSD 
component. 
 

 𝑇𝑈𝑆𝐷 = 𝑊𝐴 +𝑊𝐵 + 𝐿𝑜𝑠 + 𝐶ℎ𝑠 (1) 
Where: 
 
• TUSD: TUSD Component; 
• Loss: Losses Regulatory Component; 
• Chs: Charges Regulatory Component; 
• WA: WIRE A Transport Regulatory Component; 
• WB: WIRE B Transport Regulatory Component. 
 
The information referring to each regulatory component 
was ascertained in the tariff review process of a power 
utility in southern Brazil. This company was selected for 
this study because it covers numerous irrigator 
customers. It is important to mention that these values 
vary according to power utility. 

START
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Table 2 presents the prices of the regulatory components 
of each tariff modality (Mod) and their respective TUSDs 
in peak (P) and off-peak (OP) periods in terms of demand 
(D) and energy consumption (E) for the year 2021. The 
blue modality is composed of peak demand (PD), off-
peak demand (PDO), and one-time energy tariffs. The 
green modality encompasses peak energy (EP), off-peak 
energy (EOP) and one-time demand tariffs. 
 
Table 2. Prices of the regulatory components and TUSDs for 

the year 2021. 

Mod Period Chs 
WIRE 

A 
WIRE 

B 
Loss TUSD 

Blue 
DP 0,00 9,42 35,48 0,00 44,90 

DOP 0,00 8,94 21,07 0,00 30,01 
E 67,52 0,00 0,00 18,35 85,86 

Green 
D 0,00 8,94 21,07 0,00 30,01 
EP 80,21 226,58 853,32 18,35 1178,45 

EOP 67,52 0,00 0,00 18,35 85,86 

 
The monetary value of the regulatory components and 
TUSD refers to the currency in effect in Brazil, Reais 
(R$). Demand tariffs are billed in R$ per kilowatt 
(R$/kW), while energy tariffs are billed in R$ per 
megawatt hour (R$/MWh). In Brazil, the thousands 
separator is a point and the decimal separator a comma. 
 
Capturing the information in Table 2 is essential for the 
execution of the next steps of the methodology.  
 
II. Current RPFP 

The current POPR can be established through the ratio 
between the TUSD peak and off-peak components of the 
blue modality. Equation 2 describes the POPR. 
 

 𝑃𝑂𝑃𝑅 =	
𝑇𝑈𝑆𝐷	𝐷𝑃!
𝑇𝑈𝑆𝐷	𝐷𝑂𝑃!

 (2) 

 
Where: 
• POPR: Peak and off-peak tariffs’ relation ; 
• TUSD DPB: TUSD Blue Peak Component of 

Demand; 
• TUSD DOPB: TUSD Blue Off-Peak Component of 

Demand. 
 
Substituting the values of the regulatory components of 
the power utility (presented in Table 2) in Equation 2 
gives the current POPR as 1,49. 
 
III. Energy Market Data 

The market data for all customers served by this company 
was obtained in the tariff review process for the period 
2018-2021. Table 3 presents the accurate market for each 
tariff modality and period (peak and off-peak). The data 
covers a period of 12 months. 
 
Table 3 presented the billing data for irrigator customers 
extracted from the national database of utilities that will 
be used in the calculation process of this methodology. 

Table 3. Blue and Green Modality market data referring to all 
customers for the period 2018-2021. 

Mod Period Market 

Blue 
DP 4.820.266,00 kW 

DOP 5.560.265,00 kW 
E 2.129.258,85 MWh 

Green 
D 22.413.770,00 kW 
EP 291.923,55 MWh 

EOP 4.173.921,96 MWh 
 
Table 4 describes only the market data of the green 
modality, since it is the modality adopted by irrigator 
customers. 
 

Table 4. Green Modality market for irrigator customers. 

Mod Period Market 

Green 
D 1.470.997,30 kW 
EP 4.240,46 kW 

EOP 173.028,42 MWh 
 
It is important to emphasize that the prices of the 
regulatory components of the Green TUSD are not 
altered by calculating the market with only irrigator 
customers. Capturing this information is essential for the 
execution of the next steps of the methodology. 
 
IV. New TUSD Calculations 

Based on the current tariff methodology structure, the 
TUSD Transport components (WIRE A and WIRE B) 
charged in terms of energy in the Green Modality is 
derived from the demand tariff of Blue Modality. 
Normally, demand tariffs (billed in R$/kW) are 
converted to energy tariffs (billed in R$/MWh). 

The following equations describe the calculation of peak 
and off-peak tariffs (billed in R$/kW), considering the 
two external parameters to the tariff structure calculation: 
the adjusted POPR and the TUSD Revenue. These 
expressions are necessary to recalculate the Blue 
Modality regulatory transport components. 
 

 
𝑊𝐵!"#$% =

𝑅&'()
𝑃𝑂𝑃𝑅$%* ×𝑀$%*# +𝑀"#

 (3) 

 𝑊𝐵!"#$ =𝑊𝐵𝐵𝑂𝑃𝑎𝑑 × 𝑃𝑂𝑃𝑅#$% (4) 
 
Where: 
 
• WBBOPad: Adjusted price of the WIRE B component 

of off-peak demand in the Blue Modality; 
• WBBPad: Adjusted price of the WIRE B component 

of peak demand in the Blue Modality; 
• POPRadj: Adjusted POPR; 
• RTUSD: Total revenue of the TUSD component for 

irrigator customers; 
• MadjP: Adjusted market of peak, referring to irrigator 

customers; 
• MOP: Off-peak market, referring to irrigator 

customers. 
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The total revenues of the TUSD component for irrigator 
customers are obtained from the sum between the peak 
and off-peak portions of the multiplication between the 
price of the WIRE B component and the reference market 
for the Green Modality. In this topic, only the values for 
the WIRE B component were considered, since these 
involve attributes referring to the distribution systems. 
Equation 5 describes the total revenue of the TUSD 
component. Revenue calculation involves regulatory 
costs and its functions cannot be optimized. 
 

𝑅&'() = 𝑊𝐵0"#1 ×𝑀0"#1 +𝑊𝐵0) ×𝑀0) (5) 
 
Where: 
 
• RTUSD: Total revenue of the TUSD component for 

irrigator customers; 
• WBGOPE: Price of the WIRE B component of off-

peak energy in the Green Modality. 
• MGOPE: Off-peak market, referring to irrigator 

customers; 
• WBGD: Price of the WIRE B demand component in 

the Green Modality. 
• MktP: Demand market, referring to irrigator 

customers; 
 
The adjusted peak market is calculated by dividing the 
total revenue of the WIRE B peak component in the 
Green Modality and the price of the WIRE B peak 
component in the Blue Modality, presented in Equation 
6. 
 

 𝑀#$%" =	
𝑅𝑊𝐵&"
𝑊𝐵!"

 (6) 

Where: 
 
• MadjP: Adjusted market of peak, referring to irrigator 

customers; 
• RWBGP: Total revenue of the WIRE B peak 

component in the Green Modality 
• WBBP: Price of the WIRE B peak demand component 

in the Blue Modality; 
 
The adjustment of the TUSD Transport peak components 
(WIRE A and WIRE B) for Green Modality billed in 
terms of demand (R$/kW) to terms of energy 
consumption (R$/MWh) is given by the following 
equations. 
 

 𝑊𝐴&"' =
𝑊𝐴!"
𝐿𝐹 × ℎ(

× 1000 (7) 

 𝑊𝐵&"'#$ =
𝑊𝐵!"#$
𝐿𝐹 × ℎ(

× 1000 (8) 

 
Where: 
 
• WAGPE: Price of the WIRE A peak energy 

component in the Green Modality; 

• WABP: Price of the WIRE A peak demand 
component in the Blue Modality; 

• WBGPEad: Price of the WIRE B component of peak 
energy adjusted in the Green Modality; 

• WBBPad: Price of the WIRE B component of peak 
demand adjusted in the Blue Modality; 

• LF: Load factor; 
• hp: Numbers of peak hours in a month. 
 
The adjustment in the on-peak and off-peak ratio between 
the TUSDs components will be applied in two different 
methods, and hence it will be evaluated the prices of the 
proposed model compared with the current methodology. 
The first method consists in keeping the TUSD off-peak 
component of the Blue Modality constant, changing only 
the peak component. In the second method, the TUSD 
revenue of irrigator customers is kept constant. For both 
scenarios, the POPR adjusted (POPRadj) in 1,2 was 
considered. This value was adopted because it is lower 
than the current POPR calculated in Equation 2. 
 
RESULTS 

 
In the following subsections, the results obtained by the 
two proposed methods are presented.  
 

V.i. Method A: TUSD Off-Peak Constant  

This method keeps the TUSD off-peak component as the 
reference for calculating the peak component for the Blue 
Modality. This method does not use market data in its 
formulation.  
 
The current regulatory values for the WIRE A and WIRE 
B components for the Blue Modality off-peak period are 
unchanged. The prices are presented in Table 2. 
 
The TUSD Peak Transport component is calculated using 
Equation 2, by entering the values corresponding to the 
peak component and the adjusted POPR. The price of the 
TUSD Peak Transport component is R$ 36,01 per kW. 
The WIRE B peak Blue Modality component is obtained 
by the difference between the Transport and the WIRE A 
peak component, totaling a price of R$ 26,59 per kW. 
Table 5 presents the recalculated Blue Modality 
components. 
 
Table 5. TUSD components of the Blue Modality recalculated. 

Period WIRE 
A WIRE B Transport 

DP 9,42 26,59 36,01 
DOP 8,94 21,07 30,01 

 
After the TUSD components of the Blue Modality have 
been recalculated, an adjustment is made to these values 
in terms of energy for the composition of the Green 
Modality structure, considering the irrigator customers' 
market. For this, a load factor (LF) of 0,66 (value defined 
by the regulatory agency to this power utility) and 21 
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days with peak hours in a month were considered, 
totaling the number (hp) of 63 hours. 
 
The adjustment in terms of peak energy is calculated by 
Equations 7 and 8, and the following prices were 
obtained: TUSD WIRE A component of the Green 
Modality, R$ 226,58 per MWh, TUSD WIRE B 
component of the Green Modality, R$ 639,49 per MWh, 
and TUSD Transport, R$ 886,07 per MWh. Table 6 
presents the recalculated prices for the TUSD regulatory 
components of the Green Modality. 
 

Table 6. Prices recalculated for the Green Modality. 

Per. Chs WIRE 
A 

WIRE 
B Loss TUSD 

D 0,00 8,94 21,07 0,00 30,01 
EP 80,21 226,58 639,49 18,35 964,62 

EOP 67,52 0,00 0,00 18,35 85,86 
 
Thus, we highlight the final result of this alternative by 
comparing the data of Table 2 with that of Table 6: TUSD 
demand increases from R$ 30,01 per kW to R$ 30,66 per 
kW; TUSD peak energy decreases from R$ 1178,45 per 
MWh to R$ 964,62 per MWh. 
 
V.ii. Method B: TUSD Constant Revenue 

The second method takes into account the market data of 
irrigator customers to adjust the TUSD components of 
the Blue Modality. The market data used in this topic has 
been presented in Table 4. 

The adjusted green market value in the peak period was 
101.982,89 kW, considering Equation 6. The values for 
the TUSD WIRE A component of the Blue Modality are 
not changed. The TUSD WIRE B off-peak component is 
calculated using Equation 3, inputting the values for 
adjusted POPR, revenue and market data. The price of 
the TUSD WIRE B off-peak component is R$ 21,73 per 
kW, generating an on-peak Blue Modality Transport 
TUSD of R$ 30,66/kW. The off-peak TUSD WIRE B 
component is calculated by Equation 4, and a value of R$ 
26,07 per kW is obtained. Thus, the price of the TUSD 
component for the Blue Modality was adjusted to R$ 
35,49/kW. Table 7 presents the recalculated Blue 
Modality components. 
 
Table 7. TUSD components of the Blue Modality recalculated. 

Period WIRE 
A WIRE B Transport 

DP 9,42 26,07 35,49 
DOP 8,94 21,73 30,66 

 
After the TUSD components of the Blue Modality were 
recalculated, an adjustment is made to these values in 
terms of energy for the composition of the Green 
Modality.  
 
The adjustment in terms of peak energy is calculated by 
Equations 7 and 8, and the following prices were 
obtained: TUSD WIRE A component of the Green 

Modality, R$ 226,58 per MWh, TUSD WIRE B 
component of the Green Modality, R$ 627,02 per MWh, 
and TUSD Transport, R$ 853,60 per MWh. Table 8 
presents the recalculated prices for the TUSD regulatory 
components of the Green Modality. 
 

Table 8. Prices recalculated for the Green Modality. 

Per. Chs WIRE 
A 

WIRE 
B Loss TUSD 

D 0,00 8,94 21,73 0,00 30,66 
EP 80,21 226,58 627,02 18,35 952,15 

EOP 67,52 0,00 0,00 18,35 85,86 
 
Thus, we highlight the final result of this alternative by 
comparing the data of Table 2 with that of Table 8: TUSD 
demand increases from R$ 30,01/kW to R$ 30,66/kW; 
TUSD peak energy decreases from R$ 1.178,45/MWh to 
R$ 952,15/MWh. 
 
CONCLUSION 

This paper presented a proposal for changing the TUSD 
regulatory component of Brazil's energy tariff, based on 
adjustments in the relationship between peak and off-
peak tariffs. This methodology was calculated 
exclusively on the energy market of irrigation customers 
of a power utility in southern Brazil, and the central 
objective was to encourage energy consumption during 
peak hours through lower than current tariffs. 
 
The results obtained with the tariff alternative proposed 
by this methodology can be considered good and 
promising. For the two methods evaluated, the 
adjustments to the POPR reduced the TUSD peak related 
energy tariff prices in the Green Modality. The TUSD 
off-peak price for the green mode was unchanged from 
the current value because this component does not 
involve regulatory cost functions related to transportation 
(WIRE A and WIRE B). Method B (TUSD Constant 
Revenue) showed lower prices in the TUSD Peak Energy 
component compared to Method A (TUSD Off-Peak 
Constant), so it is chosen as the solution to the problem. 
 
As a positive point, the proposed alternative has low 
operational complexity, and does not require profound 
methodological changes. However, this calculation 
model cannot be generalized to other tariff modalities.  
 
In future research, we hope to evaluate the results of this 
methodology individually for a given set of irrigator 
customers, considering load modulation and reacting to 
price elasticity at each client. 
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ABSTRACT 

A 26.6-ton steel ingot has been experimentally investi-
gated during the whole industrial casting process to de-
termine the heat transfer coefficient (HTC) with the 
mould as a function of the temperature. The determina-
tion of this parameter is strongly important for the cor-
rect setting of numerical simulations because it greatly 
influences the solidification and, therefore, the occur-
rence of defects in steel ingots, such as shrinkage poros-
ities and segregations.  
Temperature variations of eight distinct positions inside 
the mould were recorded to acquire thermal conditions 
and determine the HTC value at the interface between 
ingot and mould. The calculation was carried out 
through the inverse model implemented in the Pro-
CAST® 2022 simulation software. All parameters and 
boundary conditions of the industrial process were eval-
uated and recorded during the filling and solidification 
steps. The thermal properties of the materials used in the 
model were previously measured in laboratory.  

INTRODUCTION 

Steel ingots are semi-products used for the realization of 
forged components widely diffused in several industrial 
fields: nuclear, aerospace, oil & gas, etc. During their 
filling and solidification, different defects and inhomo-
geneities arise, such as porosities and segregations 
which cannot be avoided as inherent in the process, 
strongly affecting the final mechanical properties. How-
ever, the extent of these defects can be remarkably re-
duced by acting on the shape and the geometry of the 
ingot as well as on the casting parameters (Heidarzadeh 
& Keshmiri, 2013; Kermanpur et al., 2010). An effec-
tive investigation tool to improve the internal soundness 
of the ingots consists in the use of mathematical models 
that are able to predict the onset of these defects, thanks 
to the most advanced simulation software (Horr, 2019). 
The reliability of simulation results strongly depends on 

the materials properties and the boundary conditions 
chosen in the setting step, which must be as much as 
possible closed to the real industrial process.  
One of the most widely discussed and difficult to meas-
ure parameter is the heat transfer coefficient (HTC) at 
the interface between the steel and the ingot mould. It is 
well-known that this value is essential for the correct set-
ting of the simulation because it strongly influences the 
solidification of the steel (Zhang et al., 2008), since it is 
closely related to the ability of two volumes in contact 
to transmit heat through the interfaces (Anna Gowsalya 
& E. Afshan, 2021).  HTC should only consider how two 
volumes exchange heat and it is influenced by many fac-
tors like roughness of the interfaces, geometry of the 
casting, mould temperature, metallostatic pressure and 
the presence of an air gap which acts as insulator (Lewis 
& Ransing, 1998; Hamasaiid et al., 2007).  
Many experiments have been carried out for the deter-
mination of this parameter, especially for casting pro-
cess such as high-pressure die-casting and continuous 
casting (Cao et al., 2012; Hamasaiid et al., 2007; Hele-
nius et al., 2005; Koru & Serçe, 2016; Lau et al., 1998; 
Long et al., 2011; Santos et al., 2001; Wang et al., 2017; 
Zhi-peng et al., 2008; Zhipeng et al., 2014). Regarding 
the ingot casting process, there are few studies that allow 
to validate the model of the HTC calculation based on 
inverse heat conduction problem, due to the difficulties 
in carrying out ad hoc tests and due to the computer cal-
culation limits. In fact, the size of steel ingots requires 
extremely long calculation time usually not compatible 
with an industrial production rate. Moreover, for the 
same reason, an experimental validation appears 
strongly expensive. Duan et al. determined the value of 
HTC on a 36-ton ingot by simulating the formation of 
the air gap between the ingot and mould with thermo-
elasto-plastic and thermo-elastic models, considering 
only the ingot solidification phase. The HTC was then 
evaluated by minimizing the error between predicted 
and measured values (Duan et al., 2016). Li et al. evalu-
ated the effect that the air gap formed during solidifica-
tion of a 23-kg ingot induces on the value of HTC, by 
using the inverse model with minimization of the Taylor 
polynomial series (Li et al., 2021), again considering 
only the solidification phase.  
All these studies were conducted by using different 
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inverse methods and optimizing the HTC value as a 
function of the time, thus losing important information 
about the evolution of HTC with the temperature. Lan 
and Zhang determined the HTC value as a function of 
temperature by using an inverse model based on thermo-
physical parameters calculated by microsegregation 
model and experimental data measured at the outer face 
of the mould but for a small ingot of 8.5-ton just consid-
ering the solidification step (Lan & Zhang, 2014). 
In this paper, the interfacial heat transfer coefficient of a 
26.6-ton steel ingot was determined by inverse model 
simulation as a function of the temperature during the 
whole casting process (filling and solidification phase) 
by using ProCAST® software. Thanks to the obtained 
results, it was possible to determine standard HTC val-
ues usable for general simulations. 
 

EXPERIMENTAL PROCESS 

A 26.6-ton square ingot of 3000 mm in height and 1100 
mm in mean side was cast in ASONEXT S.p.A. in Ospi-
taletto (BS), Italy. The casting system was placed in the 
casting pit and molten steel was poured at 1575°C. The 
mould was made of four segments of hematite cast iron 
(upper plate, bottom plate, ingot mould and column, or-
ange, pink, blue and grey in Figure 1(a) respectively). 
The insulation sleeve had a height of 390 mm and a 
thickness of 35 mm and was positioned in the upper part 
of the mould. The runners and the ingate system were in 
refractory bricks made in bauxite and alumina. To fill 
the gap between the cast iron and the refractory bricks, 
olivine sand was used. Powders used during the filling 
step were closed in bags suspended about 500 mm over 
the base of the ingot mould. At the end of the filling, 

additional powders were used to insulate the free surface 
and cover completely the molten steel. The LF3 steel 
composition is reported in Table 1. 
Eight different thermocouples were set in the mould at 
different height on the same generatrix to measure the 
temperatures reached in different points during the fill-
ing and the solidification. The holes for the thermocou-
ples positioning inside the mould were machined with 
different drill tips with a 4 mm diameters and different 
lengths (100, 160, 200 and 315 mm) and a box column 
drill was used. For temperatures recording, N-type ther-
mocouples with a 3.1 mm of diameter were fixed and 
connected to a continuous recording device. In Figure 
1(b) positions of the thermocouples are shown: five ther-
mocouples (1I-5I) were set at different heights (250 mm, 
950 mm, 1450 mm, 2000 mm and 2700 mm) and at dis-
tance of 30 mm from internal surface of the mould; three 
thermocouples (6E-8E) were set closed to the external 
surface (30 mm) at 50 mm distance from the internal 
ones. The temperatures were recorded for almost 10 
hours every 20 seconds, from the beginning of the filling 
phase until the stripping of the ingot. 
Based on the recorded temperatures, the heat transfer co-
efficient was derived according to the procedure detailed 
in the following paragraph. 
To evaluate the boundary conditions of the overall cast-
ing assembly, a thermal imaging camera Testo 868s was 
used, collecting images of the external surface of the 
mould parts inside the casting pit for the first 2 hours. 
This additional measure was useful to understand the ef-
fect of the heat radiation from the walls of the casting pit 
and from the pot used to receive the first molten steel 
tapped at the opening of the ladle slide gate. 
 

 

Figure 1: (a) Casting System of the 26.6 Square Ingot, (b) Schematic Position of the Eight Measurement Positions In-
side the Mould: 5 Internal (1-5I) and 3 External Points (6-8E). 
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Table 1: Chemical Composition of LF3 Steel Ingot. 

 

NUMERICAL SIMULATION 

A three-dimensional finite-element model of the 26.6-
ton ingot was used to simulate the filling and solidifica-
tion steps and to determine the HTC values through the 
inverse method (HTC inverse model), based on the 
adaptive response surface method (RSM) of the optimi-
zation Pam-OPT, already present in the software. The 
commercial software ProCAST®, based on finite ele-
ment method (FEM), was used and a mesh of 159,281 
surface elements and 2,537,442 tetrahedral elements 
was created as shown in Figure 1(a). To solve the well-
established equations such as the conservation of mass, 
momentum, energy and continuity equation, it is neces-
sary to properly define the material data, as well as the 
initial and boundary conditions (Pola et al., 2016). In 
particular, five different materials were chosen in the 
system: hematite cast iron, LF3 steel, refractory bricks, 
olivine sand and insulator. The thermophysical proper-
ties of steel and cast iron were calculated by Com-
puTherm Database available in ProCAST® based on 
their chemical composition. The properties of insulating 
material and refractory were selected based on the data 
producers. The values of the specific heat for cast iron, 
refractory bricks and insulating materials were meas-
ured by tests carried out with a DSC/TGA TA Instru-
ment Q600 SDT under argon atmosphere and performed 
according to the ASTM E1269–11, from 50°C to 
1400°C. 
The initial values of HTC between steel ingot and mould 
were chosen based on the steel Tliquidus and Tsolidus: at 
higher temperatures it was set at 1000W/m2K and 
250W/m2K at lower temperatures, according to the lit-
erature (Duan et al., 2016). HTC constant values were 
set at 200W/m2K between sand and mould/refractories 
and 2000W/m2K between the cast iron parts.  
As reported, under production the mould is placed in a 
casting pit, therefore the heat exchange between the 
casting system and the environment takes places via 
both convection and radiation. Regarding convention, a 
heat exchange coefficient in function of temperature 
from 15W/m2K to 70W/m2K was considered with sur-
rounding air from 20° to 60°C as a function of time. 
Concerning the radiation, to consider the effect of the 
environment and of the casting pit, an artificial “enclo-
sure” was added. Another boundary condition was the 
insulating effect of the mould powder added on the free 
surface of the steel (reducing the heat exchange coeffi-
cient and the emissivity). The effect of the presence of a 
tank near the mould ingot was also considered (green 
domain in Figure 1(a)). The time-dependent teeming 
flow rate was applied according to the procedure used in 
the steel plant process (3000kg/min for the first minute, 
600kg/min for 35min and 250kg/min until the end). 

RESULTS 

In Figure 2 the trend of the temperature in 3 different 
thermocouple positions (1I, 3I and 8E) is shown as an 
example of the recorded data, but all the comments be-
low are proper for all the eight positions. As expected, 
the higher temperatures are reached by thermocouples 
placed in the internal surface (max 764.9°C in 3I). The 
thermocouples closed to the external surface have a sim-
ilar trend but delayed in time and lower temperatures 
(max 547.2°C in 7E). The temperature trend is similar 
in all the evaluated positions: the heating rate is very 
high in the first curve section then it reduces suddenly, 
the temperature reaches a maximum, and then decreases 
linearly. The only exception is given by the thermocou-
ples positioned in the upper part of the mould (1I and 
6E), where the presence of a layer of insulation sleeve 
isolates the head with the result that the temperature con-
tinues to increase with time and then stabilize linearly in 
the last curve section. As expected, in the first filling 
phase, the temperature rises immediately after 3 minutes 
from the beginning of casting in the bottom part (5I and 
8E). The maximum temperature was reached by thermo-
couples placed in the central area of the body of the 
mould, closed to the inner wall (2I, 3I and 4I). The heat 
lost during the filling phase by the steel through the 
mould, first in the form of sensible heat and then latent 
heat, has certainly allowed the increase in the tempera-
ture of the cast iron. The positioning of the casting sys-
tem in the pit further influences the increase of the tem-
perature of the system because of the radiation given by 
the walls of the pit itself.  
The results obtained from the first simulation (1I_First, 
3I_First and 8E_First) were compared with those rec-
orded by thermocouples, as shown in Figure 2. The trend 
of the curves is similar in all the analysed positions (in 
Figure 2 an example of three different points), but the 
temperatures appear lower in the first simulation, differ-
ing even by almost 130°C (3I). This difference between 
the recorded temperatures and the first simulation could 
be explained by the chosen HTC values based on the lit-
erature data which were related to different steel, geom-
etry and boundary conditions. 
After the optimization carried out by the inverse model, 
it was possible to obtain the HTC value as a function of 
temperature. The trend of the values is represented in the 
right box of Figure 3 as the temperature increases, the 
HTC value increases in the first part linearly, shows a 
step variation and then again linear in the final stretch. 
Comparing the temperatures recorded by thermocouples 
and those extrapolated from the optimized simulation 
(1I_Last, 3I_Last, 5I_Last and 8E_Last), the results ap-
pear completely aligned with each other (Figure 3). The 
oscillations of the obtained simulation curves compared 

Elements C Mn Si P S Cu Cr Ni Mo 

(Wt. %) 0.17 0.55 0.30 0.007 0.0005 0.13 0.11 3.51 0.06 
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to the recorded temperatures by the thermocouples in 
section 3I (Figure 2 and Figure 3) may be due to material 
data. The fluctuations in fact begin at the eutectoid tem-
perature of the cast iron which from the results of the 
experiments conducted in the laboratory and from the 
literature is at about 723°C (D. Callister Jr. & G. Re-
thwisch, 2010). The eutectoid transformation is an en-
dothermic phenomenon which absorbs heat and, there-
fore, leads to a slowing down of the cooling rate. As can 
be seen from the comparisons, below this temperature, 
the curves appear particularly aligned with each other 
but, upon reaching it, a series of oscillations start. Since 
there is a transformation at this temperature, it is possi-
ble that the thermal properties of the material calculated 
with the CompuTherm of the software are not aligned 
with the characteristics of the material (especially cast 
iron) that constitutes the mould.  

It can be noticed that the output curves from simulation 
appear to fit polynomial curves because the optimization 
algorithm, aimed at evaluating the best inverse HTC 
value to fit real measured temperature, works with pol-
ynomial Fourier series. Therefore, similitude with poly-
nomial fitting are not due to any regression via-datasheet 
but to the fact that the optimization algorithm (Pam-
OPT) is using such a type of iteration to move inverse 
HTC curve to better fit ProCAST® results with experi-
mental values. No polynomial regression could fit the 
initial temperature evolution during teeming.  
For what concern the thermal images obtained using the 
thermal imaging camera, an example is reported in Fig-
ure 4. The temperatures reached on the surface of the 
mould in which thermocouples were places are aligned 
in the real industrial process (Figure 4(a)) and the opti-
mized simulation (Figure 4b)). 

Figure 2: Comparison Between Thermocouples and First Simulation Results in Three Different Positions (1I, 3I, 8E).  

 

Figure 3: Comparison Between Thermocouples and Inverse Simulation Results in Four Different Points (1I, 3I, 5I, 8E).
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Figure 4: Comparison Between the Images Taken with the Thermal Imaging Camera (a) and Those Extrapolated from 
the Optimized Simulation (b). 

 
 
CONCLUSIONS 

Experimental measurements and numerical simulations 
were conducted in order to investigate the HTC values 
as a function of the temperature in a 26.6-ton steel ingot. 
For the determination of this parameter, the inverse 
model based on the adaptive response surface method 
(RSM) was used.  

1. Eight thermocouples were positioned inside the 
mould in order to record the temperatures at 
30mm from the internal and external surface, 
during the filling and solidification phase. The 
results were used to set the optimized simula-
tion.  

2. A first simulation was obtained and the trend of 
the temperature in the different positions was 
compared with the measured ones. The temper-
atures increase in the first stage and, after 
reaching a maximum temperature, decrease al-
most linearly: differences occur between first 
simulation and recorded temperatures also of 
130°C.  

3. Inverse simulation temperature data were ex-
tracted, and it was shown that there is a good 
agreement between the recorded temperatures 
with thermocouples and the simulation. How-
ever, after reaching the eutectoid temperature, 
some fluctuations start in all the simulation in-
vestigated, probably due to the thermal proper-
ties set. 

4. The HTC values were firstly set according to 
the Tliquidus and Tsolidus: at higher temperatures it 
was set at 1000 W/m2K and at lower tempera-
tures at 250 W/m2K. After the inverse simula-
tion, it was possible to observe that the values 
increase with the temperature, from almost 250 
W/m2K until 500 W/m2K, with a step behavior 
between Tliquidus and Tsolidus. 

5. Specific heat of the different materials (cast 
iron, refractory bricks and insulation sleeve) 

was measured by DSC laboratory tests, accord-
ing to the standard and used for the setting of 
the simulations. 

6. From the images collected using the thermal 
imaging camera, during different time, all the 
results are aligned between the industrial pro-
cess and the optimized simulation (in which the 
inverse HTC values were used). 

For future works, it will be necessary the validation of 
the results obtained on a similar ingot, comparing the re-
sults of the simulation with the optimized HTC values 
with an industrial case study. Additionally, a more accu-
rate characterization of the materials could be done to 
better understand the fluctuations observed in the simu-
lation investigated. For instance, the thermal conductiv-
ity of the cast iron and the steel will be measured by ex-
perimental tests because it strongly influences the trend 
of the temperatures and, therefore, the solidification 
condition of the ingot.  
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ABSTRACT 

The charging load of electric vehicles, the magnitude of 
which is expected to increase, creates complex balancing 
challenges for the power grid. Elevated thermal inertia of 
warehouses offers a promising flexibility potential that 
can be leveraged as a buffer in case of high power 
demands to avoid blackouts or notable increments in the 
user's cost of energy owing to the rise in the peak load. 
The present work investigates the feasibility of utilizing 
a conditioned warehouse's flexibility by modulating the 
indoor air temperature's setpoint to reduce the demand 
while electric trucks are being charged. Within this 
framework, energy simulation of a cooled fine storage 
warehouse has been used while considering the scenario 
of 2 electric trucks being charged (for a night shift 
delivery) immediately after the offices' are closed. The 
possibility of providing sufficient power to partially 
charge the trucks without exceeding the building's peak 
demand by increasing the warehouse's setpoint 
temperatures by 2.5 °C (for a maximum of 4 hours each 
day) has been investigated. It was found that the proposed 
approach enables the charging of the two electric trucks 
on 60% of the days of the cooling season (for an average 
duration of 170 minutes).   
 

INTRODUCTION 

The rising concerns about global warming and climate 
change has made taking measures to reduce the 
greenhouse gas (GHG) and air pollutants emissions a 
critical task (IPCC Climate change, 2013). The building 

sector has been reported as a consumer of 36% of global 
energy, accounting for nearly 39% of energy-related 
carbon emissions, which is expected to rise at a 
concerning rate (Gassar et al. 2020) taking into account 
specifically the increase in the demand of  heating, 
ventilation and air-conditioning systems owing to the 
notable rise in population, the living and economic 
standards, and industrial and urban development 
(Mohammadi and McGowan 2019). Given the growing 
efforts that are being made to mitigate climate change 
(Jakučionytė-Skodienė et al. 2021), performing 
interventions on the operation management of building 
systems has received increasing attention. Warehouses 
that are facilities where goods are received, stored, and 
dispatched are one of the common commercial buildings 
that are also a crucial part of the supply chain network 
(Sarkis 2003).  Around 11% of the total global 
greenhouse gas emissions generated in the logistics 
sector are caused by the warehousing activities (Doherty 
and Hoyle 2009). HVAC systems, lighting, and material 
handling equipment are influential energy consumers and 
contributors to warehouses' high carbon dioxide 
emissions (Ries et al. 2017). The abundance of spaces in 
warehouses and high ceilings would often lead to higher 
opportunities for air leaks and open points, which in turn 
increases the energy required for temperature control.  
Freight transport encompassing both light and heavy-
duty vehicles accounts for up to half of local emissions 
and CO2 emissions. By significantly reducing the 
emissions in the utilization phase, EVs have reduced life-
cycle carbon emissions by 47% compared to gasoline 
vehicles (Guo et al. 2023). Battery-electric trucks are 
reducing CO2 emissions by up to 28%, NOx emissions 
by up to 19%, and particulate matter emissions by up to 
7%, and are viable alternatives to solve urban areas' 
emission and pollution problems (Breuer et al. 2021). 
Therefore, Electric Vehicles are considered the future of 
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transportation as they are a feasible solution for reducing 
carbon emissions in the transportation sector (Sheng et 
al. 2021), and growing penetration of EVs is expected in 
transporting merchants from warehouses which comes 
with some drawbacks regarding the stability of the 
electrical grids. For instance, Volvo FE Electric with a 
200-265 kWh battery would charge at 22kW when
charging with AC (Liimatainen et al. 2019). With a
higher number of EVs, problems of thermal or voltage
will arise, and grid stability will be jeopardized (Qiao and
Yang 2016).
Buildings can support the stability of the electrical power
grid due to their considerable energy demand, which can
be leveraged to provide flexibility to the grid, allowing it
to maintain a stable balance between energy supply and
demand (Aduda et al. 2016). More specifically, due to
their inherent high thermal inertia, warehouses have
outstanding flexibility, rendering them highly suitable for 
demand-side flexibility (Akerma et al. 2018). Demand-
side flexibility would allow a cost-effective and
sustainable power system, therefore avoiding the need to
expand generation capacity (Pinson and Madsen 2014).
Warehouses would need to charge electric trucks at
certain fixed times owing to the delivery schedules,
leading to a significant surge in power demand that may
exceed the facility's typical power load. However,
conditioned warehouses' thermal mass has a considerable
capacity to absorb and retain heat, allowing for changes
in cooling load and the corresponding energy
consumption at certain times. Therefore, the flexibility
offered by the warehouses through modifying energy
usage can be harnessed to provide flexibility during the
charging of the electric trucks. This approach would
allow warehouses to use their existing infrastructure to
charge trucks while avoiding peaks in demand and
helping stabilize the power grid.
In addition to the grid stability improvement, peak
demand shedding utilizing the offered flexibility can
benefit buildings economically. Demand response
programs engage customers to change their energy use
behavior, whether voluntary (price-based or incentive-
based) or involuntary (periods when demand is near
maximum power generation to avoid grid failure). A
voluntary demand response program aims to temporarily
mitigate power demand, particularly during peak demand
hours or emergencies (Li et al. 2021), by offering
incentives that buildings can exploit, avoiding the
consumption peaks of charging electric trucks.
Alternatively, in power-specific billing scenarios, where
the highest power peak during the billing period decides
the base for the price per kW (Martins et al. 2018), the
peak power demand occurring during the simultaneous
charging of electric trucks would tremendously
undermine the buildings economy.
Consequently, the high flexibility offered by the
buildings can be utilized for peak shedding either in a
demand response program or when the load in the
building is excessively high such as charging EVs.
Ioakimidis et al. (2018) elaborated on the so-called
vehicle-to-building concept for peak shaving and valley

filling of the power consumption profile in non-
residential buildings for an electric vehicle parking lot. 
EVs' charging or discharging (delivering electricity) rate 
was controlled based on building’s power consumption. 
It was concluded that this approach can flatten the power 
consumption profile during daytime. Similarly, Bhundar 
et al. (2023) investigated the possibility of providing 
flexibility in building load using electric charging as 
storage. In an attempt to reduce the peak load in 
residential distribution networks, Mahmud et al. (2018) 
proposed a decision tree-based control of electric 
vehicles, photovoltaic (PV) units, and battery energy 
storage systems (BESSs). It was shown that peak load 
occurs most often in the evening when electric vehicles 
are absent or fail to provide charge (arriving from long 
trips with drained batteries). Therefore, it was concluded 
that integrating fixed batteries with EVs is required to 
achieve more promising results. Similarly, due to 
delivery schedule constraints in warehouses, the charging 
time window for the trucks is limited and constrained, 
meaning the trucks might need to be charged upon their 
arrival and simultaneously with other trucks. Commonly, 
warehouses are not provided with PV panels and BESSs 
on a scale large enough to charge electric trucks. 
Accordingly, a solution is required to incorporate trucks' 
charging with the warehouses' existing infrastructure. 
Therefore, warehouses should provide flexibility in their 
consumption to avoid grid balancing issues. To the best 
of the author’s knowledge, no previous work has 
investigated the possibility of incorporating the charging 
of electric trucks by shedding the peak load in 
conditioned warehouses using the HVAC load flexibility. 
Motivated by this research gap, the present work 
investigates the possibility of using the flexibility offered 
by the thermal inertia of conditioned warehouse by 
modulating the indoor air temperature to mitigate the 
cooling demand during the charging of electric trucks 
using the existing infrastructure to provide charging 
services to trucks. An extreme scenario is considered 
where electric trucks need charging before their night 
delivery. Hence, charging load from the trucks would be 
added to the HVAC load and cause various problems, 
from overloading of the grid (in case there are multiple 
warehouses in the vicinity) or peaks in consumption 
leading to the increased price of electricity. 

METHODOLOGY 

This section outlines the methodology employed to 
simulate the charging of electric trucks in the considered 
conditioned warehouse, both with and without utilizing 
the HVAC system's flexibility, for all days of the cooling 
season. Thus, the specifications and geometric 
configuration of the considered warehouse are first 
presented, and the corresponding physics-based energy 
simulation details are then described. The regular 
operation schedule and the flexibility scenario, which 
involves shedding the demand peaks while incorporating 
electric truck charging, are then explained. Finally, a 
brief description of the electric trucks considered in the 
present work and their features is provided. 
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Case Study and Details of the Simulations   

In the present work, a physics-based energy simulation 
based on EnergyPlus V9.4 (Crawley et al. 2001) and its 
Python API (U.S. Department of Energy 2021) has been 
deployed to initially simulate the regular operation of the 
conditioned warehouse for all weekdays in the period of 
June to September (see Figure 1) with the established 
indoor temperature setpoints. This initial simulation 
creates a comparative baseline demand profile in the 
investigated period. Subsequently, a simulation is 
conducted, in which the setpoint in the conditioned 
storage zones is relaxed for 2.5°C allowing a limited rise 
in temperature and evading the use of cooling systems to 
reduce electrical consumption and provide energy 
flexibility. The thermal inertia of the warehouse is thus 
used as a buffer for peak shedding to counterbalance the 
truck charging’s load.  
 

 
  

Figure 1: Sample of the Warehouse Building Used on 
Physical-Based Simulations. 

 
The standard operating interval of the offices within the 
building ends at 5 p.m., resulting in decreased personnel 
within the corresponding specified zone. As the HVAC 
system in the offices no longer operates after this hour 
and the staff-related energy consumption is also reduced, 
the baselined load of the entire building notably declines. 
Concurrently, the HVAC load dispatching process of the 
conditioned warehouse is performed to further reduce the 
load. Accordingly, the increase in the cooling setpoints 
in the storage zones results in an immediate drop in 
electrical demand of the entire facility for a rather long 
interval (several minutes that is extended to a few hours 
on certain days). As a result of this shedding in demand, 
trucks can be plugged in for charging ahead of their 
nighttime deliveries, while the building's electrical 
demand remains within the established baseline during 
the standard operating hours of the warehouse.   
  
The utilized model corresponds to a modified version of 
the warehouse proposed and developed by Deru et al. 
2011 under the ASHRAE 90.1 standard (ASHRAE 
2010). It consists of three zones, one office building of 
238 [m2] and two storage zones, with surface areas of 
1393 [m2] and 3205 [m2], respectively. More details 
about the system and regular imposed setpoints in the 
zones are presented in Table 1. 
 
 
 

Table 1: Description of the Warehouse Used and the 
Simulation Parameters. 

Location Bologna, Italy 

Simulation Period June- September 

Frequency 10 [min] 

Status New Building 

Total Floor Area 4836 [m2] 

Heating type Gas furnace inside the packaged air 
conditioning unit 

Cooling type Packaged air conditioning unit 

Thermostat - Offices 23.9°C Cooling/21.9°C Heating 

Thermostat – Storage 
zones 25°C Cooling/18°C Heating 

 

Electric Trucks’ Charging Scenario  

EVs are being increasingly employed in various 
applications, from public transport to last-mile logistics 
and distribution in multiple industries. Despite their 
negligible near-zero emission, electric vehicles come 
with several limitations, particularly those corresponding 
to charging time, driving range, and the number of 
charging stations (Touati-Moungla and Jost 2012). The 
recharging of EVs is known to be more time-consuming 
compared to the rapid refueling of liquid fuels. However, 
EV charging can occur at any battery level, with recharge 
time being clearly dependent on the amount of the 
required charge. In the present paper, a partial recharging 
scenario, which is more practical within the considered 
context, is considered. For instance, the need for a full 
charge is obviated when EV visits a charging station near 
the hub or undergoes two consecutive partial recharges 
(Keskin and Çatay 2016). In the scenario considered in 
the present work, trucks arrive in the afternoon at the 
warehouse and are charged while unloading/loading and 
getting ready for the next delivery for the night. Thus, 
partial charging is required as they can be charged again 
later at night. Considering the load profile of the modeled 
warehouse, two Volvo electric trucks with a battery 
capacity of 200 kWh (Liimatainen et al. 2019), with the 
specifications provided in Table 2, are accordingly 
assumed. This case study also considers using the 
standard 22 kW (AC) chargers, providing 22 km of 
autonomy per hour of charging (given the 1 kWh/km 
consumption). It is worth noting that this scenario is a 
specific case study that has been chosen based on the 
demand profile of the modeled warehouse, along with the 
size of the utilized cooling system and the corresponding 
available flexibility. 
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Table 2: Description of the Electric Trucks Utilized in 
the Simulation  

Company Volvo 

Number of Trucks 2 

Commercial Name FL Electric 

Maximum Weight 16t 

Battery Capacity 
200 kW h 

 

Energy consumption 
(kWh/km) 

1.00 
 

 

RESULTS AND DISCUSSION 

As was previously pointed out, the simulations with both 
regular operation (to create the baseline) and while 
undergoing flexibility scenario are performed for all 
weekdays during the cooling period. In order to show the 
resulting consumption and temperature profiles, in a 
detailed manner the corresponding simulation results for 
a typical warm day and an excessively warm day are 
represented. Next, to demonstrate the achieved flexibility 
to enable the electric trucks being charged without 
increasing the load of the building (with respect to the 
average load between 16:00 and 17:00), the resulting 
permitted hours of charging for all of the days in the 
investigated interval, is determined and represent. 

Typical Warm Day 

Figure 2 represents the load and consumption profile of 
the building on a typical warm summer day. A notable 
drop in the load at 17:00 is evident due to the previously 
explained termination of the offices' HVAC system 
operation (as the offices are closed at this hour). The 
observed fluctuations in the baseload after 17:00 are thus 
solely due to the cooling demand of the (conditioned) 
storage zones. As demonstrated in the baseload with EV 
charging profile, charging the trucks without applying a 
flexibility measure results in significant peaks beyond the 
regular load of the building (with respect to the 
corresponding average load between 16:00 – 17:00). 
Instead, after performing the flexibility measure, in 
which the setpoint of the storage zones are increased 
resulting in a decrement in the corresponding HVAC 
consumption, the mentioned observed peaks are avoided. 
It is also worth mentioning that, due to the reduction in 
the outside temperature, the storage zones' HVAC system 
operation already terminates at 19:00 (that can be 
observed in the baseload with regular operation), and the 
trucks could thus have been charged without resulting in 
a notable increment in the load after 19:00 in both 
scenarios. Therefore, the flexibility provided by applying 
the flexibility measure that is demonstrated by the area 
(in blue) between the base load and flexible load with EV 
charging is shown to permit around two additional hours 
of stable charging (between 17:00 and 19:00), which 
allows the trucks to be sufficiently charged before 

departing for nighttime delivery. It is also noteworthy 
that, for this typical warm day, due to the reduction in 
outside temperature, the maximum allowed temperature 
of 27.5 °C is not reached, and the observed maximum 
temperature is around 26.5 °C (1.5 °C degrees above the 
regular setpoint).    
It is worth mentioning that once flexibility measures are 
implemented, there is commonly an uptick in energy 
demand immediately after completion, which is 
considered a penalty (Junker et al. 2018). However, such 
penalized consumptions are avoided thanks to the decline 
in outside temperature, which drops the storage zones' 
temperature later in the evening when flexibility 
measures finish. Therefore, this specific timing choice 
for flexibility presented in this work would provide both 
the advantage of the reduced load from the offices and 
the downward temperature trend in the evening, evading 
the penalized consumption after the conclusion of 
flexibility measures. 
 
 

 
Figure 2: Demand and Temperature Profile for a 

Typical Warm Day (Daily average of 23°C). 

Excessively Warm Day 

Figure 3 illustrates the simulation results on an 
excessively warm day in the summer season, in which the 
maximum outside temperature (around 32°C) is 
significantly higher than that of the previous case and 
decreases at a lower rate (compared to the previous case) 
in the evening. Furthermore, the solar irradiation is 
higher than that of the previously discussed typical warm 
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day. A similar approach is deployed in this scenario, 
where the setpoint of the rooms is relaxed to 30°C at 
17:00 while setting a threshold of 2.5°C for indoor 
temperature increase. The controller is imposed to 
dynamically and gradually adjust the setpoint of the 
zones back to 25°C whenever the temperature 
overreaches this threshold. It can be observed that the 
temperature of Zone 1 reaches the allowed threshold after 
almost one hour, while the second zone reaches it after 
around 90 minutes. The resulting consumption profile 
thus demonstrates that the flexibility is offered for around 
90 minutes between 17:00 and 18:30 (even if the 
temperature threshold is reached by zone 1 earlier), in 
which EV charging does not result in an increment in the 
load (with respect to the average base load between 16:00 
and 17:00). Therefore, performing the flexibility measure 
permitted charging the trucks (without a resulting in an 
increase in the load) even if for a short period (permitting 
short-range deliveries only).   
 
 

 
Figure 3: Demand and Temperature Profile for an 
Excessively Warm Day (Daily average of 28°C). 

 

Determination of Provided Flexibility 

Figure 4 displays the sum of the provided flexibility in 
terms of kWh (represented by the area between blue and 
red profiles in Figures 2 and 3) for one to four hours after 
the start of the flexibility measures for different days of 
the investigated period. The results clearly demonstrate 
the potential of performing the proposed flexibility 
measure for permitting (or extending the duration of) 

electric trucks' charging without incrementing the 
facility's load. It also includes the trend of the outdoor 
temperature to illustrate its corresponding impact on the 
provided flexibility. It can be noted that the days with 
lower outdoor temperatures are characterized by a low 
amount of provided flexibility which can be attributed to 
the fact that (owing to the resulting low temperatures in 
the storage zones) the corresponding cooling system’s 
load is already low (or HVAC system is not operating), 
thus performing the flexibility measure would not reduce 
the load any further. Conversely, during warm/hot days, 
a substantial increase in the achieved flexibility is 
observed due to the notable increase in the cooling 
system consumption, resulting in a more pronounced 
reduction of demand being achieved by modulating the 
setpoints. However, as was previously noted, excessively 
elevated outdoor temperatures result in a rapid rise in the 
zones' temperature, surpassing the specified threshold 
and triggering the activation of the cooling systems, 
consequently leading to a surge in demand. 
 

 
Figure 4: Available Flexibility [kWh] in the Summer 

Months Considering 1,2, 3, and 4 Hours After the 
Setpoints Modification. 

Generally, it can be concluded that on 60 % of the days 
during the summer season, charging electric trucks is 
feasible without causing surges in consumption. The 
flexibility offered by the cooling system, reduction in 
consumption due to the closure of the office zones, and 
finally, the decreasing trend of temperature in the 
evening hours would allow an average of 170 minutes of 
charging for two electric trucks, which ultimately allows 
charging each of them for 62.4 kWh (which provides 
62.4 kilometers of additional driving range). It is worth 
noting that the scenario of two electric trucks being 
charged was chosen considering the consumption profile 
of the modeled conditioned warehouse, and the resulting 
impact of applying the proposed flexibility measure in 
other scenarios is a subject of further investigation.   

CONCLUSION 

 The present work investigated the potential of 
modulating the setpoint of the cooling system of a 
conditioned warehouse to balance the charging load of 
two electric trucks. The scenario of charging being 
started at 17:00 (after the offices are closed) to achieve a 
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partial charging for nighttime delivery, was specifically 
studied. It was shown that in 60% of the days in the 
investigated interval (cooling season) charging the trucks 
is feasible without increasing the load beyond the 
corresponding average value in the last hour in which the 
offices are open.  It was also shown that the decrement in 
consumption due to the closure of offices, the reduction 
in outside temperature, and the implemented flexibility 
measure (using the warehouse’s cooling system), allows 
a daily average of 170 minutes of charging for the two 
trucks, providing an average range of 62.4 km for 
nighttime delivery per each truck (for the specific model 
considered in this study). Therefore, the approach 
proposed in the presented work allows the facility 
managers of conditioned warehouses to use their existing 
infrastructure to provide charging services to trucks 
while avoiding an excessive increase in the building’s 
load. It is worth noting that the considered electric trucks’ 
loading scenario (their number and schedule) has been 
chosen based on the modeled warehouse’s consumption 
profile and the impact of implementing the proposed 
flexibility strategy in other scenarios should be analyzed 
in future studies.  
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ABSTRACT

Instruction decoders are indispensable components of
processor toolchains. The strenuous manual implemen-
tation of decoders can be greatly alleviated by decoder
generation tools. These need to handle the rising com-
plexity of modern instruction sets, notably irregulari-
ties such as non-uniform opcodes and logic propositions
on bit fields. Furthermore, tools need to provide cost-
optimized decoders, the efficiency of which can have
a substantial effect on the overall performance. This
paper analyzes five published algorithms for decoder
generators from two perspectives: First, in terms of
functionality, we systematically assess how each tool
handles different properties of modern instruction sets,
highlighting properties that are challenging, unhandled
by current algorithms or even result in functionally er-
roneous decoders. Second, we challenge seemingly in-
tuitive definitions of decoder optimality using a sophis-
ticated model of decision tree cost. We experimentally
validate this analytical model for generated decoders of
the SPARC, MIPS32 and ARMv7 instruction sets. For
our analysis, we implemented all five algorithms after
correcting conceptual errors and extending the func-
tionality to handle the above-mentioned ISAs. Our
work reveals that state-of-the-art decoder generation
tools are unable to fully and correctly handle complex
ISAs and adopt an erroneous notion of optimality.

INTRODUCTION

Instruction decoders are common components in SoC
designs, where they span a wide range of application
options: As part of ASIPs or COTS processor models,
inside instruction set simulators (ISS) or binary tools
such as assemblers or debuggers, for high-level system
simulations or cycle-accurate verification.
Designing decoders, however, is arguably one of the
most time-consuming, complex and error-prone model-
ing tasks and one that is still largely manual. There are
few tools that generate decoders given a high-level de-
scription of the instruction set. Typically, those gener-
ate a decision tree, where each node contains a decision
function over a set of instruction bits. The instruction
is thus fully classified upon reaching the corresponding
leaf.
As the trend is towards larger and more complex in-
struction sets, decoder generators face new challenges.

To accommodate new instructions with minimal impact
and maximum backward-compatibility, instruction set
designers often resort to non-linearities such as multi-
ple opcode fields, encoding sub-variants or logic propo-
sitions on groups of bits. The few tools that attempt
automatic generation of instruction decoders are not
fully equipped to address such irregularities.

Beside the functional requirements, the efficiency of the
decoder model, i.e. the speed at which it can classify a
given instruction, is crucial to the performance of the
final processor model and of the simulation platform at
large, and is still as relevant as ever even on modern
hardware. This becomes apparent when one considers
the extensive body of research that has been dedicated
to devising static, dynamic or partial code-translation,
relocation and caching techniques (e.g. [1, 2]), all of
which try to avoid interpretive simulation altogether.
While such techniques do improve speed, they are all in-
herently inflexible for simulation purposes, completely
unfit for debugging, and therefore ultimately unable to
replace interpretive decoding. Thus, it is incumbent
that decoder generation tools should seek efficient so-
lutions. Unfortunately, the available tools either make
incorrect assumptions regarding cost modeling, or do
not consider efficiency altogether.

This paper is organized as follows: We refrain from
including an extra section on related work since it is
the purpose of this paper to assess existing tools for
automatic decoder generation, making the respective
tools rather the main content of our work. We are not
aware of any related work that surveys different decoder
generation algorithms. We therefore proceed directly
with the required definitions in the following section,
which include the properties and challenges of modern
instruction sets. Our main contribution then follows,
consisting of a thorough analysis of five algorithms for
generating decoder decision trees, first in terms of func-
tionality, then in terms of cost. In terms of function-
ality, we identify certain properties of instruction sets
that are especially challenging to generator tools. We
show that some irregularities either cannot be handled
at all or even lead to erroneous decoders. In terms of
performance, we first discuss several popular definitions
of optimality that prove misleading. We then carry
out a theoretical cost analysis based on a sophisticated
model for decision tree cost. We verify these analytical
results by implementing, correcting and expanding the
five algorithms and experimentally benchmarking the
performance of the generated decoders for the SPARC
[3], MIPS32 [4] and ARMv7 [5] platforms. We finally
conclude with some open questions.
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TABLE I: Example of an Irregular Instruction Set

Encoding Condition Feature
A 11-- 1--- Non-uniform opcodes (A,B,C,D)
B 0-1- ---1 Non-identification bit b0
C -00- 0---
D 10-- 1--- ¬(b2 ∧ b1 ∧ b0) Boolean proposition
AA 11-- 111- Specialization
AB 11-- 10-1 Multiple specialization
AAA 11-- 1111 Nested specialization

The instruction encodings are defined using a notation where the bits
are listed in MSB order, set bits are written as ’1’, unset bits as ’0’
and don’t-care bits as ’-’. The formal mathematical notation for e.g.
instruction A in row 1 would be: b7 ∧ b6 ∧ b3.

BACKGROUND AND DEFINITIONS

Preliminary Definitions

We begin by defining an instruction instance or bit
string s as an n-length string over the binary alpha-
bet. Formally, s ∈ {0, 1}n.
An instruction encoding or bit pattern p is an n-
length string over the ternary-logic alphabet, i.e. p ∈
{0, 1,−}n where “–” designates an undefined or “don’t-
care” bit. Note that shorter encodings can be padded
with don’t-care bits to achieve a uniform encoding size.
The instruction set architecture defines the set of en-
coding entries as E = {(l, p, o)}m, where m is the total
number of instruction encodings. Each tuple thus re-
lates a pattern p to a unique instruction label l ∈ L and
occurrence o ∈ [0, 1], which denotes the probability that
a given bit string s will match p.
Within a decoding decision tree, each leaf is tagged
with an instruction label l, while every internal node
contains a decision function. A decision tree imple-
ments the function d : s → E: At every internal node,
the decision function is applied to a bit string s un-
til the correct encoding is determined upon reaching a
leaf. The classification to a given leaf is called match-
ing : Formally, s matches an encoding entry e along
with its corresponding pattern p iff ∀i, 0 ≤ i ≤ n − 1,
either s[i] = p[i] or p[i] = −. We denote a successful
match by writing s ∈ p. Note that all strings that do
not match any pattern can be trivially matched to an
invalid label. The definition of d as a function assumes
that the set E is well-formed, i.e. each string matches
exactly one entry. We define well-formedness as a string
distance greater than zero between every pair of encod-
ings, where an undefined bit in one of the encodings
contributes zero to the distance metric, whether Eu-
clidean, Hamming or otherwise [6].

Properties of Instruction Sets

We first identify some of the challenging features of
modern instruction sets. To this purpose, we analyzed
three ISAs: SPARC was chosen for historical reasons,
as we already had a working decoder definition to build
upon. MIPS32 was chosen as an exponent of clas-
sic RISC, while ARMv7 was chosen due to its mar-
ket dominance in the embedded world and as a hybrid
instruction set that has sparked a heated discussion
over whether it is, in fact, a CISC-disguised-as-RISC.
With the instructions numbering ≈ 350 and several
instructions that are anything but modular (LDMx,

PUSH/POP, etc), the question is, at any rate, not
trivial. Interestingly, despite the RISC label, all three
ISAs have non-trivial encoding complexity and exhibit
almost all of the below-mentioned irregularities: The
simplest, SPARC, got away without the most challeng-
ing attribute (propositions) and with uniform opcodes,
while ARMv7 boasts all the below-mentioned features.
Excepting SPARC, all ISA descriptions were written by
the author.

Non-identification bits. A reliable decoder needs to
test bits not only for differentiating between two in-
structions, but also for ensuring the validity of a single
instruction, even after it is fully classified. In the ex-
ample instruction set in table I, bit b0 in instruction
B is not relevant for classification but still needs to be
tested for validation.

Specializations. Instruction specializations, also
termed sub-instructions, share the same encoding with
a parent instruction, but define further bits that the
parent leaves undefined. Note that specializations are
not allowed to either redefine or undefine any bit set
by the parent – the first option would be considered a
different instruction altogether and the second an am-
biguity in the instruction set. Instructions AA and AB
are both specializations of A, in that case an example
of multiple specialization. Instruction AAA is a nested
specialization, as it is a descendant of AA. Another
way to view specializations is as an exclusion proposi-
tion over the parent instruction (see Section “Propo-
sitions”). We choose not to adopt this view, however,
because the instruction set architecture will typically
not explicitly mention the sub-instruction property nor
any exclusion proposition in the definition of the par-
ent instruction, requiring the decoder to automatically
deduce the relationship.

Non-uniform opcodes. An opcode denotes the
smallest set of bits that are sufficient to uniquely iden-
tify an instruction. Traditionally, opcodes comprised
the same contiguous set of bits in all instructions, which
implied that a simple masking of the opcode sufficed for
unique identification. In modern instruction sets this is
far from being the case. The constant addition of spe-
cial opcodes, sub-opcodes and so forth have resulted in
a plethora of instruction formats where there is hardly
any bit that does not contribute to the opcode of some
instruction. This can have two effects: First, the num-
ber of bits required to differentiate between instructions
can, in the extreme case, encompass all n instruction
bits, instead of the lower limit of ⌈log2(m)⌉ that are
strictly required to classify m instructions. For ex-
ample, differentiating instructions A,B,C,D requires
comparing bits b3, b5, b6, b7. This effect obviously en-
larges the search space for decision functions. The sec-
ond and more important effect is that there is no guar-
antee that there would always exist some bit that is
defined (i.e. not set to don’t-care) for all instructions
in a given group. Formally, this means that the inter-
section of the defined bits in a group of instructions can
be empty. This means that a decision function able to
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25 Most Frequently Occurring Instructions

Probability Distribution for Instruction Occurrence

SPARC
MIPS32

ARM
p(x) = a*x-b

The number of occurrences of each encoding in the PolyBench suite
is summed over all individual benchmarks and displayed as a per-
centage for the first 25 most frequently occurring encodings. The
curve is a regression of the SPARC histogram to a power-law func-
tion. Reprinted from [8].

divide a given set of instructions by testing some com-
bination of bits is not guaranteed to exist; there might
always be at least one instruction that returns ‘don’t-
care’ upon applying the decision function. If this situa-
tion is not handled at all, the decoder generation algo-
rithm may fail on perfectly valid instruction sets, such
as instructions A,B,C,D. One solution is duplication:
In this case, if the chosen decision function evaluates
don’t-care bits on some instruction, the instruction is
added to all matching branches.

Propositions. Propositions are restrictions on bit
fields that are more complex than the simple conjunc-
tion of bits that we assumed so far. Propositions are
often defined as a negation and should thus lead to re-
jecting some strings that would otherwise match an en-
coding. As with simple bit definitions, propositions can
either be required for identification (if another instruc-
tion defines the rejected encoding) or for validation
(where the encoding is not caught by another instruc-
tion yet should be rejected nonetheless). The proposi-
tion on instruction D pertains to the latter case.

Non-uniform probabilities. The distribution of in-
struction occurrence inside a given program, i.e. the
fraction of instruction instances that match a certain
encoding, is in general highly imbalanced. Figure 1
shows the probability of occurrence for some instruc-
tions inside the PolyBench benchmark suite [7] com-
piled for our three platforms. For all three instruction
sets, well over half of the encodings are not present in
PolyBench at all, while at most only 7% of the encod-
ings account for approximately 95% of the instruction
strings. While the details of the distribution and qual-
ity of the estimate are obviously dependent on, and
limited by, the selected benchmark, the general form
seems to comply well to a power-law (Pareto) distribu-
tion.

Non-uniform instruction sizes. Variable instruc-
tion lengths, as e.g. partially the case with the Thumb
extension to ARM ISAs, are only superficially relevant
to decoder generators. As mentioned above, during the
generation process, shorter encodings can be padded to
the maximum instruction size. During decoding, any

bits pertaining to the next instruction can easily be
discarded after identifying the current one.

Expanded Instruction Representation

The definitions provided so far sufficiently account for
all the instruction set properties presented in Section
except for propositions. To incorporate such proposi-
tions into our framework, we first need to choose an ap-
propriate logic language. For the purpose of representa-
tion, the language should primarily satisfy succinctness.
For manipulating the propositions, other language fea-
tures, primarily satisfiability, need to be considered.
We assume that the formulation of the propositions
in the ISA, since written for readability, is already in
the most succinct form – or if not the most, then at
least not unnecessarily unwieldy. Table II shows exam-
ples of propositions from the ARMv7 and the MIPS32
instruction sets, where we took over the notation of
the ISA with only slight syntactical adaptation. All
propositions encountered in the three examined ISAs
comply to first-order logic without quantification and
with predicates in the binary domain. If binary num-
bers are converted to decimal, all propositions, with the
exception of row 3, would also comply to the stricter
set of Satisfiability Modulo Theories (SMT) in combi-
nation with integers. Furthermore, if predicates over
bit fields are regarded as atoms, and negation pushed
inside parenthesized expressions, the notation would re-
duce to conjunctive normal form (CNF), expressed by
the following BNF:

term : := c lause ( '∧ ' c lause )*
c lause : := pred ica te

| ' ( ' pred ica te ( '∨ ' pred ica te )+ ' ) '

pred ica te : := n e g l i t e r a l
| ' ( ' l i t e r a l op l i t e r a l ' ) '

n e g l i t e r a l : := [ '¬ ' ] l i t e r a l
op : := '= ' | ' ̸= ' | '< ' | '≤ ' | '≥ ' | '> '

l i t e r a l : := 'b1 ' | 'b2 ' | . . .

Row 3 applies an ISA-defined function Ones, which re-
turns the number of bits that are set to one, and which
would require expanding the SMT-domain. As this is
the case only for the ARMv7 PUSH/POP instructions,
we decided to convert the proposition to the following
SMT-compliant form, which can then be expressed in
decimals:

¬(R = 02) ∧ ¬(R = 12) ∧ ¬(R = 102) · · · ∧ ¬(R = 1000 0000 0000 00002)

FUNCTIONAL ANALYSIS OF DECODER
DECISION TREE ALGORITHMS

Since we are concerned with automatically generated
decoders, we will not consider manual decoders [9, 10,
18] that are traditionally implemented as nested con-
ditionals. Nor will we deal with decoder generators
that require human intervention or data-mining in pre-
grouping the instructions or providing extra semantic
information [11–13, 17]. Such pre-processing is cum-
bersome, error-prone and distorts optimization efforts.
Likewise, solutions that are automated but produce de-
coders that linearly traverse instructions are also con-
sidered inapplicable for instruction sets in the range
of several hundred [1, 14–16]. We will therefore con-
centrate on the five published solutions which output
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TABLE II: Examples of Propositions in the ARMv7 and MIPS32 ISAs

ISA Instruction Encoding Proposition
ADD (sh-reg) CCCC 0000 100- ---- ---- ---- 0--1 ---- ¬(C = 11112)

ARMv7 ADD (imm) CCCC 0010 100S NNNN DDDD ---- ---- ---- ¬(C = 11112) ∧ ¬(N = 11012) ∧ ¬(N = 11112 ∧ S = 02) ∧ ¬(D = 11112 ∧ S = 12)
PUSH (block) CCCC 1001 0010 1101 RRRR RRRR RRRR RRRR ¬(C = 11112) ∧ (Ones(R) > 1)
BEQZALC 001000 SSSSS TTTTT ---- ---- ---- ---- ¬(T = 000002) ∧ (S < T )

MIPS32 BLTZC 010111 SSSSS TTTTT ---- ---- ---- ---- ¬(S = 000002) ∧ ¬(T = 000002) ∧ (S = T )
BLTC 010111 SSSSS TTTTT ---- ---- ---- ---- ¬(S = 000002) ∧ ¬(T = 000002) ∧ (S <> T )

The instruction encodings define named sets of bits using single capital letters that are repeated to indicate the size of the bit set. (The repetition
thus does not mean that the bits are of equal value.) The formal mathematical notation for e.g. ADD (shifted register) in row 1 would be:
¬(b31 ∧ b30 ∧ b29 ∧ b28) ∧ ¬b27 ∧ ¬b26 ∧ ¬b25 ∧ ¬b24 ∧ b23 ∧ ¬b22 ∧ ¬b21 ∧ ¬b7 ∧ b4.

TABLE III: Implemented Features in Selected Decoder

Generation Tools

Feature Decoder
Theiling Qin Fournel Okuda

PART EFF

Non-identification bits Yes Maybe1 Yes Maybe1 Maybe1

Specializations Yes Maybe1 Yes2 Yes2 Maybe1

Non-uniform opcodes No Yes Unclear3 Yes No4

Propositions No No Partially5Partially6Partially7

Optimization No Partially8 No Partially8 No

1Description missing or unclear.
2Sub-instructions are treated as exclusion propositions over the par-
ent.
3No algorithm for handling non-orthogonality described, but experi-
mental results indicate some workaround may have been applied.
4Non-orthogonality erroneously handled by trying to split on propo-
sitions.
5BDD expansion results to 216 − 17 instructions for the ARMv7
PUSH/POP instructions.
6Definition of optimality leads algorithm to fail in finding proposi-
tions of size larger than two bits.
7Descriptive formalism not sufficiently expressive. No combining of
propositions. Non-identification propositions unhandled.
8Optimization based on heuristics for memory consumption, decision
function cost and tree height. Significant restriction of set of possible
decision functions.

decision trees after autonomously processing an ISA
description.

Functional Evaluation of Greedy Algorithms

Theiling [19]. The first attempt at generating auto-
matic decoders uses a greedy algorithm where the de-
cision function is a mask over all bits that are defined
for every instruction in the current subset. This means
there is no support for non-uniform opcodes, causing
the algorithm to fail if no comprehensively defined bit
is found. Non-identification bits are tested for correct-
ness. Specializations are handled by tagging an inter-
nal node as a fall-back for the common, non-specialized
case. Propositions are not handled and no attempt at
optimization is done. Table III gives an overview of
implemented features. The algorithm set the stage for
the study of fully automatic decoder generation and
was later picked up by the four below-mentioned al-
gorithms as well as others (e.g. [20]). In our imple-
mentation, we could apply Theiling’s algorithm to the
SPARC, but not to the MIPS32 or ARMv7 instruction
sets, as the latter two contained a multitude of non-
uniform opcodes and propositions.

As to optimization, the fact that undefined bits are per
definition ignored rules out likely more efficient solu-
tions that involve duplication. Furthermore, no atten-
tion is given to the frequency of instruction occurrence,
running the risk of banishing more common instruc-

tions to the bottom of the tree. Lastly, the algorithm
takes no heed of the size of the mask: In instruction
sets where a large number of bits is defined, the result-
ing tree can metamorphose into a giant table with many
memory-consuming branches. The algorithm clearly fa-
vors shallow trees with many branches, equates perfor-
mance with tree depth and yet is not even guaranteed
to generate the shallowest trees.

Fournel/PART [21]. The authors present two al-
gorithms, the first of which, named PART, augments
Theiling’s solution to handle logic propositions. In a
preliminary step, propositions are written as binary de-
cision diagrams (BDD), solved, and the solutions in-
serted into the instruction set in place of the original
instructions. Theiling’s algorithm is then applied to the
expanded, proposition-free instruction set. The authors
recognize the notorious inefficiency of solving BDDs. In
the case of the problematic PUSH/POP block instruc-
tions in ARMv7, the BDD expansion of the represen-
tation discussed above that uses 17 exclusion proposi-
tions leads to a whopping 216 − 17 expanded instruc-
tions, which our test platform could not handle. To
circumvent this, we resorted to hardcoding 120 sepa-
rate instructions thus:

POP1 = · · · ∧ (R = ---- ---- ---- --11)

POP2 = · · · ∧ (R = ---- ---- ---- -101)

. . .

POP15 = · · · ∧ (R = 1000 0000 0000 0001)

POP16 = · · · ∧ (R = ---- ---- ---- -110)

. . .

POP120 = · · · ∧ (R = 1100 0000 0000 0000)

As for other features, sub-instructions are not han-
dled as done by Theiling, but rather by defining a
condition over the parent that excludes the child en-
coding. This is problematic for several reasons: First,
sub-instructions would typically be added later to an
ISA, meaning that, in most cases, the parent encoding
would not be changed to explicitly exclude the child.
This means that this relationship needs to be first de-
duced manually, which entails tremendous effort. Sec-
ond, this quickly gets unhandy with multiple or nested
encodings, which would have to be added to the en-
coding of all parents. Regarding non-uniform opcodes,
the authors explicitly mention that they are handled
by duplication, though it is unclear whether this ap-
plies only to their second (EFF) or to both algorithms.
If it applies to PART as well, then it is ambiguous: It is
unclear whether duplication is only restricted to non-
uniform cases, and, more importantly, how a decision
function is chosen if no comprehensively defined bit is
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found. The authors seem to have implemented some
workaround, since, in our implementation of PART,
disregarding non-orthogonality leads the decoder gen-
eration to fail for both ARMv7 and MIPS32. We there-
fore decided to implement PART as follows: Duplica-
tion is used only when no other decision function is
found. The decision function then consists of a single
bit, which is the bit defined for the largest number of
instructions. If the bit happens to be set to the same
value in all instructions, the second best bit is chosen
and so forth. It is clear that this approach makes no
attempt at optimizing or balancing the tree, but, since
the authors left this point vague, we chose the most
straightforward implementation.

Okuda [22]. This work also specifically adapts Theil-
ing’s algorithm to instruction sets that include propo-
sitions. The authors state that the generated decoders
are identical to Theiling’s if the instruction set does not
contain propositions, leading us to assume that non-
identification bits and specializations are handled ac-
cordingly. Unlike Fournel, however, propositions are
neither converted to an alternative representation nor
expanded, but rather treated as first-class citizens, i.e.
as possible atomic criteria for decision functions. The
formalism chosen for representation is similar to ours
– an SMT in CNF over bit field predicates – but al-
lows only equalities between a bit field and a con-
stant. While the approach is promising, there are sev-
eral flaws: First, the formalism obviously lacks suffi-
cient expressiveness. It is unclear how the authors used
it to represent inequalities between a bit field and a con-
stant or relations between two bit fields, as in rows 4-6
in table II. The function Ones in row 3 is likewise not
expressible using this restricted formalism.

Second, the algorithm resorts to classification using
propositions iff Theiling’s original algorithm fails. This
presupposes the following: 1) That a proposition will
always be defined in case no common masking bit is
found. 2) That this proposition, if such indeed exists,
can be used for classification, as opposed to a non-
identification proposition. 3) That a proposition will
be successful in splitting the set on its own, not nec-
essarily in combination with other propositions in the
same instruction group. 4) That propositions need only
be used if the original algorithm fails, thus generally
omitting to check non-identification propositions. Ta-
ble IV illustrates a well-defined instruction set where
none of these assumptions hold. In the first iteration,
the instruction set will be split into three groups con-
taining the instructions Ai, Bi, and Ci, respectively.
All further splitting will then fail on all three groups.
Group A is valid but non-orthogonal. The algorithm
can handle this case only by resorting to propositions.
Since none are defined, the algorithm will fail. Group
B proceeds similarly and then attempts to split using
the defined proposition. Since the proposition is irrele-
vant for identification, the algorithm will likewise fail.
Groups C and D are not a case of non-orthogonality
but would, in fact, have been ambiguous without the
identification-relevant propositions. However, the iden-

TABLE IV: Irregular Instruction Set Challenging Okuda’s

Algorithm

Encoding Condition Feature
A1 11-- --00
A2 0-1- --00
A3 -00- --00

No proposition

B1 11-- --01 ¬(b4 ∧ b3 ∧ b2)
B2 0-1- --01
B3 -00- --01

Proposition not relevant
for identification

C1 00-- --10
C2 1--- --10 ¬(b6 ∧ b5)

C3 -1-- --10 ¬(b7 ∧ b5)

Identification only by
combination of

proposition and set bits

D1 ---- --11 ¬(b7 ∧ b6) ∧ ¬(b7 ∧ b6)

D2 ---- --11 ¬(b7 ∧ b6) ∧ ¬(b7 ∧ b6)
Identification only by
comb. of propositions

tification can only be accomplished by combining either
multiple propositions or propositions and set bits – a
case that is unhandled by the algorithm, which will fail
trying to use each proposition separately. Lastly, as-
sumption 4 means the algorithm will refrain from check-
ing the non-identifying proposition of Group B.

In order to successfully run their algorithm on our ISAs,
we applied the following modifications: First, we re-
sorted to the SMT representation discussed in Section
to be able to define such propositions as would have
otherwise not been possible (e.g. the MIPS32 BEQC,
BNEC, BOVC and BVNC instructions).

Second, we expanded the decision function population
step as follows: If the single propositions foreseen by
the algorithm fail in splitting the set, we successively
try combinations of bits and propositions until the en-
coding set can eventually be split, possibly by testing
all propositions of a given instruction in one go. Our
expansion involving multiple propositions was required
for 27 out of 267 decision nodes in the ARMv7 instruc-
tion set, without which the algorithm would have failed
(see table V for statistics on generated trees).

Third, we replaced the complex matching steps de-
scribed in their section IV.D, which are very specific to
the restricted representation chosen, with the following
generic matching steps: When a single proposition is
chosen to split the set, the unmatching branch is mod-
ified by removing the proposition from the containing
clause (false predicate inside a clause). On the match-
ing side, the whole clause is removed (true predicate
inside a clause). This concurs with the quintessence of
their algorithm and is applicable to our more generic
representation.

Functional Evaluation of Optimizing Algorithms

Qin [23]. Qin et al. pursue an altogether different
approach: Instead of using all defined bits as a mask,
they attempt to find the decision function that results
in an optimized search tree. From the functional view-
point, the search space for optimal decision functions is
reduced by allowing only two function types: The first,
termed table decoding, is similar to Theiling’s masks,
except that the bits are required to be contiguous. The
second, termed pattern decoding, allows non-adjacent
bits but restricts the branches to a matches/does-not-
match pair. The search space is thus reduced from
2n − 1 to n(n + 1)/2. It is obvious that, even should
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their notion of optimality hold, the restriction on deci-
sion functions is significant and likely to exclude more
efficient solutions.
As for other features, Theiling’s main drawback of not
handling non-orthogonality is remedied by duplication
on undefined bits: If, after applying a decision tree,
an instruction complies with multiple branches, it is
replicated in each conforming branch. Apart from non-
orthogonality, duplication is also used voluntarily if it
entails lower cost. Non-identification bits and special-
izations are not specifically mentioned, but we assume
the authors treat them as in Theiling. We added them
to our implementation of Qin in order to be able to
process the SPARC ISA. Propositions are not handled.

To address optimization, we note that the authors de-
fine optimality in terms of execution speed, which we
also find plausible. During generation, however, this
cost is obviously not yet available, so the authors choose
the average path cost as an approximation. This is de-
fined as the product of path length and probability of
occurrence of the leaf. Nodes are considered of equal
cost independent of their complexity. This definition is
less convincing, since the complexity of the node (one
vs. multiple tests) size of a node (binary vs. multiple
branches) and the location of the edge (first branch vs.
rightmost sibling) might well have a significant effect on
the execution speed. To unsettle matters further, this
cost value is not available at generation either, since the
number of candidate subtrees is too large to analyze at
each node being generated. In order to, nevertheless,
exhibit some discrimination in choosing a candidate,
the authors approximate the average path cost by the
cost of a fictitious, best-case Huffman tree. To avoid
overly broad and shallow trees, they expand their cost-
formula by a “memory consumption” factor in relation
to tree breath. To summarize, the restrictions on deci-
sion functions exclude possibly more efficient solutions,
the algorithm remains very compute-intensive despite
limiting the search space, and the cost definition and
estimation heuristics are questionable at best.

Fournel/EFF [21]. The authors’ second algorithm
modifies Qin’s work to handle logic propositions. In-
stead of expanding propositions, the algorithm is ap-
plied directly to the BDD representation. Their algo-
rithm, however, is not guaranteed to find a decision
function for well-defined ISAs: The functions, whether
“pattern” or “table”, are grown one-bit at a time. They
thus start with an initial bit and estimate the cost
of the resulting Huffman tree, as suggested by Qin.
The next bit is then added. If the cost is larger, the
bit is discarded and not used in any further combina-
tions. Practically all propositions of size larger than
two will therefore never be regarded as potential deci-
sion functions, leading the algorithm to fail. The au-
thors vaguely mention “helping” the decoder with some
“special pattern[s]”, which presumably means hardcod-
ing the propositions which the algorithm would not oth-
erwise find. This means that, as with Okuda, we had
to augment the algorithm in order to prevent it from
failing on our ISAs: First, we used the same expanded

TABLE V: Decoder Generation Statistics

Generation Resources Decoder Properties
Time[s] Mem[MB] Num. TotalPlatform Decoder
P1 P2 P1 P2 Instr.

Leaves
Nodes

Theiling 0.38 0.33 54 59 214 214 323
Fournel/Part 0.37 0.32 54 59 214 214 323

Okuda 0.38 0.32 54 59 214 214 323
Qin 17 16 97 101 214 319 701

SPARC

Fournel/Eff 184 173 378 365 214 319 701
Fournel/Part 289 271 307 280 213 6345 6555

Okuda 233 195 192 197 213 213 336MIPS32
Fournel/Eff 313 287 443 396 213 350 705
Fournel/Part 75 68 618 606 564 12026 17288

Okuda 33 32 375 372 326 356 623ARMv7
Fournel/Eff 3109 3645 1785 1816 326 6543 13981

P1: Linux octa-core Intel i7-2600 CPU running (single-thread) at
3.40 GHz with 8 GB of RAM.
P2: Linux quad-core Intel i7-5600U CPU running (single-thread) at
2.60 GHz with 12 GB RAM.
Columns 5 and 6 denote the peak memory consumption during gen-
eration. Column 9 is the total number of leaves and internal nodes.

SMT representation for defining the instructions, from
which the BDD representation is derived. This step was
anything but intuitive for instructions that contain an
inequality predicate of the type fieldA ≤ fieldB such
as MIPS32 BEQC. Second, we expanded the decision
function population step: When no pattern or table
decision function is found, we fallback to the SMT rep-
resentation and extract the propositions. Single propo-
sitions are tried first. Propositions involving inequal-
ity w.r.t. immediates are passed as “pattern” decision
functions. Inequality predicates, as well as predicates
involving two fields, as required e.g. to differentiate
between the MIPS32 BGEZALC vs. BGEUC/BLEUC
instructions, can neither be expressed as a “pattern”
nor a “table” decision function. We therefore had to
pass them as-is, creating a binary node. Should sin-
gle predicates not prove sufficient, we successively and
exhaustively try combinations of predicates, as we did
with Okuda, until the instructions can finally be split.
This was required 26 times for MIPS32 and a stunning
2600 times for ARMv7. This number, however, can
be influenced by the γ factor defined by Qin, which
impacts the amount of duplication done. Obviously,
our extension is quite an upgrade to the algorithm and
might have well distorted the subsequent performance
measurements.

COST OF DECODER DECISION TREE AL-
GORITHMS

Generation of Decoder Decision Trees

In order to implement the five algorithms, we
largely rewrote the open-source processor generation
tool TRAP-Gen (TRansactional Automatic Processor
GENerator) [24–26] for our purposes. The tool could
initially generate SystemC processor models from a
common, high-level ISA description in Python 2.7 using
Qin’s algorithm. Neither MIPS32 nor ARMv7 could
be generated using this setup. We thus implemented
all five algorithms, together with our extensions dis-
cussed above, and used them to generate all decoder
combinations. Theiling’s and Qin’s algorithms could
not be applied to MIPS32 or ARMv7 because of their
inability to handle propositions. We used pysmt [27] for
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TABLE VI: Decoder Execution Statistics

Cost Models Experimental Cost
Av. Qin Tadros Total Runtime[s]Platform Decoder
Path P1 P2 Instr. P1 P2

Theiling 2.925 3.241 0.1603 0.1371 28.40 28.93
Fournel/Part 2.925 3.241 0.1603 0.1371 28.42 29.68

Okuda 2.925 3.241 0.1603 0.1371 559 28.45 29.01
Qin 3.900 3.618 0.1515 0.1318 ·106 29.47 30.21

SPARC

Fournel/Eff 3.900 3.618 0.1515 0.1318 29.40 30.28
Fournel/Part 2.361 3.169 0.1641 0.1373 522.7 524.8

Okuda 3.188 3.589 0.1639 0.1380 463 428.8 430.0MIPS32
Fournel/Eff 3.120 4.356 0.2127 0.1755 ·109 581.0 607.6
Fournel/Part 22.83 5.172 0.263 0.2273 327.1 319.2

Okuda 6.764 5.905 0.1917 0.1803 480 274.3 267.4ARMv7
Fournel/Eff 4.319 32.06 1.025 0.9712 ·109 2296 2590

Platforms P1 and P2 are as described in table V. Cost(Qin) is cal-
culated according to their paper and using γ = 0.5. Cost(Tadros)
is likewise calculated according to the paper [8] using ETif (i) =
ETconjunction(i) = ETdisjunction(i) = k ∗ (a ∗ i + b)[ms] with k =
{0.018; 0.021}; a = {0.21; 0.16}; b = {0.79; 0.84} and ETswitch(n) =
m ∗ (a ∗ log(n) + 1)[ms] with m = {0.74; 0.45} for platforms P1 and
P2, respectively. Column 7 denotes the total number of instructions
for ten runs of 30 PolyBench benchmark traces.

handling BDDs in Fournel/Eff. Instruction probabili-
ties, required for training Qin and Fournel/Eff, were
obtained from PolyBench traces, as described in the
next section. As expected, the distribution was highly
imbalanced, much as in figure 1.

The statistics on generating the decoders are summa-
rized in table V. With respect to resources, SPARC
is the least challenging due to the absence of proposi-
tions. As to algorithms, Fournel/Eff is clearly the most
demanding, requiring up to almost an hour and nearly
2 GB of memory.

Regarding the properties of the generated decoders
(columns 7-9), the different number of ARMv7 in-
structions in Fournel/Part is due to the hardcoded
PUSH/POP instructions described above. The dif-
ferent number of terminal nodes versus number of
instructions is either caused by duplication on non-
orthogonality (Qin, Fournel/Eff), by using propositions
as decision functions (Okuda, Fournel/Eff), or by the
preprocessing step in Fournel/Part, where propositions
are converted to a set of satisfying instructions.

Cost Models of Decision Trees

Since decoder models are typically used in simulation
systems, the most prominent efficiency criteria is ar-
guably the execution speed. Since this can hardly be
tested for all decoder candidates during generation, we
need a cost model that can be applied statically dur-
ing generation. All the algorithms discussed rely on
two assumptions in this respect: First, that decision
function complexity can be regarded as O(1) regard-
less of content, and second, that tree cost is generally
a direct function of tree depth. The second assump-
tion comes in two variants, either as simply equating
the cost with the average path length (Okuda), or in
modulating the latter by the probability of occurrence
of the leaf (Qin). To somehow penalize obviously inef-
ficient trees of depth = 1, Qin introduces a notion of
memory footprint, which basically assigns a cost factor
to tree breadth.

A completely different approach to modeling the cost

is found in [8]: Assuming that the decoder is a C-like
implementation running on general purpose-hardware,
the model assigns varying complexities to each decision
function depending on its type (if-statement, switch-
statement, lookup-table, etc.), its size (number of con-
junctions or disjunctions), and the location of the first
negative resp. positive term inside a conjunction or dis-
junction. The probability of occurrence of the different
encodings is also considered, meaning that more fre-
quent branches contribute a cost weighted accordingly.
We performed separate measurements, as described in
the paper, to determine the correct coefficients of the
model on our platforms.

These different cost models are calculated in table VI
for each decoder. Since SPARC defines no proposi-
tions, Fournel/Part and Okuda fall back to Theiling,
and Fournel/Eff falls back to Qin, generating identical
decoders, respectively. The predicative power of each
model can be determined by comparing to the decod-
ing runtime in the last two columns: The average path
length exhibits no measurable correlation. The cost
according to Qin does well on ARMv7 (correlation co-
efficient 0.999 P1 and P2) but fails on MIPS32 (P1:
0.5; P2: 0.6). The cost according to Tadros does quite
a decent job predicting decoder speed on the last two
platforms (ARMv7 0.999 and MIPS32 0.8 both plat-
forms). We excluded SPARC from the correlation cal-
culation due to the similar runtimes of the algorithms
and the resulting distortion due to noise.

Experimental Cost of Decision Trees

We proceeded to determine the decoding runtimes as
follows: First, we cross-compiled the mini version of
PolyBench [7] using the GNU toolchains [28–30] with
no optimization. All 30 benchmarks were then run
on QEMU (user mode) [10] in combination with the
toolchain’s GDB and the instruction machine code
dumped to a text file. Next, a decoder test mode was
coded in TRAP-Gen, where, instead of executing bi-
naries, a text file is read and the hex code loaded into
the memory model, which, in the functional abstraction
level used in test mode, is a simple array. The instruc-
tion behavior is ignored in test mode, meaning that the
instruction is only read from memory, decoded, then
discarded. This avoids distorting the results by the
overhead of executing the instruction behavior. Code
for monitoring the time was also inserted in the decoder
C++ implementation just before and immediately af-
ter decoding each instruction and summed up for all
instructions of a benchmark.

The last three columns of table VI report the total num-
ber of instructions for ten iterations of all 30 PolyBench
benchmarks and their corresponding decoding time on
two platforms. The results are surprising, inasmuch
as the optimization effort done by Qin and Fournel/Eff
does not pay off in comparison to greedy algorithms. In
fact, they produce consistently slower decoders. This
is, in part, almost certainly due to the wrong notion
of cost used in the algorithm. It would be interesting
to find out to what extent a better cost model would
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improve decoder speed, e.g. by adapting the algorithm
to use the more sophisticated cost model in [8].

CONCLUSION

We have presented a comprehensive analysis of state-
of-the-art tools for generating instruction decoders. We
implemented the five published algorithms and used
them to generate decoders for three platforms. We then
ran a benchmark suite on the generated decoders to
assess the execution speed. From a functional point of
view, the available tools are either incapable of han-
dling irregular instruction sets, or generate partially
wrong results. From a performance perspective, they
either do not fully consider the cost of the resulting de-
coder, or rely on cost models that are largely unusable.
Our future work is aimed at developing an algorithm
for generating optimized decoders in combination with
an accurate cost model.
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ABSTRACT

Computer assisted process model development from
textual descriptions is still an open research question.
Advantages of such a technology lie in shorter develop-
ment times and possibly a more concise interpretation
of the narrative input. A solution to this problem nec-
essarily relies on methods from formal modeling and
linguistics. In the latter field, the new GPT-3 model is
recognized as a breakthrough that outperforms previ-
ous technologies whose limitations hindered success of
earlier research in this context. But are GPT-3’s capa-
bilities to summarize text, detect cause-and-effect, or
to classify terms sufficient to succeed? The presented
research describes the results of systematic experiments
to use GPT-3 to interpret a textual process description
and transform it into a formal representation. The dif-
ferent settings demonstrate how to exploit the capabil-
ities of large language models and how to avoid pitfalls.
Although the observations made are promising, further
work is needed. The outcome of this paper identifies
the direction in which this future research should pro-
ceed.

THE NEXT DISRUPTION?

ChatGPT, developed by OpenAI, is a tangible exam-
ple of an emerging technology that has brought ma-
chine learning and natural language processing to the
attention of a broad audience. Many authors see the
potential for this technology to disrupt existing ones.
One example of the many publications on this new
technology is https://www.theguardian.com/commentisfree/

2023/jan/07/chatgpt-bot-excel-ai-chatbot-tech.

ChatGPT uses a chat-like interface to communicate
with its users. Its breakthrough strength lies in the
capability to answer questions, having been trained
on an enormous amount of input texts. More than
235.000.000 text documents in English and more than
10.000.000 in other languages have been taken from the
internet (Kublik and Saboo, 2022, p. 6). In addition,
sources and documentations taken from GitHub and
discussions concerning development projects hosted at
Stack Overflow have been used. These materials enable
GPT-3 to answer questions on how to develop software
and to generate formal specifications.

First and foremost, the modeling and simulation com-
munity should ask which impact this technology does
have on the community. The authors assume that the

initial transformation might be in the way people de-
velop models. Especially the capability of GPT-3, the
Large Language Model (LLM) that drives ChatGPT,
to hold conversations and handle narrative input opens
up new fields of application.
In this paper, the textual descriptions and models con-
sidered are process models. Three systematic experi-
ments performed by the authors demonstrate the prac-
tical capabilities the environment offers. Some difficul-
ties needed to be overcome:

• Training of LLM needs input. Despite the above
mentioned amount of text used to train GPT-3, the
amount of informal process descriptions together with
their formal specifications in some modeling notation is
quite rare. (The authors assume that the proprietary
storage of graphical models drawn in some modeling
tools hinder a free access.) Consequently, some train-
ing of formal methods must be included into the dialog.
• Process models base on current business facts. How-
ever, the training material of GPT-3 is general text in-
put taken from the internet, with the most recent data
being from 2021. Currently, there exists no straight
forward approach to enrich GPT-3 with current facts.
• There is a difference in the way GPT-3 interprets a
process description and the way this is done by humans.
So, how do we have to adapt these two processes to give
modelers a new modeling experience?

Nonetheless, the possibilities of this new technology
cannot been overseen as it offers an easily accessible
API to perform linguistic analysis of input text for fur-
ther processing. In the field of business process mod-
eling, this might lead to faster model implementation
and earlier use of the models.
The idea of the presented approach is to use process
descriptions as input for GPT-3 and ask the system
questions that help to develop an appropriate formal
specification step-by-step. The research question is:

Which steps in the process of (process-)model develop-
ment have the potential to be assisted by GPT-3 today?

This paper has limitations. The experimental design is
intended to provide initial insights, and since OpenAI
updates its model regularly, it might be difficult to re-
peat the experiments and to achieve the same results.
The remainder of the paper is organized as follows:
Next, the sectionRelated Work embeds the paper in
a broader scope and provides basic information about
LLMs. In the section Laboratory, the used systems
and an overview of the experiment phases is given. The
following three sections cover these Experiments and
their Results. The paper closes with a Discussion
and Conclusion.
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RELATED WORK

Even for humans who are creative opposed to computer
algorithms the transformation of process descriptions
into formal process specifications is a difficult under-
taking. Figure 1 shows typical steps humans conduct to
create a process model from a given process description.
After the process elements (roles and actors, events and
triggers, activities, and business and information ob-
jects) are identified, the process flow is composed in
sequences, alternatives, iterations, and in concurrent
structures. Quantitative information enrich the model.

Enrich

Compose

Identify

Process Description

C
om

plexity

Roles & Actors

Events & Triggers

Activities

Objects

Sequences

Alternatives

Iterations

Concurrencies

Quantities

Figure 1: Procedure Model for Formal (Process) Modeling

Also GPT-3 must conduct these steps and therefore has
to ”understand” a process description to transform it
into a formal structure using previously learned process
patterns. Users might correct wrong transformations
using the ChatGPT user interface.
(Kecht et al., 2023) evaluate the capability of chat-
bots to learn business processes from a large set of
customer service conversations on Twitter. Chatbots,
however, have a very restricted way to produce answers.
Since the transformer model of GPT-3 is more powerful
and less determinated, the approach explained in this
contribution is entirely different. To understand this,
the terms conversational agent, transformer language
model, and especially GPT-3 are explained. Finally,
the approach presented here is embedded in a broader
research context.
At the time of submission, GPT-4 was not yet available
and there was no final release schedule. Due to the
short timespan after its release, no revision was made.
Moreover, as access to GPT-4 is limited and paywalled,
it is not readily available to the general public. Thus,
the experiments retain their overall validity.

Conversational Agents

Conversational agents simulate human-like text- or
voice-based conversations with users (Adamopoulou
and Moussiades, 2022). While the complexity of con-
versational agents is relatively low, the variants can be
classified somewhere in the following spectrum:
• Rule-based chatbots respond to specific inputs (cf.
(Weizenbaum, 1966)).
• Voice assistants use artificial intelligence and machine
learning to understand natural language inputs and re-
spond in a human-like manner (cf. (Lopez et al., 2017)).

Transformers and The GPT Language Models

Transformer language models use deep learning to
transform input into output sequences. Such a model
is trained probabilistically to relate words and their
contexts to other words and their respective contexts.
The model can then decide which of these contexts are
more likely to be related to a specific topic than others.
Given a sequence of input tokens, a transformer takes
its context into account to find the most likely word to
follow (Vaswani et al., 2017).

Each token - user input or system output - is stored in a
context vector which keeps the model in context during
a dialog. This vector represents the working memory
of the model and can include new information provided
by the users (Vaswani et al., 2017).

The probabilistic nature of the language model makes it
a natural enemy of deterministic process descriptions.
Even if users enter process facts to nudge the system
into a specific direction, other already learned patterns
might prevent this. This problem needs to be solved.

GPT-3

GPT-3 is a state-of-the-art transformer language model
to generate human-like natural text developed by Ope-
nAI. Trained on a vast amount of text data, GPT-3
is capable of producing coherent and fluent text. Be-
cause of its large training corpus, task-specific fine-
tuning through few-shot learning can produce surpris-
ingly good results.

One of the key strengths of GPT-3 is its versatility in
a wide range of applications. It can be used for tasks
such as language translation, text completion, writing
summaries, and to create chatbots and virtual assis-
tants. GPT-3 is particularly notable for its capability
to generate context-aware text that adapts to user pref-
erences and language styles (Brown et al., 2020).

Speech to Model

The ability to Transform Text to Model is challenge
13 out of 25 challenges of semantic process modeling
(Mendling et al., 2014). Figure 2 puts challenge 13
into a context and explains the different kinds of ar-
tifacts that must be produced so solve it and how its
results may be provided as input to other tasks. These
other challenges are to Verify Model Correctness and to
Validate Model Completeness (Haag and Simon, 2022).

Challenge 13 is neither new nor unaddressed. Most of
the contributions, however, use preprocessed data from
texts (e.g. (Fliedl et al., 2005; Nolte, 2020)). Current
NLP technologies such as GPT-3 or other transformers
have not yet been investigated.

Challenge 13 is still unsolved for two reasons: 1) Rule-
based automatisms can’t reliably handle the complex
nature of formal modeling, so a more flexible approach
is needed. 2) Methods based on machine learning re-
quire large amounts of correctly annotated examples
in their training phase, which simply aren’t available.
GPT-3 seems to break these limitations which moti-
vates the following experiments.
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Figure 2: Phases and Artifacts of a Research Plan to Extract Models from Natural Language Text, cf. (Haag and Simon, 2022)

LABORATORY FOR THE EXPERIMENTS

The experiments have been conducted with the tools
provided by OpenAI as a ”laboratory”. The execution
of each experiment is documented in a laboratory log-
book which is published on the working group’s web-
site. It provides all settings, describes the experiments,
and summarizes the full prompts (Haag, 2023).

GPT-3 and ChatGPT

ChatGPT (https://chat.openai.com/chat) is a
web-based tool that offers a conversational user in-
terface to GPT-3. It generates relevant and human-
like responses based on the large amount of training
texts used to build the language model (OpenAI, 2022).
ChatGPT is able to conduct a dialog which uses earlier
interactions to improve the next output in a running
conversation.
Text send to and received from GPT-3 is called a
prompt. It is a kind of programming language in plain
English, but also the system’s output. Three types of
prompts are distinguished (Tingiris, 2021, p. 6-10):

Zero-shot prompts provide a description of a task, or
some text for GPT-3 to get started with.
One-shot prompts provide one example that GPT-3
can use to learn how to best complete a task.
Few-shot prompts provide multiple examples showing
a pattern GPT-3 should continue.

OpenAI Playground

The OpenAI Playground (https://platform.openai.
com/playground) is a more elaborated version of Chat-
GPT that still can be used without writing a single line
of code (Tingiris, 2021, p. 20). It provides access to var-
ious GPT-based language models where text-davinci-
003 is the current default. Several parameters control
the system’s output (Brown et al., 2020), e. g.:

Temperature is a value between 0 and 1 that controls
the randomness. The lower the value, the more deter-
ministic and repetitive the system behaves.
Maximum length limits the magnitude of output text
which is broken down into tokens - a numeric represen-
tation of parts of words. For most language models the
maximum length is 2.048 tokens which corresponds to
around 1.500 words (Tingiris, 2021, p. 12).

Token highlighting indicates how likely a token was to
be generated.
The experiments have mainly been conducted with the
default settings except for the following changes:
• The default temperature of 0.7 was partially changed
to 0 to gain insight into a baseline.
• The maximum length was increased from 256 to
higher values for a better user experience without an
effect on the actually generated answers.
• Token highlighting was used.

Phases of the Experiment

The experiments have been conducted in three phases:
1. Extending the description: GPT-3 was used to en-
rich an initial process description by further details.
2. Information Extraction: Afterwards, GPT-3 was
tasked to extract process relevant information from this
extended description.
3. Formal Transformation: Finally, GPT-3 was per-
suaded to present its answers in a formal way.
After this short introduction to the technical environ-
ment, the following sections explain the experimental
setup and the observed results.

EXTENDING THE DESCRIPTION

For the experiments, a process description was taken
from literature (Simon et al., 2022a). The process and
its description are illustrated in Figure 3.

The process is the handling
of personalized wine gifts in
a winery. Unlabeled bottles
of wine are taken from the
storage and delivered to the
input inventory of a work-
bench where they receive a
personalized label accord-
ing to customer wishes.
In parallel, cartons are dispatched in form of sheets to another work-
place to be assembled there. Both items are taken to the packing
station where bottle and newly created supporting material like greet-
ing cards are put into the carton. Afterwards, the packed gift box (for
short: box) is taken to another workplace where the shipping label is
attached, and the box is sealed. The completed box is deposited in
the outgoing goods area.

Figure 3: Example Process and its Visualization
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Table 1: Probabilities for the Occurrence of Tokens in 10 OpenAI Playground Prompts Calculated at Temperature 0

token run 1 run 2 run 3 run 4 run 5 run 6 run 7 run 8 run 9 run 10

corresponding 27.41 28.46 28.18 27.83 27.83 28.15 28.06 27.89 27.96 28.73
personalized 23.31 22.18 22.67 22.80 22.80 22.43 22.69 22.96 23.19 21.90
appropriate 19.55 19.74 19.47 19.54 19.54 19.67 19.57 19.44 19.36 19.70
label 5.62 5.62 5.79 5.71 5.71 5.81 5.73 5.78 5.74 5.64
necessary 5.34 5.22 5.25 5.30 5.30 5.21 5.22 5.18 5.26
respective 5.20
cumulated 81.23 81.22 81.36 81.18 81.18 81.27 81.27 81.25 81.45 81.23

In a first step, this simple process description was used
to explore the capability of GPT-3 to detect activities,
events and process structures. Since this worked pretty
well, it was the goal to increase the complexity with the
aid of GPT-3. For this, the OpenAI Playground was
prompted with the original process description and a
list of process modifications shown in Figure 4 together
with a request to produce an extended process descrip-
tion. ten runs were conducted with a temperature at
0.7 and another ten runs with a temperature at 0.

1. The process starts with a customer order

2. From this order, amount and type of wine bottles are used to de-
termine the bottles to be packed

3. The process not only handles gifts, but also standard orders. If an
order is a gift, the personalized label for the bottle needs to be printed
at an own workplace. If it is not a gift, this step isn’t necessary as a
stock label is used

4. The wine bottles are not necessarily packaged in size one, but
there are different package sizes: 1, 3, 6, 12 bottles per package

5. Before sealing the box, a quality check is conducted for breakage,
leakages, package contents, and overall looks

6. If during quality check an issue is discovered, the process should
continue with the corresponding process step. The possible issues
are: damaged bottle, damaged label on bottle, missing or damaged
gift card, insufficient stuffing material, damaged cartons, missing or
damaged shipping label

7. The process doesn’t start immediately after receiving an order, but
all orders are processed once a day

Figure 4: Additional Information to Extend the Description

Figure 5 shows the result. It is a condensed version
of the answers given by GPT-3. Although it has been
lightly edited, it still demonstrates the impressive pos-
sibilities. The reasons for the edit are explained below.

Results of the First Phase

The goal of the first phase of experiments was to estab-
lish a process description for the next phases using the
GPT-3 language generation capabilities. GPT-3 was
able to add finer details and modify process elements.
When asked about the quality of the produced results,
GPT-3 correctly complained about a lack of business
process management concepts like process goals, per-
formance measures, or interfaces to a wider organiza-
tional context.
All ten runs at temperature 0.7 yielded different results
concerning phrasing and process details, while all runs
at temperature 0 resulted in the same phrasing. Thus,
the latter should be used as a standard for repeatability.

The daily process of handling customer orders starts with the determi-
nation of the amount and type of wine bottles required for each order.
Customers can order packages of one, three, six or twelve bottles
each. The bottles are taken from storage to the input inventory at the
workbench. If the order is a gift, the corresponding bottles receive a
personalized label according to customer specifications that is printed
at a small workstation. If it is a standard order, the bottles receive a
stock label instead.
In parallel, cartons are dispatched to the assembly workplace, where
they are assembled. At the packing station, the bottles and materials
are put into the carton. This includes printing of these materials, such
as accompanying documents and, for gift orders, greeting cards.
Next, a quality check is conducted to ensure that there are no break-
ages, leakages, or discrepancies in the package contents and, if it is
a gift package, to verify that the overall appearance is suitable. If any
issues are found during the quality check, the process continues with
the corresponding step to rectify the issue.
The shipping label is attached to the box at another workplace, where
it is also sealed. Lastly, the package is deposited in the outgoing
goods area.

Figure 5: Automatically Extended Description

But this is not guaranteed which may be explained at
the example of the term ”corresponding” in the fourth
sentence of the output shown in Figure 5.

Table 1 shows the probabilities calculated by GPT-3 for
the occurrence of this token. The value varies by about
4.6% over the different results although the tempera-
ture was set to 0. Alternative terms always have lower
values for all ten runs and for all of them the next 3
most probabilistic terms are always the same. But the
lowest distance between the two uppermost probabili-
ties is 4.1% which is quite close. In the ninth run, the
fifth ranked tokens switch without having an impact on
the actual output. Based on this observations, results
may deviate.

The description of Figure 5 is not a copy of a single
prompt as none of them was entirely convincing. For
example, the last added information (No. 7: process
starts once a day for all orders) was always placed as
a separate sentence at the very end of the process de-
scription and not as supposed at it’s beginning. This
led to a tentative manual combination of the different
prompts by the authors.

Furthermore, the description still leaves out some in-
formation: neither actors nor roles are defined, no in-
formation objects are given, and the control flow is
described without explicitly mentioning control struc-
tures. This motivated the decision to investigate GPT-
3’s capability to reveal implicit information and to infer
missing information.
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INFORMATION EXTRACTION

The second phase of the experiment is about the capa-
bility of GPT-3 to extract process relevant information
out of a given process description. The respective re-
quests are formulated in 13 questions that are prompted
to the system in a structured way. This step and its
results are explained in the following.

Setting of the Experiment

The process description of Figure 5 was prompted to
the Davinci model with maximum length settings of
2.048 and temperatures of 0 and 0.7. Afterwards, the
tasks of Figure 6 were applied to this process descrip-
tion in four different settings:

1. In the first setting, all prompts were conducted with
temperature 0. The process together with one of the
questions each was send to the system in a separate
prompt. This hindered the system to build a context
vector linking the different questions.
2. The temperature for the second setting was also set
to 0. Now the questions have been sent to the system
one after another in a single prompt so that GPT-3
built a context vector.
3. In the third setting, the temperature was set to 0.7.
Apart from that, the questions were send to GPT-3 like
in the second setting. This procedure was repeated for
five times.
4. Lastly, the temperature was set to 0.7. But in this
setting the order of questions was randomized. This
procedure was repeated for 20 times.

A full exploration of all 13! possible permutations which
would gain deep insights into the behavior of the system
fails with respect to its complexity.

1. Provide an ordered list of the workplaces that are used in this pro-
cess.

2. Provide an ordered list of business roles or actors in this process.

3. Provide an ordered list of events that occur in this process.

4. Provide an ordered list of activities that need to be conducted in
this process.

5. Provide an ordered list of business objects in this process.

6. Provide an ordered list of information objects in this process.

7. Is there a sequence in this process? If so, which?

8. Is there a decision in this process? If so, which?

9. Is there an alternative in this process? If so, which?

10. Is there an exclusivity in this process? If so, which?

11. Is there a concurrency in this process? If so, which?

12. Is there an iteration in this process? If so, which?

13. Is there a loop in this process? If so, which?

Figure 6: Tasks to Analyze the Process Description

The answers given by GPT-3 were evaluated for com-
pleteness and correctness from a human perspective as
discussed next.

Results of the Second Phase

In addition to the results of the first phase, the following
observations could be made:

• Explicit information concerning workplaces, activi-
ties, and some of the control flow information was ex-
tracted successfully.
• Implicit information was guessed:
– Answers concerning roles and actors ranged from
two roles (customers, workers) to ten (one employee per
activity identified). In three runs, though, no roles were
detected at all but workplaces were specified instead.
– Business and information objects were also guessed
and ranged from material to workplaces to control
structures.
• Activities were identified almost correctly.
• Extraction of events almost failed. These attempts
rather produced a list of activities some of which did
not even fit the description.
• Control structures show an ambiguous picture:
– Sequences were identified in all runs. They are,
however, ordered in the way the activities occur in the
description which is not the intended sequence. Also,
some activities that are intended to occur concurrently
were serialized.
– When asked about concurrency, 22 of 27 runs gave
a positive answer, even though they only had detected
a single sequence before.
– 23 runs detected at least (the intended) alternative.
– 15 runs identified the intended iteration after the
quality check. 3 misinterpreted information concerning
the bottle quantities, the carton assembly, or the la-
bel printing as iterations. In 9 runs, no iteration was
identified at all.

From the authors’ perspective, this is a remarkable re-
sult when keeping in mind that these are early exper-
iments on this new technology. Further improvements
of the results seem to be possible if the context vector is
systematically improved by correctly phrased questions
asked in the right order.

FORMAL TRANSFORMATION

The previously discussed transformations produced
text. But this paper is about GPT-3 assisted Process
Model Development. Process models must be specified
in a formal specification language which follows ded-
icated syntactic rules like in flow-diagrams or BPMN
diagrams, probably even models using a semantic like
Petri nets. The extracted results must then be merged
in order to establish a representation of the entire pro-
cess consisting of activities, events, process structures
and other typical process model components. These el-
ements must then be represented in a form processable
by a process modeling environment.

Setting of the Experiment

The transformation of the narrative answers to the
questions of Figure 6 into a formal representation re-
quires a modeling environment with an open API or a
plain-text file-format.
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The authors chose to use the specification language of
the Process-Simulation.Center (P-S.C), an Integrated
Management System that allows for modeling, simula-
tion, and documentation of processes with the aid of
Petri nets. The tool includes specification languages
for organigrams and swimlanes. Also, the connection
of processes among each other in a process map can be
specified in a textual form (Simon et al., 2022b). These
experiments were also executed in two parts.

The first part was organized as follows:

1. Prompt of the process description at temperature 0.
2. Provide the workplaces first, because based on the
previous experiments, a better extraction of other pro-
cess elements was expected.
3. Extract the activities in a verb-noun phrasing and
format the output as needed for the P-S.C.
4. Extract the events. However, as the word ”event”
did not work well the term ”trigger” was used instead.
This output was also formatted as needed.
5. Extract structures of ”sequence”, ”branching”,
”merging”, ”iteration”, and ”concurrency” in the men-
tioned order and format the output as needed.

This experiment was repeated once at a temperature
of 0.7, and five times in ChatGPT with varying orders
of the requests for the control structure.

In the second part, the tasks prompted to the system
were rephrased and enriched with examples. The first
questions were posed in the same order, however the
one for the control structures was changed to ”branch-
ing”, ”merging”, ”concurrency”, ”iteration”, and ”se-
quence”. Again, these tasks were conducted once at
temperature 0 and five times at temperature 0.7.

Results of the Third Phase

The first steps delivered valuable results when GPT-
3 was provided with precise instructions and examples
of correct formatting. But the system deviated more
and more from the established process elements and
structures as the chat progressed.

• Although the prompted style required named Petri
net elements, in several runs at temperature 0.7 Chat-
GPT numbered them instead. Also closing semicolons
were omitted. The system performed better at temper-
ature 0.
• The extraction of triggers worked worse compared
with activities, but rephrasing and providing examples
improved the results.
• The extraction of control structures failed, but chang-
ing the order of structures asked for in the prompts im-
proved the results slightly. The system, however, still
missed intended structures or built structures not de-
scribed. Furthermore, activities were serialized as they
occur in the description ignoring deviating statements.

In summary, GPT-3 was able to produce rudimentary
process models concerning activities and events, but
the results for control structures are far from being us-
able. From this point of view, the problems of GPT-3
to format a correct formal syntax can be put aside for
the time being.

DISCUSSION AND CONCLUSION

The experiments described in this contribution give a
first answer to the question:
Which steps in the process of (process-)model develop-
ment have the potential to be assisted by GPT-3 today?
The experiments have been divided into the phases Ex-
tending the Description, Information Extraction, and
Formal Transformation that address different linguistic
capabilities of GPT-3: text generation, text summary,
and translation (into a formal language).
Keeping in mind that this technology is quite new, the
achieved results are impressive. They are a promising
development compared to former work on chatbots for
process patterns. The transformer technology and the
massive amount of training data opens new horizons.
But the current capabilities are still far away from be-
ing conducted unsupervised. Assisted process model
development is possible, but an automatism is still out
of reach.
The reasons for this can be observed in each phase of
the experiments:
Extending the Description: Although GPT language
models are trained on a very large dataset, they don’t
have world knowledge or common sense. They are not
capable of inferring new knowledge, but are limited to
what they have been exposed to during their training.
This hinders an extension of existing descriptions in
a reasonable way fine-tuning may be difficult, because
specific domain is less available than general training
material.
Another limitation is important for this task: although
it may appear so, GPT is incapable of reasoning and
calculation. What looks like reasoning is just the out-
put of the most likely word and number combinations
given the context vector.
Information Extraction: The descriptions need to be as
precise and clear as possible to achieve accurate results.
Then, knowledge extraction is possible if the system is
asked the right questions in the right order. In the
experiments described here, however, it was not always
possible to gather all relevant information.
Formal Transformation: GPT-3 can also help to create
formal models. Process elements and (at least partial)
structures can be extracted and serialized. But this
must be carefully prepared in order to use the result
for modeling software.
Future work on the use of GPT-3 for assisting business
process model development is needed in various fields.
Detailed work will be on the various language models
and the different process models they generate. A large
number of well documented and evaluated experiments
will have to be conducted.
Another field will be systematic prompt design to solve
the numerous tasks related to process modeling.
However, the authors expect that the main area of re-
search will be to add factual knowledge to the inher-
ently probabilistic knowledge base.
For the improvements in GPT-4 over GPT-3 and their
differing capabilities, please refer to (Bubeck et al.,
2023), which was recommended by a reviewer.
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ABSTRACT 

   Supply chain resilience has moved up the corporate 
agenda in recent years, not least because of the number 
of crisis events that have caused supply chain disruptions. 
The aim of this paper is to shed light on the inbound 
supply chain and its strategic resilience status, using the 
resources already available to decision-makers within the 
organization. To do this, we translate a holistic set of 
previously developed Key Resilience Areas (KRAs) into 
concrete analytical steps to reveal weaknesses in the 
network in terms of vulnerable suppliers and materials. 
We illustrate our thinking with an example that focuses 
on the inbound side of a fictitious manufacturing 
company based in Hamburg, Germany. 

INTRODUCTION 

   A resilient supply chain reflects an organization’s 
capability to anticipate, prepare for and respond to supply 
chain disruptions. The issue has gained momentum in 
recent years, due to major crises that have affected global 
supply (e.g., Covid-19 pandemic, Suez Canal disruption). 
There are several reasons why supply chain resilience is 
a business enabler (for a comprehensive review of supply 
chain resilience, see Blackhurst et al. 2005; Rao and 
Goldsby 2009; Ghadge et al. 2013, Yang et al. 2021): 

• By being resilient to disruption, companies can
minimize the impact of unexpected events on their
operations and bottom line.

• The ability to respond quickly and effectively to
disruptions can help companies avoid costly
shutdowns or delays.

• Companies with resilient supply chains are better
able to adapt to changing market conditions and
maintain their competitive edge.

• Supply chain resilience ensures that the company
can continue to operate under adverse conditions,
enabling companies to minimize the risk of long-
term damage and to ensure business continuity.

• Companies that can maintain business continuity
during a crisis can protect their brand reputation,

which is particularly important to customers and 
stakeholders. 

Although supply chain managers are aware of the 
importance of this issue, it has rarely been addressed and 
translated into a structured process within companies - as 
the primary focus has been on efficient supply chains. 
This is where our research comes in. Our aim is to 
develop a practical approach that proactively guides 
decision-makers in logistics to design a resilient supply 
chain. Our research follows three premises. 1) The topic 
of resilience has rarely been considered by companies in 
recent years, accompanied by a lack of knowledge and 
ability to even estimate the current resilience status of 
their network. 2) Time is a critical factor in business 
today. Decision-makers need cost-effective and 
pragmatic support rather than comprehensive models for 
detailed resilience analysis, e.g., using complex 
optimization models. (3) All the ingredients for such 
resilience analyses are actually available in the company 
and can be used directly, but guidance is lacking, and 
application-oriented research should support decision-
makers in this regard. 
We have taken the first steps to support decision-makers 
and presented our ideas in previous publications 
(Schätter, Morelli & Haas 2022, Schätter, Haas & 
Morelli 2022). In what follows, we build directly on these 
ideas to show how our proposed concept of Key 
Resilience Areas (KRAs) can be translated into concrete 
steps for analyzing inbound supply chain resilience. The 
rest of this paper is structured as follows. In the next 
chapter, we describe the concept of KRAs in terms of the 
different process links within a supply chain. We then 
shift the focus to inbound supply chain resilience analysis 
and present simulation sequences that should be 
conducted in this regard. To illustrate our considerations, 
we apply the sequences directly to a fictitious 
manufacturing company in Hamburg, Germany. 

ANALYSIS OF KEY RESILIENCE AREAS 

   The aim of our previous research using KRAs was to 
identify vulnerable parts of the supply chain in terms of 
entities, materials and transport relations based on a 
limited set of transactional data highlighting historical 
delivery items (Schätter, Morelli & Haas 2022, Schätter, 
Haas & Morelli 2022). Therefore, we have developed 8 
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KRAs (KRA1-8) covering different aspects of the supply 
chain that may be critical with respect to disruptions: the 
geographic distribution of entities (KRA1), the sourcing 
strategy of materials (KRA2), warehouse materials 
(KRA3), average storage times (KRA4), transport delays 
(KRA5), consolidations of deliveries (KRA6), transport 
distances (KRA7), and intra-logistics processes (KRA8). 
The KRAs can be directly analyzed within data available 
in the data warehouses of the companies. Rather than 
setting up and applying overly analytical approaches that 
are time consuming and costly, we believe it is more 
valuable to use the resources already available in an 
organization - namely transactional and master data - to 
provide a rough but quick initial indication of the 
strategic resilience status of the supply chain. The KRA 
grid provides a framework for this purpose. In this way, 
we help decision-makers take a first step into the 
complex issue of strategic supply chain resilience and 
enable them to answer the question: how strategically 
resilient is our network?  
In the following sections, we describe the focus of 
resilience analysis using the KRAs for the different parts 
of a supply chain. We then describe how the analysis can 
be extended to the entire supply chain. 
 
Focus of the KRA analysis 
 
The focus of the KRA-based resilience analysis is not on 
the entire supply chain, but on the process links that are 
under the direct control of a focal company. Figure 1 
shows an abstract representation of a supply chain from 
n-tier supplier to n-tier customer and the corresponding 
process links (adapted from Lambert et al. 1998).  
 

Figure 1: Process links and focus of supply chain 
resilience measurement 

 
 
It is clear that a distinction is made between the intra 
supply chain, which includes all entities (e.g., 
warehouses supplying production sites) of the focal 
company itself, and the inter supply chain, which 
includes the interactions with the inbound and outbound 
tier 1 partners, as well as the interactions between the 
other partners involved in the further stages of the value 
chain. The focus of the KRA analysis is on all managed 

process links, as these are under the direct control of the 
focal company, including availability of required 
transactional and master data: process links in the intra-
supply chain and with the inbound and outbound tier 1 
partners, as well as some process links between other 
partners on the tier 2 to tier n level (e.g., due to joint 
ventures). The other process links, which are monitored 
process links and non-monitored process links, are 
excluded from the KRA analysis since the associated data 
is not directly accessible. Possibilities to extend the 
analysis to those parts is discussed below. 
The KRA analysis of managed process links refers to the 
physical movement of materials either between 
companies (inbound, outbound) or between units of the 
focal company (intralogistics). Therefore, different 
KRAs can be used for different sides of the supply chain:  
 
• Resilience of direct inbound process links: On the 

inbound side of the supply chain, resilience is 
determined by the geographical distribution of 
entities (KRA1), e.g., whether there are large 
aggregations of suppliers in certain areas that could 
be at risk - and which could be compared with 
external information such as country risk indices 
e.g., Operations Risk Index, Political Risk Index. 
Secondly, the sourcing strategy (KRA2) is essential 
to determine the number of suppliers per material 
number delivered to the focal companies' 
warehouses and/or factories and required within the 
Bill of Materials (BOM), highlighting redundancies 
in the network (of course, a supplier may supply 
different material numbers to the focal company, 
which is reflected in a number of delivery items.). 
Another option to identify alternatives are substitute 
references if they are already maintained in the 
master data on material number level. It should be a 
further scope to analyze where transport delays have 
occurred in the past (KRA5), which may be the case 
if the transport infrastructure does not provide 
sufficient redundancy in terms of alternative 
transport channels. Related to this is the analysis of 
transport distance (KRA7), which may be more 
susceptible to disruptions for long-distance 
deliveries from distant suppliers. Finally, 
transactional data can be used to examine how 
shipments are consolidated (KRA6) in order to see 
the frequencies of supplies. 

• Resilience of direct outbound process links: On the 
outbound side of the supply chain, the geographical 
distribution of entities is also relevant, with a focus 
on customer clusters describing large sales areas or 
individual customers with a history of high demand 
(KRA1). These clusters could also be compared with 
country risk indices as described in the previous 
paragraph. All transport-related KRAs are also 
relevant to measuring the resilience of the outbound 
network. They provide information on transport 
delays (KRA5), which is relevant as delays are 
associated with loss of reputation and probably 
market position. Even if no delays have occurred, 

Tier 2-n 
supplier

Tier 1 
supplier

Tier 1 
customer

Tier 2-n 
customer

Managed process links
Monitored process links
Non-managed process links

Focal company (intra supply chain)
Supply chain partner (inter supply chain)

Focal company

Inbound Outbound
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transport distances should be examined to identify 
possible future difficulties with long-distance 
customers (KRA7). Finally, the frequency of past 
deliveries to the customers is important and is 
directly related to how well they have been 
consolidated in the past (KRA6). 

• Resilience of direct intra supply chain process links: 
Transactional data can also highlight supplies 
between and within entities of the same company. 
For example, the intra supply chain includes 
factories and warehouses, and insight into the 
resilience of the underlying material flows is also 
important. The transport-related KRAs are relevant 
again: the geographical distribution of the company's 
own entities (KRA1), transport delays of material 
flows through these units (KRA5), transport 
distances (KRA7) and frequency of deliveries within 
the intra supply chain (KRA7). In addition, an 
important aspect is the stockpiling of materials, as 
there are buffers of certain materials (KRA4). For 
example, the frequency and quantities of materials 
entering and leaving the company's warehouses can 
be used to determine whether there is sufficient stock 
of a material to bridge a supply disruption. Other 
aspects such as replacement time and durability of 
materials should be a focus of the analysis. Finally, 
intra-logistics processes, such as the handling of 
incoming and outgoing materials at the focal 
company entities, should be examined (KRA8) when 
exploring the intra supply chain resilience status. 

 
The result should be lists of vulnerable entities, materials, 
and transport relations in the supply chain. Thus, based 
on the results of the KRA analysis, the focal company 
will get a concrete indication of the status quo, e.g. by 
examining the share of vulnerable materials in the whole 
network. This is useful in two ways: firstly, to examine 
the past and identify bottlenecks in the supply chain that 
may be critical and could be controlled; and secondly, to 
look into the future, for example, by developing the BOM 
for future projects and simulating what proportion of 
these products could lead to severe disruptions in this 
regard. In this way, our analysis provides a kind of traffic 
light system to show where something critical might 
happen in the future supply chain application. 
 
Extension of the KRA analysis 
 
As mentioned above, the concept of KRA analysis could 
also be extended to the process links in the supply chain 
that are not under the direct control of the focal company, 
i.e., monitored process links and non-managed process 
links (see Figure 1). The main obstacle is that the focal 
company does not have direct access to the transactional 
data of the supply chain partners. However, to extend the 
KRA simulation to tiers 2 to n, it would be possible to 
work with several tier 1 parts that are considered critical 
to the resilience status from the perspective of the focal 
company. A partner's willingness to cooperate can in 
itself be seen as an aspect of that partner's resilience.  

For example, if an inbound tier 1 supplier delivers a 
material that is considered critical to the focal company 
based on the initial resilience analysis and puts its own 
production processes at risk, there is an opportunity to 
obtain more in-depth information from the tier 1 supplier. 
One possibility would be to conduct a further KRA 
analysis of the focal company's own network of tier 1 
suppliers - and in this context gain insight into further 
vulnerabilities of the identified critical material. For 
example, it may be that the components of this product 
are regionally sourced and therefore stable, so that the 
risk of a disruption spreading through the network is 
limited. 
By extending the KRA analysis to these further process 
links, a holistic assessment of resilience status can be 
achieved. This can be done at all stages of the supply 
chain to identify the critical paths within the supply chain 
under consideration. Figure 2 illustrates the idea of 
identifying critical paths in the supply chain. 
 
Figure 2: Identification of critical paths in the network 

 
 
INBOUND RESILIENCE ANALYSIS 

 
   In this section, we focus on the concrete steps that 
should be taken to analyze inbound resilience based on 
the KRAs. To illustrate our reasoning, we will 
immediately provide an example focusing on the tier 1 
inbound supply chain of a focal company with a 
production warehouse located in Hamburg, Germany. 
 
Steps of inbound supply chain resilience analysis 
 
A prerequisite for determining the resilience status is the 
transactional data on the delivery items of a focal 
company regarding its tier 1 inbound supply chain. In a 
nutshell, the inbound delivery items provide information 
about material-specific and (historical) deliveries from a 
supplier to the entities of the focal company. Data sets 
contained in the data table have been described in 
Schätter, Morelli & Haas (2022) and refer to unique 
identifiers (sender ID, receiver ID, material ID), 
geographical information (e.g. longitude and latitude of 
sender and receiver locations), material specifications 
(material numbers), transport specifications (quantities, 
distances) and time information (time stamp of delivery 
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and receipt). In the context of the use case (illustrative 
example, see below), a dataset of transaction data with 
62,461 delivery items is used. This contains fictitious 
company data. 
In the previous section we described that five KRAs are 
relevant for determining the state of resilience in the 
inbound: KRA1 (geographic distribution of entities), 
KRA2 (sourcing strategy), KRA5 (transport delays), 
KRA6 (consolidation of shipments), and KRA7 (transport 
distances). Based on these areas, the objective is to carry 
out a series of analyses to identify critical parts in terms 
of suppliers and materials in the inbound network to 
explore the supply chain's inbound vulnerabilities. 
Therefore, we propose to apply the KRAs either 
individually or in combination, and consequently use two 
analysis steps to do so: first, the five inbound-related 
KRAs are examined individually to get an initial 
overview of potentially critical parts of the network; 
second, a given combinatorial analysis of two KRAs 
allows a systematic examination of the vulnerabilities in 
greater depth. 
In step 1, each of the five KRAs is examined separately 
to answer a series of questions quantitatively, as 
summarized in Table 1. 
 

Table 1: Questions on resilience to be answered in  
step 1 

 

KRA Resilience-related questions 
KRA1 Are there large geographical clusters 

(number of suppliers, volumes supplied)?  
KRA2 Which deliveries follow a single sourcing 

strategy? 
KRA5 How many deliveries experienced a 

significant delay (deviation from target lead 
times) in deliveries to the focal company?  

KRA6 How well are the suppliers' deliveries 
bundled, what do the delivery frequencies 
look like? 

KRA7 What are the transport distances? 
 
In principle, there are 120 combinations of the five KRAs 
(= 5!). We suggest always combining two KRAs. In this 
way, the effects remain understandable from their causes. 
In this regard, we have prioritized six combinations (out 
of ten combinations) that we consider very important to 
deepen the corresponding knowledge of vulnerabilities. 
We do not exclude the analysis of other combinations, 
but we consider the proposed ones as typical priorities. 
The resilience questions answered in this context are 
summarized in Table 2. 
 
 
 
 
 
 
 
 
 
 

Table 2: Questions on resilience to be answered in  
step 2 

 

KRA Resilience-related questions 
KRA1, 
KRA2 

Are there geographical clusters of single 
source deliveries in the network? 

KRA2, 
KRA5 

Are there single source deliveries that have 
experienced significant transport delays in 
the past? 

KRA2, 
KRA6 

How has consolidation progressed and what 
can we say about the delivery frequencies 
following a single sourcing strategy? 

KRA2, 
KRA7 

Are there long-distance deliveries following 
a single sourcing strategy? 

KRA5, 
KRA7  

Are there any late deliveries in long-distance 
transport? 

KRA5, 
KRA6 

Is there an overlap of late deliveries and high 
frequencies? 

 
The analysis can be understood as a filter that leads to the 
most vulnerable deliveries as well as the associated 
suppliers and materials that can then be defined as 
vulnerable. In this respect, we see whether there are 
suppliers and corresponding delivered materials in the 
inbound supply chain that appear in various results of the 
KRA analysis in steps 1 and 2. These should then be 
monitored by the focal company, or the chosen strategies 
have to be questioned and possibly adjusted in order to 
hedge against potential disruptions in the network.  
In this context, the extension of the KRA simulation 
described in the previous section becomes relevant. 
Indeed, the filtered suppliers and materials could be used 
to determine which parts of the tier 2 network should be 
investigated further. For example, there might be a 
cooperation with a vulnerable supplier to improve its 
resilience status. It should be the goal of the focal 
company to obtain successive transparency in the critical 
paths of the entire inbound supply chain. 
 
An illustrative example 
 
We now illustrate the two analysis steps by considering 
the tier 1 inbound network of a manufacturing company 
whose production warehouse is located in Hamburg, 
Germany (focal company). It is assumed that all 
incoming materials are taken to the production 
warehouse in Hamburg before being shipped to the actual 
production sites. The transactional data contains 62,461 
delivery items in the previous year with 256 shipping 
dates. The delivery items represent deliveries between 
3,783 suppliers (ID: E1 to E3783) across Europe in 3,755 
cities and 21 countries and the warehouse in Hamburg. 
There are 5,865 material numbers to be shipped. The total 
shipment weight last year was 8,550 tons, with an 
average weight per shipment of 136 kg. Figure 3 shows 
the inbound supply chain network. 
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Figure 3: Overview of tier 1 supplier network 
 

 
 

Step 1: Individual KRA analysis 

• KRA1: The top three supplier countries are Germany 
(42%), France (24%) and the Czech Republic (7%). 
Although there are only 273 suppliers in the Czech 
Republic, this country accounts for 51% of the 
delivery items and 48% of the delivered weight, 
indicating a high sourcing cluster. On the other hand, 
although France has almost a quarter of the suppliers 
in absolute terms, it accounts for only 6% of the 
delivery items and 6% of the delivered weight 
(Germany: 22% of the delivery items, 38% of the 
delivered weight). 

• KRA2: 2,195 suppliers are managed on a single 
source basis, representing 58% of all suppliers (who 
have delivered in the previous year). Single source 
suppliers accounted for 66% of the delivery items 
and 65% of the weight delivered. 49% of all single 
source suppliers are located in Germany, 17% in 
France and 12% in the Czech Republic. In the latter 
country, all suppliers are single source. 

• KRA5: 371 suppliers had an average delivery time 
variance of more than 7 days across all delivery 
items. However, the corresponding weight was only 
0.97% of the total weight of deliveries within the 
timeframe considered. This looks good, but when 
having a look at individual deliveries, 53% of all 
suppliers had at least one delivery with a delay of 
more than 7 days, which represents 23% of the total 
weight delivered within the year. Of this, 68% of the 
weight came from suppliers in the Czech Republic. 

• KRA6: There are 45,018 shipments consisting of 
multiple delivery items from the same supplier on 
the same day. It can be seen that 9% of the suppliers 
deliver to Hamburg at least once a week. The 
average weight per shipment is 193 kg. The suppliers 

with the highest frequency deliver 56% of the total 
weight. In the Czech Republic 231 of the 273 
suppliers deliver highly frequent, whereas in 
Germany only a very small percentage. 

• KRA7: The average distance from the suppliers to 
the warehouse in Hamburg across all delivery items 
is 790 km, which corresponds to a travel time of 10.9 
hours by truck. The furthest suppliers are located in 
Spain, E144 in Arrecife with 4417 km and E2649 in 
Puerto del Rosario with 4328 km distance. In 
contrast, there are also German regional suppliers 
such as E1326 in Hamburg and E298 in Barsbüttel 
with a distance of 13 km. 2% of the total weight is 
delivered from suppliers which are in a distance to 
Hamburg of 2,000 km or more. 

Step 2: Combination of KRAs 

• KRA1 & KRA2: All 273 suppliers from the Czech 
Republic are single source (49% of total weight) 
while 67% of all suppliers from Germany were 
single source suppliers last year. They account for 
23% of the total weight. The three most important 
(ranked by delivered weight) single source suppliers 
for critical materials (e.g., those classified as A 
materials) are E1646 in Kojetin, CZ (618 kg per 
delivery item), E2434 in Opava, CZ (620 kg per 
delivery item) and E2273 in Neratovice, CZ.  

• KRA2 & KRA5: There are 156 suppliers (out of 371) 
with a critical lead time of more than 7 days on 
average that follow a single source strategy. It is 
important to note that only 1 supplier is located in 
the Czech Republic, while 72 are located in France, 
36 in Germany and 10 in Italy. 150 of the 156 
suppliers deliver critical materials. The top 3 
suppliers of critical materials are E1833 in Leganes, 
Spain, E1240 in Granadilla de Abona, Spain and 
E2326 in Nice, France.  

• KRA2 & KRA6: The analysis shows that 169 of the 
323 weekly suppliers are single source. 29 of them 
supply a critical material and all are located in the 
Czech Republic. The top three (again by weight) are 
E2434 in Opava, E2273 in Neratovice and E1646 in 
Kojetin. 

• KRA2 & KRA7: The average distance of single 
source suppliers to Hamburg is 802 km. Seven of the 
most distant single source suppliers of critical 
materials are located in Spain and three in Italy. The 
most important single suppliers of critical materials 
with a distance of more than 2,000 km are E3114 in 
Siracusa, Italy with 2,513 km, E1833 in Leganes, 
Spain with 2,178 km and E3491 in Vigo, Spain with 
2,459 km. 

• KRA5 & KRA7: Of the top 10 suppliers (by weight 
delivered) with a delivery time variance of more than 
7 days, six are in France, two in Romania and one 
each in Poland and Spain. The top three are E3302 
in Timisoara, Romania, E470 in Brasov, Romania 
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and E1969 in Lublin, Poland. 176 suppliers with an 
average lead time deviation of more than 7 days 
supply a critical material. The top 3 by distance are 
E3409 in Utera, Spain (2,659 km from Hamburg), 
E575 in Italy (2,520 km) and E2509 in Paterno, Italy 
(2,466 km). 

• KRA5 & KRA6: There is no overlap between the 371 
suppliers with an average lead-time variance of more 
than 7 days and the 323 suppliers with a high 
frequency (at least once a week). However, all 371 
suppliers have experienced at least one lead-time 
variance of more than 7 days in the last year. 

Findings 

Based on the KRA analysis, the following key findings 
on the state of resilience of the focal company can be 
summarized. The focal company 

• has an inbound network that relies heavily on single 
sourcing. Last year, 65% of the weight was supplied 
by single source suppliers. 

• should be aware that there is a cluster of single 
source suppliers in the Czech Republic, 85% of 
which have a high delivery frequency (at least one 
delivery to Hamburg per week).  

• experienced at least one delivery delay of more than 
7 days in last year for all suppliers in the Czech 
Republic. This could be a critical region in the event 
of a disruption. 

• needs to understand that despite the supplier clusters 
in Germany and the Czech Republic, the most 
critical individual suppliers are not located in these 
countries; the ten most critical single source 
suppliers with significant delays for critical 
materials in the previous year are located in Spain, 
France and Italy. 

• has a logistics structure with a central warehouse, but 
its weakness is the distance to its suppliers. The 
average distance of 802 km to individual suppliers is 
high and increases the risk of serious disruptions, as 
a significant proportion (29%) of suppliers are even 
further than 1,000 km from Hamburg. 

Figure 4 shows the most vulnerable suppliers based on 
the KRA analysis. These are the top 10 (by weight) long-
distance single source suppliers (> 1,000 km from 
Hamburg) of critical materials that were additionally 
affected by an average delay of more than 7 days in the 
previous year. 

 
 
 
 
 
 
 
 
 

Figure 4: Top 10 critical tier 1 supplier 
 

 
 
CONCLUSION AND OUTLOOK 

   In this paper we have described how a systematic 
analysis of the resilience-relevant parts of the inbound 
supply chain from the perspective of a focal company can 
be carried out. We first summarized the concept of KRAs 
and then described how different subsets of them can be 
used to analyze the resilience of different parts of the 
inter and intra supply chain of a focal company. We 
identified a number of priority analyses that should be 
carried out, particularly for the inbound network of the 
inter supply chain and illustrated our proposal with an 
illustrative example. In addition, we discussed that the 
resilience analysis should initially focus on the managed 
process links in the network, as the relevant shipment 
data is directly accessible. Based on a resilience analysis 
of these links, an extension to monitored and non-
monitored process links should be considered in 
cooperation with the critical supply chain partners. 
With our approach, we have created the basis for logistics 
decision-makers to use a pragmatic and applicable 
procedure in an area that was previously not part of their 
core capabilities: resilience management instead of 
efficiency management. Our aim is to provide decision-
makers with a process that allows them to make a rough 
estimation of "how resilient is our supply chain" by 
providing them with the most vulnerable parts of the 
supply chain such as suppliers, materials, and relations. 
Our proposal is resource efficient as it uses historical 
transactional data that can be easily captured from the 
company's data warehouse and / or transactional systems. 
Working within a supply chain is a complex undertaking 
because there are so many relationships within the value 
chain that one does not even suspect, e.g. relationships at 
tier 2 or higher. Our research has shown that the direct 
and first step to take is to look at the managed process 
links (and corresponding data) that are already available 
to decision-makers. These are the managed process links 
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in the supply chain. We believe that once decision-
makers understand the vulnerabilities within these 
process links, further steps can be taken to address the 
critical pathways throughout the supply chain from the 
perspective of the focal company. For example, by 
identifying a vulnerable supplier, it is possible to mitigate 
associated risks if this company is willing to have its own 
tier 1 network resilience tested. In this way, 
vulnerabilities are revealed one by one. 
There are several pieces of work that are next in our 
research. 1) The analyses presented in this paper should 
be extended to the outbound network and the intra supply 
chain. Further case studies in collaboration with 
companies are needed to further develop and verify our 
approach. 2) To support decision-makers, the results of 
the KRA analysis should be visualized in a dashboard to 
be used at a strategic level. 3) The approach should be 
coupled with an operational tool that intervenes directly 
in the processes, e.g., in the selection of a single source 
strategy. In this respect, process mining is a promising 
option, see Schätter, Haas & Morelli (2022). 
Understanding the processes and automating them in 
terms of decision making to avoid disruptions directly 
strengthens the functionality and resilience of the supply 
chain. Furthermore, a strategic supply chain analysis 
such as the one conducted in this paper should be based 
on event logs collected over the year and show through 
dashboards how the resilience statistics of the supply 
chain design have changed at different intervals (e.g. 
quarterly). This will provide decision-makers with a 
strategic monitoring system in addition to operational 
decision support. 
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ABSTRACT

The paper discusses the study to develop and tune
parameters of a nonlinear autoregressive neural network
(NARNet or NARNN) model for predicting the number
of housing units. Predictions were made for the housing
construction market in Poland, which is a dynamically
growing European market. Three stages of the housing
construction process have been taken into consideration:
permits issued for house construction, houses under
construction, and completed new houses. Experimental
results have shown that a NARNet model can be a very
effective tool in the considered scenario. A network
model using the Levenberg-Marquardt backpropagation
training function achieved the best model fit, as well as
the most accurate one-month predictions.

INTRODUCTION

According to a report by real estate consultancy JLL,
the real estate market in Poland has been in a good
shape and the number of dwelling offers on the primary
and secondary markets have been increasing (JLL 2021).
About 88,000 new apartments were available on the
primary market in Poland. Moreover, the number of
new apartments offered by developers has continued to
grow and apartment prices also has increased by about
5-10%. As for the secondary market, the number of
listings was about 172,000 at the same time, and most of

them were from individual investors. Prices of
apartments on the secondary market varied depending
on the location and condition of the apartments. It
should be noted, however, that the real estate market
situation in Poland is changing dynamically and can
vary from region to region.
The housing construction market is characterized by
high seasonality, determined, among other things, by the
seasons of the year and related weather conditions
(Frącz et al. 2023; Mach et al. 2021). At the same time,
there is a great need to predict the actual situation in this
market and to make predictions over different time
horizons for its key components. Thus, it is crucial to
utilize effective predictive tools and constantly enhance
existing ones, considering the unique features of the real
estate market and the recurring emergence of abnormal
situations, such as pandemics or armed conflicts (Hozer
et al. 2019; Kokot 2022; Mach 2019; Mach et al. 2020).
The real estate market has seen a successful
implementation of predictive techniques utilizing
artificial intelligence, including neural networks and
linear regression (Huang et al. 2011; Lin et al. 2021).
The housing construction market is known for its
heterogeneity and low flexibility, which pose challenges
to its size prediction. Conventional methods of time
series analysis often fail to provide acceptable results in
this area, leading researchers to explore advanced
techniques, such as those based on artificial intelligence.
This study supports the application of NARNet method
for the housing construction market forecasts,
demonstrating its utility in this context. By leveraging
the capabilities of NARNet, researchers can better
address the complex nonlinear relationships and patterns
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inherent in the housing construction market, improving
the accuracy of forecasting models. These findings may
have important implications for stakeholders in the
housing construction industry, enabling them to make
more informed decisions and mitigate risks associated
with market fluctuations.
In this paper, we consider three main stages of the
housing construction process, which translate into three
components of the housing construction market:
 number of permits issued for house construction,
 number of houses under construction,
 number of new houses that have been put into use.

These components, along with sales of construction and
assembly products, are key determinants of the housing
market with a direct impact on it.
Motivated by recent successful results of time series
forecasting with a nonlinear autoregressive neural
network, we develop and test a NARNet model for the
housing construction market. A research hypothesis
investigated in the paper assumes that a nonlinear
autoregressive neural network can be a reliable tool to
build forecasts for the three main components of the
housing construction market.

PRELIMINARIES

A time series is a sequence of discrete-time data, i.e., a
sequence of values measured in time.
A univariate time series is a series consisting of a
single-feature (scalar) observation with equally spaced
values (taken at successive equally spaced points in time,
e.g., every month).
The nonlinear autoregressive neural network (NARNet
or NARNN) model can be expressed as

�� = � ��−1, . . . , ��−� ,

where y is a variable to be forecasted, t is the time index,
d is the number of delays, and f is the function. A big
advantage of the NARNet model, besides its high
forecasting efficiency, is that it uses its own universal
predicting algorithm without the need for a
mathematical model of a process being modeled. Thus,
function f is unknown in advance and is estimated with
the use of a neural network (Xu and Zhang 2022). The
model is autoregressive so it is able to capture hidden
patterns in data-driven predictions by using historical
time series data to predict future values in a time series
(Adedeji et al. 2019; Padilla et al. 2021).

RESEARCH METHODOLOGY

The methodology applied in the study included the
following steps: data preparation, developing a NARNet
model, running experiments with parameter tuning, and
evaluating prediction performance.

Data Preparation
The input for a model has a form of a time series,
containing natural numbers. We consider univariate
time series, where each element of the series represents

the number of houses (permitted, initiated, or completed
ones, depending on a construction stage under
consideration) in the one-month interval.
The original series have been normalized with the use of
z-score standardization.

Developing a NARNet Model
A NARNet model was developed using Deep Learning
Toolbox available in MATLAB (Narnet 2023). Two
types of networks were used in the study to train the
models: an open loop network (Fig. 1a) and a closed
loop network, in which the feedback input is replaced
with a direct connection from the output layer (Fig 1b).
Forecasts were made using open-loop networks with
one-step-ahead prediction (Fig. 1c).
During the model tuning, a whole time series is
randomly divided into training, validation, and testing
data, with multiple repetitions. The following data ratios
were applied: a training data ratio of 0.7, a validation
data ratio of 0.15, and a testing data ratio of 0.15.

(a) Open Loop Network

(b) Closed Loop Network

(c) Open Loop Network with One Step Ahead Prediction

Figure 1: Block Diagram of the NARNet Models Used

Four various functions have been used for neural
network training. These functions differ in the way in
which weight and bias values are updated during the
training:
 trainscg – scaled conjugate gradient

backpropagation,
 trainoss – one step secant backpropagation,
 traincgb – conjugate gradient backpropagation

with Powell-Beale restarts,
 trainlm – Levenberg-Marquardt backpropagation.

For all four functions, the training procedure stopped
when any of the following conditions occurred: the
maximum number of epochs was reached, the maximum
training time was exceeded, the minimum performance
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or the minimum performance gradient was reached, or
the maximum number of validation performance
increases after its last decrease was exceeded. An
additional stop condition for trainlm function was when
an adaptive μ value surpassed the assumed maximum.
The following parameter values were applied during
model training:
 number of hidden layers: 1,
 the hidden layer size: 20,
 number of epochs: 1000,
 performance goal: 1e-6,
 maximum validation checks: 50,
 feedback delays: 1-120,
 feedback type: open/closed loop,
 prediction: closed loop (Fig. 1b); one step ahead

open loop (Fig. 1c).

Prediction Performance Measures
To assess the quality of the prediction model, two
measures have been used: MSE (Mean Squared Error)
and the regression coefficient.
MSE is calculated based on differences between actual
and predicted values of a time series:

��� = 1
� �=1

� �� − ���
2

� ,

where n is the number of time series values (elements),
Y and �� are vectors of observed and predicted values of
the time series, respectively.
The regression coefficient describes the average
functional relationship between actual and predicted
time series values Y and �� . It is calculated by
minimizing the sum of squared residuals of a linear
model:

� = ����������(�,��)
��������(�)

.

RESULTS AND DISCUSSION

Data Description

The data used in the study refer to the Polish housing
construction market (GUS 2022). They had been
collected over the course of 206 months (more than 17
years) in the period from May 2005 to June 2022.
Two types of dwellings were taken into account: houses
constructed by individual investors for their own needs
and apartments raised by developers for sale or rent.
Given the marginal quantitative importance of
municipal, cooperative, social rental, and company
objects, these premises were not taken into account in
this study.
The data used correspond to three stages of the housing
construction process:
(a) “permits” – number of permits issued for house

construction,
(b) “initiated” – number of houses under construction,
(c) “completed” – number of new houses that have

been put into use.

The data were elaborated as monthly time series, with
successive elements of a series denoting the
corresponding numbers of houses (permitted, initiated,
or completed ones, depending on a construction stage)
in successive time slots (1-month intervals).
The three original time series are visualized in Fig 2. It
can be seen that the number of permits for the beginning
of house construction is characterized by cyclicality and
has a trend. The analysis of these characteristics of the
waveforms was not considered in the present work due
to the space limit. Instead, the purpose of the research
was to develop a model for data prediction without the
need for differentiation and detrending the processes (as
in ARIMA-type models).

Analysis Results

After building NARNet models for the three-time series
(Fig. 3 – Fig. 6), errors in the models have been
assessed.

(a) House Construction Permits

(b) Houses Under Construction

(c) Completed Houses

Figure 2: Visualization of the Original Time Series
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First, the model fit was investigated for various numbers
of iterations, ranging from 1 to 1000. Fig. 3 presents
values of MSE obtained for various numbers of
iterations during the model training for the four training
functions.
.

(a) House Construction Permits

(b) Houses Under Construction

(c) Completed Houses

Figure 3:MSE Values for Various Training Functions
Depending on the Number of Iterations

As it can be seen, the model performance depends on
the training function applied: these differences are
greater for permits model (Fig. 3a) and smaller for
initiated (Fig. 3b) and completed (Fig. 3c) models. In all
three cases, a clear outperformance of trainml training
function may be observed (a blue line)
Furthermore, the quality of the models depends on the
number of iterations applied during the model training:
the higher the number of iterations is, the lower MSE
values are obtained. In Fig. 3 minimal MSE values have
been highlighted for the 70th iteration, when MSE levels
start to stabilize, as well as for the 700th iteration, when
MSE levels are just fairly stabilized. In all the cases, the
minimum MSE values were achieved for trainml
function. It can be also observed that for the house
construction permits (Fig. 3a), the MSE stabilizes only
relatively late, after about the 600th iteration. For both
remaining series, related to houses under construction
and completed houses, the MSE stabilizes much earlier,
after only about 100 iterations.
To sum up this part of the analysis, the best results were
obtained for the trainml model. The results in Fig. 3

confirm that a sufficiently large number of iterations is
required to properly train the NARNet model.
Regardless of the aforementioned MSE stabilization
results for individual numbers of iterations of the
learning process, in further parts of the paper neural
network models trained after 1000 iterations have been
analyzed and discussed.
An example model response for the initiated number of
houses, with the use of trainlm function, after 1000
iterations in the course of 85 consecutive months, is
shown in Fig. 4.

Figure 4: Example Model Response for the Number of
Initiated Houses (trainlm Function, 1000 Iterations of
the Model Training)

The presented charts show the target and the output
housing number values of the considered data sets for
the following experiment phases: learning (blue dots
and pluses), validation (green dots and pluses), and
testing (red dots and pluses), as well as the values of the
residual error, marked with yellow bars. In the given
example it can be observed that in most cases the points
overlap, representing a well-chosen and well-trained
model of the neural network.
Fig. 5 shows an example scatter plot of the model
output and target for the houses under construction, with
the use of trainlm function, after 1000 iterations of
training. The chart shows four graphs for the three
datasets: the learning, validation, and test datasets, as
well as for the total dataset. The circles represent the
samples in each case and the solid line indicates the
regression model approximated by a linear function,
whose parameters are given in each case on the y-axis.
In most cases, a very good fit of the NARNet model to
the empirical data was obtained. It has been observed
that an outlier has been included in the validation data
set, which has resulted in an underestimation of the
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regression curve. However, the impact of this outlier
may be deemed insignificant and has not considerably
affected the overall correlation coefficient, which still
remains high, exceeding 0.96. The research team
acknowledges the presence of this outlier and has
considered various statistical methods to account for its
effect on the analysis.

Figure 5: Scatter Plot for Example Model Output and
Target (for the Number of Initiated Houses, trainlm
Function, 1000 Iterations of the Model Training)

Despite this, the results obtained from the analysis
remain valid and reliable for future research in this field.
Further investigations will be conducted to understand
the cause of the outlier and its potential impact on the
results.
In the next step, the autocorrelation of residuals has
been investigated. A good prediction model requires
that the errors be random, normally distributed, and not

correlated with each other. Furthermore, the
autocorrelation values for various lags should fall within
confidence intervals. Fig. 6 visualizes sample error
autocorrelation for various house construction stages for
the best training function, i.e., trainlm (due to the space
limits results obtained for other training functions are
not presented in the figure; nevertheless, they are
included in the analysis).
In most cases the autocorrelations of the errors have the
correct course, i.e., they decrease with the lag increase
and fall within the confidence intervals. Exceptions are
the data related to houses under construction (the
initiated model), where for the trainoss and traincgb
functions autocorrelation increases appear. In contrast,
the trainlm function for the number of building permits
issued (the permits model) and housing units finished
(the completed model) do not exceed the confidence
intervals. In the case of the number of completed houses,
small autocorrelations appear for the 6- and 12-month
periods.
To provide a summary of prediction results obtained,
their visualization is provided in Fig. 7. Individual bars
on the graph represent the Pearson correlation
coefficient values that were obtained in the regression
process of the learning and the actual data. The colors of
the bars distinguish results obtained for individual data
sets: the train, validation, test, and all-data ones whereas
the x-axis spreads out groups of values obtained for
individual training functions: trainscg, trainoss,
traincgb, and trainlm. The range of the y-axis was
limited from 0.9 to 1 since very good fits were obtained
for all the cases, with differences of about 0.04 at most.
The best fit, characterized by the highest correlation
coefficient, was obtained for the number of housing
units put into service. Regardless of the dataset, the best
fit was achieved for the network with the integrated
trainlm algorithm.
Fig. 8 presents MSE results obtained in an open loop
network and for delayed one-step ahead prediction,
which provides an additional measure for evaluating the
quality of the neural network's fit to the empirical data.
Let us note that the y-axes were not standardized for
better observation of differences between the training
functions. The best results were obtained for the

(a) Construction Permits (b) Houses Under Construction (c) Completed Houses

Figure 6: Error Autocorrelation for the Considered House Construction Stages, trainlm Function
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prediction of the number of completed housing units,
for which the smallest MSE values were obtained
(below 0.025). Regardless of the type of data, the best
fit was obtained for trainlm function, for which MSE
scores were close to zero. The highest error rates,
exceeding 0.08, were obtained for the number of house
construction permits predicted with the use of trainoss
function.

(a) Construction Permits

(b) Houses Under Construction

(c) Completed Houses

Figure 7: Prediction Results – Regression Coefficient

(a) Construction Permits

(b) Houses Under Construction

(c) Completed Houses

Figure 8: Prediction Results – MSE

CONCLUSION

This paper discusses a study aimed at the application of
the nonlinear autoregressive neural network (NARNet)
for the housing construction market forecasts. The study
focuses on predicting the number of houses related to
the main stages of housing construction, such as permits
issued for house construction, houses under construction,
and completed new houses. Real data from the Polish
housing construction market was used and three groups
of NARNet models were developed for the three
construction stages, with the use of four various neural
network training functions.
The model efficiency was verified through a number of
experiments and analyzed in terms of the model fit and
prediction error rates (mean squared error, regression
coefficient). The results show that NARNet can be a
very effective tool in this scenario, with a network
model using the Levenberg-Marquardt backpropagation
training function achieving the best model fit and the
most accurate one-month predictions.
One limitation of a NARNet model is that it relies
heavily on the quality and quantity of input data.
Incomplete or error-containing data may introduce bias
into the model and result in inaccurate predictions.
Additionally, NARNet method assumes that the data
follows a specific pattern, which may not always hold
true in real-world situations, making it challenging to
capture sudden changes or irregularities in the housing
construction market, such as unexpected economic
shocks or policy changes. Another limitation of
developing a NARNet model is that it requires a
significant computational cost to train and optimize the
model, especially for large datasets with many input
variables. To overcome these limitations, researchers
may explore alternative approaches to the housing
construction market forecasts, such as hybrid models
that combine multiple methods or machine learning
algorithms that can handle high-dimensional data more
effectively. However, NARNet remains a popular
choice due to its flexibility and ability to capture
complex nonlinear relationships between variables.
Besides, the application area under consideration is not
a case of a real-time environment so the computation
time is not critical.
Further research will focus on expanding the forecasting
models used, resulting in ensemble or hybrid methods,
which should further improve the quality of the
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forecasting models built. Moreover, as part of future
work we are going to test the quality of forecasts using
the equivalent NARNet models for data obtained from
different regions of the country and from other countries.
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ABSTRACT 

In this study, a periodically reviewed inventory system 

with an order-up-to-level policy and budget constraints 

is considered. A discrete-event simulation model is 

developed to identify the optimal operating conditions, 

in terms of reorder period (DT) and order up to level 

(OUTL). Two different scenarios, characterized by 

different unit costs, are considered. A sensitivity analysis 

is finally conducted to evaluate the impact of 

procurement lead time and budget constraints on optimal 

conditions. A linear correlation between optimal DT and 

optimal OUTL is found and the equation of the line is 

derived as a function of the average daily demand and 

procurement lead time. 

 

INTRODUCTION 

Good inventory management is essential, on the one 

hand, to reduce the management cost and, on the other 

hand, to ensure high customer satisfaction. The most 

critical and challenging aspect of inventory 

management, indeed, is balancing supply and demand 

so that products are not overstocked or in shortage. 

Keeping inventory at a low level, indeed, can reduce the 

costs of keeping stock on hand, but at the same time 

increases the risk of shortages. On the contrary, 

maintaining inventory at a high level reduces the risk of 

shortages, but increases the cost of storage. “How much 

to order?" and "When to order?" are the two biggest 

problems that managers must solve when they manage an 

inventory.  

Several approaches can be found in the literature 

aimed at optimizing inventory management. Some 

authors focus on economic optimization, by both 

minimizing the total management cost (Jeenanunta et al., 

2021; Kouki et al., 2014; Qiu et al., 2022) or maximizing 

the profit (Çomez & Kiessling, 2012; Zhang, 2012; 

Zhang et al., 2008). Generally, the cost items considered 

are the stock-keeping cost, the order-issuing cost, and the 

stock-out cost. The latter, when backlogs are admitted, 

coincides with a shortage cost; in other cases, out-of-

stock situations are considered to cause lost sales.  

Other authors focus on the customer satisfaction point 

of view by introducing service level constraints to 

maximize the level of demand satisfaction (Chen & Li, 

2015; Minner & Transchel, 2010; Wang & Chen, 2022). 

In real scenarios, making these decisions is a great 

challenge especially because constraints caused by 

limited resources have to be faced. One of the most 

important constraints imposes budget restrictions on the 

amount that can be spent on stocks. This constraint is 

studied in different fields using different methods. Bera 

et al. (2009) have presented a continuous-review 

inventory model with a budget constraint in which the 

purchase cost of the system is paid when an order comes.  

Also, available storage space is often a constraint to 

be met. Hariga (2010) has presented a continuous review 

inventory system with constraints of stochastic space for 

a single item and random demand in which the quantity 
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of the order and reorder point are decision variables. 

Finally, also lead time can be considered as a time 

constraint that affects system performance and should 

be taken into account to optimize management policy 

(Ben-Daya & Raouf, 1994). Depending on the case, it is 

treated as a predetermined parameter constant or 

stochastic. To the best of the authors’ knowledge in the 

literature there are no studies that address the 

optimization of periodically reviewed inventory 

management systems with budget constraints using a 

simulation approach. Furthermore, no study evaluates 

the impact that budget constraint amount, procurement 

lead time as well as unit costs have on the optimal 

inventory management policy. 

In this study, a discrete-event simulation model of an 

order-up-to-level periodic review policy with a budget 

constraint was developed. The simulation model was 

then used to identify the optimal combination of the 

operating leverages for minimizing the total 

management cost. Finally, a sensitivity analysis was 

conducted to assess the impact that both budget 

constraints and lead time have on management policy. 

The article is organized as follows: the model 

overview as well as nomenclature and assumptions are 

reported in section 2; numerical simulation results are 

presented and discussed in section 3. Finally, in section 

4, conclusions are reported and future research activities 

are outlined. 

MODEL OVERVIEW AND ASSUMPTIONS 

Table 1 – Nomenclature 

Symbol Description Unit 

i i-th day (i = 1,…,n) - 

ΔT Reorder period days 

OUTL Order-up-to-level kg 

LT Procurement lead time days 

𝑂𝐻𝑖 On-hand inventory on 
the day i 

units 

𝑂𝑖 Quantity purchased on 
the day i 

kg 

�̅� Average daily demand kg/day 

σ Standard deviation of the 
daily demand 

kg/day 

𝑂𝑂𝑆𝑖 Out-of-stock on the day i kg/day 

𝐶𝑜𝑖,𝑖 Order-issuing cost on the 
day i 

€/order 

𝑐𝑠𝑜 Unitary stock-out cost €/day 

𝑐𝑖𝑛𝑣 Unitary inventory 
holding cost 

€/kg 

𝑐𝑝 Unitary purchase cost €/units 

The model assumes a normally distributed demand with 

a known mean and standard deviation. Unitary costs are 

assumed to be constant and deterministic. Two different 

scenarios characterized by different unitary costs were 

considered, as reported in Table 2. The impact of 

procurement LT was assessed by considering three LT 

values for each scenario (1, 2, and 3 days). In the case of 

stock-out situations, shortages are allowed and fully 

back-ordered. 

Table 2 - Operating conditions of the two 

simulated scenarios 

Scenario 1 Scenario 2 

�̅� 2000 2000 

σ 100 100 

cp 2 2 

coi 1500 1500 

cinv 0.025 0.050 

cso 0.25 0.50 

According to the order-up-to-level periodic review 

policy, the stock on hand is periodically reviewed and, 

the orders are issued at constant time intervals (ΔT) to 

restore the target level of stock, i.e., order-up-to-level 

(OUTL). In this paper, budget constraints are included in 

the problem formulation, resulting in an upper limit in 

the quantity that could be ordered each time. Unlike 

traditional periodic review policy, therefore, it might 

happen that the maximum orderable quantity is not 

sufficient to restore the desired stock level. This 

limitation increases the risk of stock-out conditions, 

generating the need of reviewing the inventory 

management policy to adjust the levels of operating 

leverages ΔT and OUTL based on the system constraints. 

Operating leverages must therefore necessarily be 

determined by keeping in mind the budget constraint to 

maximize system performance. 

The simulation model was then used to simulate a 

sufficient number of periods (days), 50’000 in this study, 

to consider different combinations of the operating 

leverages and identify the one that minimizes the total 

management cost while respecting the budget limit. For 

each scenario, the reordering period was varied between 

LT and 10 and the target OUTL between 1000 and 

30000, assuming the latter to be a multiple of 500. In 

addition, to assess how much the budget constraint 

impacts the system's optimal operating conditions, for 

each configuration, the budget constraint was varied 

between 10’000 € and 1’000’000 €. For each period the 

following activities are performed: 

(i) If an order is scheduled for the day i a number of

items such as to restore OUTL or, if the budget

limit prevents us from ordering this quantity, the

maximum quantity of items that can be purchased

with the available budget, is ordered:
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𝑂𝑖 = min (𝑂𝑈𝑇𝐿 − 𝑂𝐻𝑖 ;
𝐵𝑢𝑑𝑔𝑒𝑡

𝑐𝑝⁄ )      (1) 

 

(ii) If an order was issued LT days before, the stock 

is updated according to the quantity ordered: 

 

𝑂𝐻𝑖 = 𝑂𝐻𝑖−1 + 𝑂𝑖−𝐿𝑇  (2) 

 

(iii) If OHi meets demand at day i (di) is fulfilled and 

OHi is consequently updated: 

 

𝑂𝐻𝑖 = 𝑂𝐻𝑖 − 𝑑𝑖 (3) 

 

Otherwise, If OHi doesn’t meet di, out of stock on day i 

is computed: 

 

𝑂𝑂𝑆𝑖 = 𝑑𝑖 − 𝑂𝐻𝑖  (4) 

 

(iv) The inventory holding cost is determined based 

on the quantity in stock: 

 

𝐶𝑖𝑛𝑣,𝑖 = 𝑐𝑖𝑛𝑣 ∙ 𝑂𝐻𝑖    (5) 

 

(v) Stock-out cost is a cost that occurs when the 

inventory level is not sufficient to satisfy 

customers’ demand: 

 

𝐶𝑠𝑜,𝑖 = 𝑐𝑠𝑜 ∙ 𝑂𝑂𝑆𝑖    (6) 

 

(vi) The purchase cost is strictly dependent on the 

quantity purchased: 

 

𝐶𝑝,𝑖 = 𝑐𝑝 ∙ 𝑂𝑖  (7) 

 

(vii) The order issuing cost𝐶𝑜𝑖,𝑖 is fixed and 

independent of the quantity ordered. 

(viii) The total cost of the system is given by the sum 

of the described cost items: 

 

𝐶𝑡𝑜𝑡,𝑖 = 𝐶𝑖𝑛𝑣,𝑖 + 𝐶𝑠𝑜,𝑖 + 𝐶𝑝,𝑖 + 𝐶𝑜𝑖,𝑖 (8) 

 

The overall structure of the model is presented in 

Figure 1.  

 

Figure 1 – Flowchart of the proposed approach 

 

RESULTS AND DISCUSSION 

The optimal operating conditions, in terms of DT and 

OUTL, with the associated total cost as the budget 

constraint changes, for scenario 1 and scenario 2, 

considering LT=1, are shown in Tables 3 and 4, 

respectively. 

For both scenarios, the optimal operating condition 

remains unaffected by the budget constraint until the 

budget value is sufficient to guarantee the feasibility of 

the unconstrained optimum point, (i.e., 8 days as DT and 

16’000 units as OUTL for scenario 1 and 6 days as DT 

and 12’000 units as OUTL for scenario 2). For lower 

budget values, the optimal DT and OUTL decrease, 

resulting in more frequent orders of smaller quantities, 

and the related total cost increases.  

By observing the results obtained for each scenario, 

the optimal points were found to present a clear linear 

trend: in particular, it can be noted that as the budget 

constraint increases, the operating leverages increase  
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Table 3 - Optimal operating leverages as the 

budget constraint varies for Scenario 1 and LT1 

Budget  

[€] 

DT  

[days] 

OUTL  

[units] 

Ctot 

[€] 

1'000'000.00 8 16000 4365.24 

100'000.00 8 16000 4365.24 

80'000.00 8 16000 4365.24 

70'000.00 8 16000 4365.24 

65'000.00 8 16000 4365.24 

60'000.00 8 16000 4365.24 

55'000.00 8 16000 4365.24 

50'000.00 8 16000 4365.24 

45'000.00 8 16000 4365.24 

40'000.00 8 16000 4365.24 

35'000.00 8 16000 4365.24 

30'000.00 7 14000 4366.79 

25'000.00 6 12000 4378.19 

20'000.00 4 8000 4454.30 

15'000.00 3 6000 4555.01 

10'000.00 2 4000 4781.59 

and the value of the minimum cost decreases (Figure 2). 

Moreover, when LT increases, since when the order is 

issued, the quantity in stock is higher as it must meet the 

demand of (LT-1) days (same-day demand has already 

been met), the optimal value of OUTL is higher. 

On the other hand, the optimal DT does not result to 

be affected by lead time. The theoretical on-hand 

inventory (dashed line in Figure 3), which is updated at 

the moment the order is issued, reflects the optimal 

OUTL value, as it accounts for the quantity ordered and 

for the demand expected during the procurement LT 

period. On the other hand, the real stock-on-hand 

pattern (solid line in Figure 3) is only shifted forward by 

LT days. The average quantity ordered, indeed, appears 

to remain almost the same independently from LT. 

Looking at the results of scenario 2, it appears that 

both the optimal DT and the optimal OUTL decrease. 

 

 

Table 4 - Optimal operating leverages as the 

budget constraint varies for Scenario 2 and LT1 

Budget  

[€] 

DT  

[days] 

OUTL  

[units] 

Ctot 

[€] 

1'000'000.00 6 12000 4507.65 

100'000.00 6 12000 4507.65 

80'000.00 6 12000 4507.65 

70'000.00 6 12000 4507.65 

65'000.00 6 12000 4507.65 

60'000.00 6 12000 4507.65 

55'000.00 6 12000 4507.65 

50'000.00 6 12000 4507.65 

45'000.00 6 12000 4507.65 

40'000.00 6 12000 4507.65 

35'000.00 6 12000 4507.65 

30'000.00 6 12000 4507.65 

25'000.00 6 12000 4507.65 

20'000.00 4 8000 4534.72 

15'000.00 3 6000 4611.32 

10'000.00 2 4000 4814.29 

Indeed, since both cinv and cso are higher, it is more 

convenient to order, more frequently, a lower average 

amount of items. This reduces both the stock-out 

probability and the average stock level. The correlation 

between the optimal DT and the optimal OUTL, as the 

budget constraint changes, is confirmed to be linear. 

This correlation was fitted with a linear model and 

the equation of the line was then derived (equation 9).  

 

𝑂𝑈𝑇𝐿𝑜𝑝𝑡 = �̅� ∙ 𝐷𝑇 + �̅� ∙ (𝐿𝑇 − 1) (5) 

 

It can be observed that the procurement LT affects 

the intercept, while it does not affect the slope of the 

line, which is only affected by the average daily 

demand (Figure 4 and Figure 5). 
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Figure 2 - Trend in optimal operating conditions and 

total cost values for different budget constraints for 

Scenario 1 and LT1 

 

 

Figure 2 – OH levels in the case of Scenario 2 and three 

different values of procurement LT values (1, 2, and 3) 

 

CONCLUSIONS 

A discrete event simulation model of an order-up-to-

level periodic review policy with a budget constraint 

was developed. 

The simulation model was used to identify the 

optimal operating condition, in terms of the 

combination of DT and OUTL, to minimize the total 

management cost system while meeting the budget 

constraint. 

A sensitivity analysis was then performed to assess 

how the optimal condition varies as LT, budget 

constraint, and unit costs (cinv and cso) vary. 

Results highlighted that, as the lead time changes, 

with all other parameters remaining constant, the value 

of optimal OUTL changes proportionally to the lead 

time value, while the value of optimal DT does not 

change. 

 

Figure 3 – Scenario 1; trend of the optimal combinations 

of the operating leverages DT and OUTL 

 

 

Figure 4 – Scenario 2; trend of the optimal combinations 

of the operating leverages DT and OUTL 

 

 

 

A linear trend describing the correlation between 

DT and OUTL was derived, which appears to be 

strongly influenced by average demand. 

In future studies, it will be interesting to evaluate 

the impact of different costs and system parameters on 

the correlation identified and described in this study. A 

simulative campaign based on DOE will also be 

interesting to assess the significance of each parameter 

on the output response of the model (i.e. total 

management cost).  
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ABSTRACT 

This paper considers the problem of precompensating 

images shown to users with various anomalies of 

refraction of the eyes (e.g. myopia or astigmatism) in 

situations where they are not equipped with glasses or 

other corrective devices. Researchers have proposed a 

considerable number of such precompensation methods, 

but to this day there has been no way to accurately 

compare their quality. We propose an original dataset, 

which we called “SCA-2023”, of images specially 

designed for this purpose. Its most important feature is 

the fact that it includes not only a set of ground-truth 

images for implementing the precompensation 

transform, but also a separate set of images 

characterizing specific types and degrees of 

manifestation of the refractive errors. The second part of 

the dataset is used for computer simulation of the so-

called retinal image (the distribution of light on the retina 

of an imaginary observer). We demonstrated the 

capabilities of our approach using three prior-art 

precompensation methods and found that not all the 

image comparison metrics provide adequate results when 

applied to precompensated retinal images. 

 
INTRODUCTION 

Most computer users with refractive errors, such as 

nearsightedness, farsightedness, and/or astigmatism, 

experience problems with deteriorating image clarity 

when these errors are not corrected with glasses or 

contact lenses. This situation can arise, for example, 

when using a virtual reality headset where there is no 

physical space for glasses. It is also quite common for 

users with minor refractive errors to not wear glasses or 

contact lenses at all, leading to discomfort when 

interacting with smartphone displays and other devices 

that communicate with the user through a self-luminous 

screen on which certain images are reproduced. Due to 

the refractive errors, the clarity of the perceived image is 

reduced to the state when certain parts of the image 

cannot be recognized, especially those with important 

fine details. 

 
Researchers consider the human eye as an imaging 

system, similar to any other optical system composed of 

lenses. For the discussed set of problems, the object 

viewed by the eye can be represented as a two-

dimensional array of points of a different brightness. An 

ideal eye would transfer each object point to a well-

focused point on the retina. However, no human eye is 

ideal: its refracting surfaces (primarily the cornea's front 

surface and both surfaces of the lens) refract light rays 

differently from what the ideal lens would do. This is 

attributed to the refractive errors: the stronger the 

deviation of the ray path from the ideal one, the greater 

the values of nearsightedness, farsightedness, and/or 

astigmatism that characterize the eye. The refractive 

errors manifest themselves as follows: light rays 

emanating from some object point (e.g., a computer 

screen pixel) cannot be focused at a single point on the 

retina, forming a blurred spot instead of a bright point 

(Alonso et al. 2005; Wilson and McCreary 1995).  

 

A review of the scientific literature reveals several 

approaches to improving image quality for individuals 

with refractive errors. Earlier works focused on methods 

for improving text legibility for users. In (Lawton 1992), 

it is shown that losses in contrast sensitivity in visually 

impaired subjects can be compensated for by using 

various normalizing filters. These filters increase the 

amplitude of spatial frequencies, which are perceived less 

by individuals with poor vision. In (Fine and Peli 1995), 

it was found that spatial filtering, increasing screen 

brightness, and enlarging text size affected reading speed 

for respondents. Later, images became the subject of 

research. Leat et al. (2005) aimed to experimentally 

compare the most common image filters and found, for 
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example, that participants preferred contrast-enhancing 

filters when viewing portraits, while filters with HSB 

histogram equalization were preferred when observing 

environmental images. 

The works described above considered the problem of 

improving the quality of images for people with 

refractive errors without taking into account the 

characteristics of specific eyes. This approach involves 

the same image processing for a large group of people, 

that is, it is not personalized, which leads to a low 

indicator of improving the perception of visual 

information by subjects. In parallel with it, another 

approach developed, based on explicit accounting of the 

individual parameters of the visual system of the subject. 

Ones of the first to suggest such an approach were Alonso 

and Barreto (2003). They conducted clinical trials on 

patients, who watched images of letters with personalized 

preliminary compensation, and came to the conclusion 

that such a technique overcomes the non-personalized 

approach in perceived image quality. 

It is important to note that it was the work of Alonso and 

Barreto (2003) where the term “precompensation” was 

first used in relation to the considered circle of tasks, 

although without a clear definition of it. In this work, we 

will call precompensation of an image, when showing it 

to an observer with imperfect vision, who, as a result of 

this, is unable to perceive this image in its entirety, such 

a pure-software conversion of this image (without 

changing the physical characteristics of the image 

carrier), the purpose of which is to approach the 

perception of the image to that of an observer with perfect 

vision. Note that the not-personalized methods also fall 

under this definition. In Figure 1, you can find some 

images illustrating how such a precompensation works. 

The simulated retinal images (c, d) model the visual 

perception of a short-sighted observer looking at images 

a and b, Figure 1b corresponding to our reproduction of 

the algorithm of Montalto et al. (2015). Note that the 

precompensated image (Figure 1b) looks pretty weird 

itself but becomes much closer to the ground truth after 

being blurred by the observer’s eye (Figure 1d). 

Figure 1: Image Precompensation Example: a Ground-

Truth Image Taken from our Dataset (a); the Result of 

its Precompensation (b); the Simulated Retinal Image of 

the Ground Truth (c); the Simulated Retinal Image of 

the Precompensated Image (d) 

The next significant step in the development of the 

personalized approach was taken as Huang et al. (2012) 

suggested their dynamic image precompensation, the 

essence of the technique being that the precompensated 

image was dynamically updated on the basis of the 

simultaneous measurement of the observer’s eye pupil 

size. Their idea follows from two well-known facts: 

refractive errors manifest themselves stronger as the 

pupil enlarges; and the pupil diameter, even at rest, 

experiences significant fluctuations in people (Fernández 

2012). They (Huang et al. 2012) carried out their testing 

on binary icons of various sizes and compared their 

precompensation with the static one (when a single 

average pupil size was taken). 

The paper (Montalto et al. 2015) was the first where color 

images were precompensated. Also the authors first used 

regularization via the total variation for controlling the 

artifacts arising in the course of optimization procedure. 

In this regard, it is important to note that the task of 

precompensation is an ill-posed inverse problem, which, 

in the general case, has no exact solution. The authors 

carried out their human studies on the public dataset 

“USC-SIPI Image Database”, however they did not 

provide the necessary data on the parameters of the eyes 

of the subjects, which makes it impossible to directly 

compare their results with that of other researchers.  

Later, Ye et al. (2018) conducted a study inspired by the 

previously noted fact that the precompensated image has 

a significantly higher dynamic range compared to the 

original image, and that there are problems with 

displaying such images. For example, the “ideal” 

precompensated image may require that some pixels of 

this image have a brightness exceeding the maximum 

brightness of the monitor on which it is displayed. And 

some other pixels must have a negative brightness, which 

is unattainable even theoretically. As a result, the real 

precompensation is always non-ideal, which manifests 

itself primarily in a low contrast of the image perceived 

by the subject, as well as in artifacts present in it. The 

authors studied how tone mapping can affect the artifacts 

and the contrast. According to them, a linear display of 

colors restores the image without significant artifacts, but 

at the same time there is a low contrast, and a nonlinear 

transform can raise the contrast, but only due to the 

residual presence of artifacts. In this work, the authors 

proposed an algorithm for finding the optimal balance 

between the contrast and artifacts. They used images 

from the public dataset “BSDS500 Database”, however, 

just like their predecessors, they did not provide the 

necessary data on the eye parameters of the subjects. 

In publications on image precompensation, various 

methods were used to assess the quality of problem 

solving. In (Lawton 1992), the quality metric was the 

speed of reading text, which required long-term 

experiments with subjects. Alonso and Barreto (2003) 

used as a metric the visual acuity score (LogMar) when 

viewing original and precompensated images, which also 

required human studies. The work (Huang et al. 2012) is 

interesting in that they simulated a myopic human eye 

with a defocused camera. This can help to partially 

automate benchmarking of various precompensation 

algorithms, but only for spherical refractive errors. 
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Simulating even an astigmatism is already causing 

serious problems, not to mention higher-order refractive 

errors. The paper (Ye et al. 2018) is interesting in that 

they are the first to compare their method with previous 

ones using the SSIM quality metric, which does not 

require any human studies. The images were taken from 

a public dataset, but the parameters of the eyes of the 

“virtual subjects” were generated in a way that, 

unfortunately, was not described in the paper. This 

prevents their results from being compared with others in 

the future. 

 

From the foregoing, we can conclude that the problem of 

precompensation is still relevant. Its importance follows 

from the fact that the number of people with minor 

refractive errors continues to grow, and many of them do 

not want to wear glasses or lenses for vision correction. 

We see that today there are many different methods for 

solving the precompensation problem, however, none of 

them claims to be called optimal, because the problem 

does not have the exact solution, and the issue of 

comparing these methods has not yet been solved due to 

complexity and a high cost of clinical trials. It seems very 

appropriate to develop a relevant dataset for making such 

comparisons, as well as to introduce adequate 

computable quality metrics, which would automate this 

procedure. We believe that the solution of these problems 

will contribute to a significant acceleration of research in 

the field of image precompensation. 

 
DESCRIPTION OF THE DATASET 

In the works described above, the authors used various 

sets of ground-truth images to test their methods. For 

example, Huang et al. (2012) used binary images of 

single characters, as well as high-contrast monochrome 

icons, while Montalto et al. (2015) used more complex 

color images. But worst of all is the fact that the authors 

usually give only examples of eye refraction errors, 

without creating any coherent dataset of such errors that 

could be used in a bench to measure the quality of 

different methods. This approach has led to the fact that 

so far there is no way to check the validity of their results 

and to correctly compare the quality of the proposed 

precompensation methods with one another. 

 

Note that there are special datasets designed for blind and 

non-blind deblurring methods (Sun et al. 2013). From the 

mathematical point of view, the non-blind deblurring 

problem has much in common with the precompensation 

problem, but the former implies a fundamentally 

different kind of the blur kernel: it describes hand shake 

or other physical phenomena that lead to image blurring, 

while in the precompensation problem the blur kernel 

should follow the refractive errors of the human eye. 

Therefore, these specific datasets cannot be used for the 

precompensation problem. Typical kernels for these two 

kinds of blur are shown in Figure 2. It is clearly seen that 

the two kernels have hardly anything in common. 

 

 
 

Figure 2: Typical Kernels for Motion Blur (a) and 

Refractive-Error Blur (b) 

 

In this paper, we propose an original image dataset 

specially designed to compare different precompensation 

algorithms with one another. Its most important feature 

is the fact that it includes not only a set of ground-truth 

images for precompensating transformation, but also a 

separate set of images characterizing specific types and 

strength of refractive errors. This is the first dataset ever 

proposed, which has this feature.  

 

Part I: Categorized Ground-Truth Images 

The first part of the suggested dataset is a set of color 

ground-truth images, and it is deliberately divided into a 

few categories. The categorization was made to have a 

possibility of evaluating the performance of 

precompensation algorithms in different scenarios. 

 

The first category is text images, which were generated 

using quotes from news feeds in the NLTK Corpus 

(Loper and Bird 2002). In addition, we took into account 

that in modern media the text is not always placed on a 

white background and added backgrounds of different 

shades to the test. Recall that the speed of reading text 

images was used as a metric for improving image quality 

in (Fine and Peli 1995). 

 

The second category is icons. Such images make it 

possible to adequately compare algorithms that were 

tuned to work with binary images. In addition, 

precompensation artifacts show themselves brighter on 

binary images. This dataset portion was collected from 

flaticon.com, which allows one to use the icons for free 

for academic or educational purposes. 

 

The third category is real images, which in turn are 

divided into four subcategories: animals, faces, urban and 

natural landscapes. Images of animals and human faces 

are presented mainly in close-ups, which makes it 

possible to determine how well different algorithms 

restore large objects. In turn, urban and natural 

landscapes usually have many fine details, which allows 

us to conclude whether the restoration of small objects is 

effective. 

 

The categories of animals, urban and natural landscapes 

have been filled in using open sources, where the images 

are licensed to the public domain. The “face” category 
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consists of computer-generated non-existing faces taken 

from the https://this-person-does-not-exist.com website. 

Small-size samples of our ground-truth images are shown 

in Figure 3. 

 

 
 

Figure 3: Sample Ground-Truth Images from our 

Categorized Dataset: Text, Icons, Animals, Faces, 

Urban and Natural Landscapes (from Top to Bottom). 

 

All the pictures from the ground-truth image set (735 

images in total) were resized to the same resolution of 

512x512 pixels. Such a resolution, on the one hand, 

allows one to study rather complex images, and on the 

other hand, does not lead to unacceptable amounts of 

computation when crossing the dataset parts (when each 

ground-truth image is checked in pair with each blur 

kernel). 

 

Part II: Characteristic PSFs of Human Eyes 

According to the classical approach (Dai 2008), the 

human eye can be considered as a linear, shift-invariant 

optical system, whose action is characterized by the 

function K(x,y), which in the general theory of linear 

systems is usually called the impulse response function, 

and specifically in optics – the point spread function 

(PSF). From both names it follows that this function 

contains the response of the optical system to a pulsed 

input, that is, the image of a point light source, produced 

by this optical system. According to the superposition 

principle, the image R(x,y) of an arbitrary input object, 

I(x,y), produced by our optical system, can be obtained 

through the convolution operation (*): 

 

       𝑅(𝑥, 𝑦) =  𝐼(𝑥, 𝑦) ∗  𝐾(𝑥, 𝑦).  

 

Note that in this paper the PSF is sometimes referred to 

as the blur kernel; these two being synonyms. 

 
The PSF of the human eye is determined by the strength 

of refractive errors and the current pupil size (Dai 2008): 

the stronger the errors and the wider the pupil, the wider 

the PSF. The technique for calculating the PSF of the eye 

is not an original part of our work, so we will not focus 

on it in detail, referring the reader to the relevant 

literature, for example (Dai 2008). From a computational 

point of view, this calculation presents no difficulties: 

first, taking into account the size of the pupil and the 

characteristics of the refractive errors, a two-dimensional 

array of the so-called generalized pupil function is filled 

in, and then it is subjected to the fast Fourier transform 

(FFT). The square of the modulus of the resulting Fourier 

image is the required PSF. An important fact is that the 

characteristics of the refractive errors, necessary for the 

calculation, can be measured in vivo using various 

ophthalmic instruments. The classic instrument for such 

measurements is the aberrometer. Traditionally, in 

aberrometry, the refractive errors of the patient's eye are 

described by Zernike polynomials, or more precisely, by 

the amplitudes of these polynomials (Dai 2008). 

 

The approach based on the Zernike polynomials makes it 

possible to describe PSFs of an arbitrarily complex 

shape: the more polynomials are taken into account, the 

more complex the PSF shape can be. But it should be 

borne in mind that the vast majority of people suffering 

from refractive errors have a refractive error which is 

either spherical (myopia and hypermetropia) and/or 

cylindrical (astigmatism); these errors corresponding to 

the Zernike polynomials of the second order. Therefore, 

for our task, we decided to restrict ourselves to these 

types of refractive errors, not taking into account the so-

called “higher aberrations”, characterized by higher-

order Zernike polynomials. It is important to note that for 

our calculations there is no need to use aberrometry data, 

a standard optometrist's prescription will be enough for 

us, containing only three numbers for each eye: the 

sphere error S, the cylinder error C, and the cylinder axis 

A. The first two values are measured in diopters, and the 

last – in angular degrees. 

 

It is easy to show that in the geometrical optics 

approximation, a spherical error generates a PSF having 

the shape of a circle (Strasburger et al. 2018), which turns 

into an ellipse when a cylindrical error is added. In Figure 

4, you can see sample PSFs from our dataset, which are 

shaped roughly like this. As we already mentioned, our 

calculation method is based on wave optics, not 

geometrical optics, which certainly affects the “fine 

structure”' of a PSF (generating characteristic diffraction 

rings at the boundaries of the ellipses), but does not affect 

its overall shape and size. 

 

 
 

Figure 4: Sample PSFs from our Dataset: Top Row – 

“Narrow” Ones; Second Row – “Medium” Ones; 

Bottom Row – “Broad” Ones 

 

We also divided the PSF set into three subcategories, this 

was done because different images require different blur 
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kernels. For example, if a text is blurred with a too broad 

kernel, it will hardly be possible to extract any useful 

information by precompensation; and if an icon is blurred 

with a too narrow kernel, we will get an image that is 

hardly distinguishable from the ground truth and there is 

no need for precompensation at all. Figure 5 shows 

examples of blurring images with a narrow, a medium, 

and a broad kernel.  

 

 
 

Figure 5: Examples of Blurring Three Images from our 

Dataset with Different PSFs: the Ground Truth (First 

Column); Blurring with a Narrow (Second Column), a 

Medium (Third Column), and a Broad PSF (Fourth 

Column) 

 

It can be seen from Figure 5 that for the text (top row), 

the only candidate for checking the quality of 

precompensation is the image obtained with the narrow 

blur kernel; the other two look irretrievable. For the 

image from the “faces” category, such a candidate is, first 

of all, the image obtained with the medium blur kernel. 

For a large high-contrast “icon”', it is quite possible to 

work with the rightmost image, the other two blurry 

images are recognized even without precompensation. 

Note that these images were obtained with PSFs, which 

are enclosed in the red box in Figure 4. 

 

Quantitatively, the following parameters were used for 

the “narrow PSFs” (256 pcs in total): 

• S was randomly selected in the range of [-2.5..0] 

diopters; 

• C was randomly selected in the range of [-1.25..1.25] 

diopters; 

• A was randomly chosen in the range of [0..360] 

degrees. 

 

For the “medium PSFs” (256 pcs in total): 

• S was randomly selected in the range of [-5.0..-2.5] 

diopters; 

• C was randomly selected in the range of [-2.5..2.5] 

diopters; 

• A was randomly chosen in the range of [0..360] 

degrees. 

 

For the “broad PSFs” (256 pcs, as well): 

• S was randomly selected in the range of [-5.0..-7.5] 

diopters; 

• C was randomly selected in the range of [-3.75..3.75] 

diopters; 

• A was randomly chosen in the range of [0..360] 

degrees. 

 

It can be seen from these data that we considered only 

myopic eyes (the PSF width depends only on the 

modulus of S, but does not depend on its sign, so there 

was no loss of generality) and took the cylinder error, on 

average, twice as small in amplitude as compared to the 

sphere error, which is similar to what is seen in the human 

population. The eye pupil diameter (on which the PSF 

size also depends) was set at a typical value of 3.5 mm; 

and the angular width of the ground-truth image was set 

at 6°. With these parameters and with the maximum 

sphere and no cylinder (S= -7.5 diopters, C=0, and A=0), 

the PSF diameter was about 20% of the ground-truth 

image width. Conducting calculations with a wider PSF 

hardly makes sense when working with the ground-truth 

images from SCA-2023. 

 

Note that in our dataset PSFs are digitized with the same 

resolution as the ground-truth images: 512x512 pixels. 

This makes the convolution between the image and the 

PSF extremely convenient: it is calculated through any 

standard FFT routine. It should also be borne in mind 

that, if necessary, all our results are applicable to any 

actual observation conditions. In this case, the linear size 

of the observed image and the observation distance 

generate an angular grid on the corresponding ground-

truth image, and the PSF is also recalculated into the 

angle arguments (Dai 2008). 

 

The SCA-2023 dataset can be downloaded at 

https://doi.org/10.5281/zenodo.7848576 as a ZIP 

archive. There are two folders there: the “Images” folder 

contains our ground-truth images, while the “PSFs” 

folder contains the simulated PSFs along with the 

parameters used in the simulations. The former has three 

subfolders: “Texts”, “Icons” and “Real_images”. The 

“Texts” folder contains 225 text images. The “Icons” 

folder contains 104 icon images. In turn, the 

“Real_images” folder has 4 subfolders: “Animals” with 

100 images, “Faces” with 102 images, “Natural” with 

103 images, and “Urban” with 101 images. The “Faces” 

folder also contains a link to the site where the image data 

were generated, it is contained in the link.txt file. All the 

images are saved in the JPG format and have the same 

size of 512x512. 

 

The “PSFs” folder contains three subfolders: “Broad”, 

“Medium”, and “Narrow”, each of them containing 256 

PSFs saved in the CSV file format. The “PSFs” folder 

also contains the parameters.csv file, which describes the 

parameters corresponding to each PSF. All the PSFs are 

also sized 512x512. 
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DATASET-BASED COMPARISON OF THREE 

PRIOR-ART PRECOMPENSATION METHODS 

To check the capabilities of our approach, we reproduced 

3 known image precompensation algorithms. As a 

starting point, we chose one of the classic non-

personalized precompensation algorithms proposed by 

Peli and Peli (1984). The idea of this algorithm implies 

amplifying high-frequency image components while 

shifting the local brightness to its medium level. The first 

allows you to enhance fine details, the second expands 

the dynamic range for visualization of these details. In 

Figure 6, column 3 shows some examples of applying 

this algorithm to images from our ground-truth set.  

 

 
Figure 6: Simulated Retinal Images for 3 Ground-Truth 

Images (A, B, C). Column 1– Ground Truth; Column 2 

– Non-Precompensated Retinal Images (“natural blur”); 

Column 3 – Peli-Peli Algorithm; Column 4 – Huang 

Algorithm; Column 5 – Montalto Algorithm. Rows A, 

B, and C Use the Three Red-Framed PSFs from Figure 

4 (Top to Bottom, Respectively). 

 

The retinal images were simulated on the basis of PSFs 

taken from the second part of our dataset. Note that our 

approach is suitable both for color and grayscale images, 

but we deliberately converted our ground-truth images to 

grayscale ones. The reason was to reproduce exactly the 

original Peli-Peli algorithm, which had been proposed for 

black-and-white images and tested by the authors on such 

images. It can be seen from Figure 6 that this algorithm 

shows perhaps the worst retinal image quality of the three 

(columns 3, 4, and 5). This is not surprising, since it is 

the only non-personalized algorithm among the three 

reproduced. 

 

The second algorithm that we reproduced is, in a certain 

sense, an extension of the first one for the case of 

personalized precompensation. While Peli and Peli 

(1984) emphasize high spatial frequencies always in the 

same way, Huang (2013) suggests pre-amplifying 

precisely those spatial frequencies that have suffered the 

most due to blurring. Knowing the blur kernel, Huang 

builds a precompensated image through Wiener filtering. 

In Figure 6, column 4 shows examples of applying this 

algorithm to images from our ground-truth image dataset. 

The Huang's algorithm was also proposed for grayscale 

images, and we did not change this. It can be seen from 

Figure 6 that Huang's retinal images are much clearer 

than those of Peli-Peli, but have much lower contrast. 

This is because, mathematically, the Wiener filter 

produces the optimal solution to the precompensation 

problem in the form of such pixel brightness values, not 

all of which can be reproduced on the image carrier. 

Many pixels must be brighter than the maximum 

achievable brightness, and the brightness of some other 

pixels must be even negative. To overcome these 

difficulties, Huang proposes to linearly map all the pixel 

brightness values onto the actual dynamic range of the 

imaging device. As a result of this mapping, the retinal 

image contrast dramatically decreases. 

 

The third algorithm that we reproduced in the framework 

of our approach is one of the modern precompensation 

algorithms that uses gradient optimization of images 

instead of their Fourier processing. It was proposed by 

Montalto et al. (2015). In this paper, the authors consider 

several modifications of their approach, and we would 

like to fix the setting that we have chosen. We will 

minimize the following functional: 

 
𝑝(𝜃, 𝑡) =  argmin0 ≤𝑝≤1(‖𝑘 ∗ 𝑝 − 𝑡‖2 + 𝜃‖∇𝑝‖1),  

 

where 𝑡 and 𝑝 are the ground-truth and the 

precompensated image, respectively, and 𝑘 is the blur 

kernel (PSF). In this functional, the first term in round 

brackets requires the proximity of the precompensated 

image convolved with the PSF to the original image in 

the 𝐿2-sense. The second term is regularizing, with the 

choice of the total variation of 𝑝 as the regularizer, 𝜃 > 0 

being the regularization weight. The total variation is a 

measure of the variability in the brightness of pixels in an 

image and is traditionally used to minimize the blur and 

sharpen the image. 

 

The algorithm takes two images as the input: the ground 

truth and the PSF, both from SCA-2023. Functional 

minimization is carried out using the gradient descent 

method, which makes this algorithm the slowest of the 

three, but the temporal performance is not the subject of 

this study. In Figure 6, column 5 shows examples of 

applying this algorithm to images from our ground-truth 

image dataset. It can be seen from Figure 6 that this 

algorithm shows, perhaps, the best retinal image quality 

of the three. This could have been expected, as it is the 

most recent algorithm reproduced. 

 

To complete our benchmarking, we need to choose an 

appropriate quality metric for measuring the error 

between the ground-truth and the precompensated image. 

In previous works, the SSIM and PSNR metrics (Tanaka 

and Kawano 2021) have already been used for 

comparison, which is quite common for works on image 

restoration. However, we have already mentioned above 

that precompensation algorithms can produce both low-

contrast but artifact-free images and high-contrast but 

significantly distorted ones. This trade-off seems to be a 

fundamental feature of the precompensation problem. 

Therefore, it makes sense to use metrics that react 
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differently to the loss of contrast. The correlation 

coefficient (CORR) does not change with either 

contrasting or shifting the grayscale of any of the 

compared images. High CORR values, obtained when 

other quality scores are low, signal a contrast change. 

 

Loss of contrast is accompanied by brightness distortions 

at least at one end of the grayscale. It is known that 

humans have mechanisms to adapt to lowering the 

maximum brightness of an image, but there are no 

mechanisms to adapt to "bleaching the image", when the 

grayscale shifts up from zero. The standardized residual 

sum of squares (STRESS) metric does not penalize a 

linear transform of the image intensity (Garcia et al. 

2007), but it is sensitive to brightness shifts. Thus, 

combining the CORR and the STRESS metrics makes it 

possible to distinguish between different causes of 

contrast loss. When using the CORR and the STRESS 

metrics, it is natural to take as the basic metric not PSNR 

but the normalized root mean square error (NRMSE), the 

two latter differing only in scale. 

 

In addition to the previously used SSIM metric, we 

consider it reasonable to use the more modern MS-SSIM 

as well. To make all our metrics measuring image 

similarity, we subtracted NRMSE and STRESS from 

unity. Thus, we obtained 5 similarity metrics: 1-NRMSE, 

1-STRESS, CORR, SSIM and MS-SSIM. All the chosen 

metrics have a range of values from 0 to 1, where 1 means 

the exact similarity to the ground-truth image. 

 

Table 1 presents the results of comparing the Peli-Peli, 

Huang, and Montalto algorithms using the 5 image 

similarity metrics we chose. Corresponding values of the 

metrics obtained for non-precompensated retinal images 

are given for the reference. The leading results are 

bolded. We used all the three subsets of PSFs (each 

consisting of 256 PSFs) and applied each PSF to each of 

the 735 images from our ground-truth dataset in order to 

obtain the reference. Then we repeated this procedure 

with the precompensated images. It is important to recall 

that the Huang and Montalto algorithms used PSF in their 

precompensation calculations, but the Peli-Peli algorithm 

did not. Next, we compared each retinal image with the 

ground truth according to the above metrics, averaged the 

results over all the images, and summarized everything 

in the table below. 

 

Table 1: Comparison of Three Prior-Art 

Precompensation Algorithms with Five Image 

Similarity Metrics 

 

Methods Metrics 
Broad 

PSF 

Medium 

PSF 

Narrow 

PSF 

No 

precom- 

pensation 

1-NRMSE 0.785 0.847 0.863 

1-STRESS 0.736 0.775 0.849 

CORR 0.741 0.799 0.894 

SSIM 0.620 0.687 0.809 

MS SSIM 0.596 0.656 0.806 

Methods Metrics 
Broad 

PSF 

Medium 

PSF 

Narrow 

PSF 

Peli-Peli 

1-NRMSE 0.749 0.751 0.729 

1-STRESS 0.734 0.733 0.821 

CORR 0.595 0.620 0.770 

SSIM 0.504 0.502 0.591 

MS SSIM 0.451 0.506 0.647 

Huang 

1-NRMSE 0.654 0.688 0.701 

1-STRESS 0.568 0.588 0.655 

CORR 0.839 0.877 0.933 

SSIM 0.426 0.451 0.557 

MS SSIM 0.536 0.596 0.748 

Montalto 

1-NRMSE 0.835 0.897 0.921 

1-STRESS 0.766 0.803 0.871 

CORR 0.796 0.843 0.919 

SSIM 0.667 0.723 0.828 

MS SSIM 0.653 0.718 0.858 

 

Comparing the results we obtained for the algorithms 

chosen, we came to the following conclusions. First, the 

use of broader PSFs leads to a stronger deterioration in 

the numerically predicted quality of the precompensated 

retinal image, especially when using the SSIM and MS-

SSIM metrics. This confirms the “intuitive” idea that the 

precompensation technique cannot compensate for a too 

strong image blur caused by eye refraction errors. 

Second, the Montalto approach, on most of the metrics, 

shows better results than the Huang and the Peli-Peli 

algorithms do. However, at all the three PSF levels, the 

CORR metric announces the Huang method as the 

winner. This is quite natural, because the Huang method, 

by design, minimizes any deviations from the exact 

solution of the deconvolution problem, but at the cost of 

an arbitrarily large loss of contrast.  

 

Thus, the Montalto algorithm showed the best results in 

most of the metrics that give an idea of the quality of the 

precompensated retinal images from the point of view of 

a computer. However, it is not guaranteed that the metrics 

fully reflect the quality of the images in terms of human 

perception. For example, it looks strange that some of the 

metrics prefer the non-precompensated image to the 

precompensated one. Therefore, for a more complete 

understanding of the problem of correct automatic 

comparison of such images, it is quite promising to 

conduct additional research aimed at studying the 

perception of these images by human observers. 

 

CONCLUSION 

In this work, we have proposed a special dataset for 

benchmarking and comparison of image 

precompensation methods for displaying images to users 

with refractive errors. The most important feature of this 

dataset is the fact that it includes not only a set of ground-

truth images for precompensating transformation, but 

also a separate set of images characterizing specific types 

and strength of refractive errors. This is the first dataset 

ever proposed, which has this feature. 
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The dataset is called “SCA-2023” and can be 

downloaded at https://doi.org/10.5281/zenodo.7848576 

as a ZIP archive. Our dataset contains both a categorized 

set of ground-truth images and a three-scale set of 

simulated kernels, aimed at blurring these images, along 

with the parameters used in the simulations. The blur 

kernels represent low-order errors of human eye 

refraction, such as spherical and/or cylindrical ones. All 

the ground-truth images are saved in the JPG format and 

have the same size of 512x512. The blur kernels are 

saved in the CSV file format and are also sized 512x512. 

 

While using the SCA-2023 dataset for benchmarking 

three prior-art precompensation methods, we have found 

that not all the image similarity metrics widely used in 

image processing are suitable for this task. In the future, 

we plan to conduct human studies to select the metric that 

would be most correlated with the assessments of people 

observing images such as those shown in Figure 6. 

Moreover, we believe that the very best precompensation 

method has not been yet found, and we are going to look 

for it, using the proper metrics as guides. 

 

REFERENCES 

Alonso, M. and A.B. Barreto. 2003. “Pre-compensation for 

high-order aberrations of the human eye using on-screen 

image deconvolution.” In Proceedings of the 25th Annual 

International Conference of the IEEE Engineering in 

Medicine and Biology Society. IEEE, volume 1, 556-559. 

Alonso, Jr, M.; A. Barreto; J.G. Cremades; J.A. Jacko; and M. 

Adjouadi. 2005. “Image pre-compensation to facilitate 

computer access for users with refractive errors.” 

Behaviour & Information Technology 24, No. 3, 161-173. 

Dai, G.M. 2008. Wavefront optics for vision correction. SPIE 

press, Bellingham, WA. 

Fernández, E.J. 2012. “Adaptive optics for visual simulation.” 

International Scholarly Research Notices 2012. 

Fine, E.M. and E. Peli. 1995. “Enhancement of text for the 

visually impaired.” JOSA A 12, No. 7, 1439-1447. 

Garcia, P.A.; R. Huertas; M. Melgosa; and G. Cui. 2007. 

“Measurement of the relationship between perceived and 

computed color differences.” JOSA A 24, No. 7, 1823-1829. 

Huang, J. 2013. “Dynamic image precompensation for 

improving visual performance of computer users with 

ocular aberrations.” FIU Electronic Theses and 

Dissertations 902. 

Huang, J.; A. Barreto; and M. Adjouadi. 2012. “Evaluation of 

dynamic image pre-compensation for computer users with 

severe refractive error.” In Proceedings of the 14th 

international ACM SIGACCESS conference on Computers 

and accessibility, 175-182. 

Lawton, T. B. 1992. “Image enhancement filters significantly 

improve reading performance for low vision observers.” 

Ophthalmic and Physiological Optics 12, No. 2, 193-200. 

Leat, S.J.; G. Omoruyi; A. Kennedy; and E. Jernigan. 2005. 

“Generic and customised digital image enhancement filters 

for the visually impaired.” Vision research 45, No. 15, 

1991-2007. 

Loper, E. and S. Bird. 2002. “NLTK: The natural language 

toolkit.” arXiv preprint arXiv:cs/0205028. 

Montalto, C.; I. Garcia-Dorado; D. Aliaga; M.M. Oliveira; and 

F. Meng. 2015. “A total variation approach for customizing 

imagery to improve visual acuity.” ACM Transactions on 

Graphics 34, No. 3, 1-16. 

Peli, E. and T. Peli. 1984. “Image enhancement for the visually 

impaired.” Optical engineering 23, No. 1, 47-51. 

Strasburger, H.; M. Bach; and S.P. Heinrich. 2018. “Blur 

unblurred – a mini tutorial.” i-Perception 9, No. 2, 1-15. 

Sun, L.; S. Cho; J. Wang; and J. Hays. 2013. “Edge-based blur 

kernel estimation using patch priors.” In IEEE international 

conference on computational photography (ICCP). IEEE, 

1-8. 

Tanaka, H. and H. Kawano. 2021. “Image correction for 

improving visual acuity using Zernike-based vision 

simulation.” In 20th International Symposium on 

Communications and Information Technologies (ISCIT), 

32-36.  

Wilson, R.G. 1996. “Fourier series and optical transform 

techniques in contemporary optics: an introduction.” Optics 

& Photonics News 7, No. 2, 59-60. 

Ye, J.; Y. Ji; M. Zhou; S.B. Kang; and J. Yu. 2018. “Content 

aware image pre-compensation.” IEEE Transactions on 

Pattern Analysis and Machine Intelligence 41, No. 7, 1545-

1558. 

 

AUTHOR BIOGRAPHIES 

Nafe B. Alkzir was born in Donetsk, 

Ukraine. He studied computer 

sciense, obtained his master’s degree 

in 2021 at the HSE Universty. From 

2021 he has been developing image 

pre-processing frameworks with the 

Vision Systems Lab at the Institute for 

Information Transmission Problems. His research 

interests are image processing and enhancement in the 

areas of image precompensation and deblurring. His e-

mail address is nafekzir@gmail.com. 

 

ILYA P. NIKOLAEV was born in 

Moscow, USSR. He studied physics, 

obtained his master’s degree in 1994 

and his Ph.D. degree in 1997, all at the 

Moscow State University. After some 

years of working in the field of 

adaptive optics, in 2020 he joined the 

Vision Systems Lab at the Institute for Information 

Transmission Problems RAS. His current research 

activities are image processing and visual perception. His 

e-mail address is i.p.nikolaev@visillect.com. 

 

DMITRY P. NIKOLAEV was born 

in Moscow, USSR. He studied 

physics and computer science, 

obtained his master’s degree in 2000 

and his Ph.D. degree in 2004, all at 

the Moscow State University. Since 

2007 he is a head of the Vision 

Systems Lab at the Institute for 

Information Transmission Problems RAS. His research 

activities are in the areas of computer vision and image 

processing with focus on the computationally effective 

algorithms. His e-mail address is dimonstr@iitp.ru. 

  

305



CROP CLASSIFICATION USING REDUCED-DIMENSIONALITY NDVI
TIME SERIES

Maria Pavlova1, Dmitry Sidorchuk1, Dmitry Bocharov1, Anastasia Sarycheva1,2
1Institute for Information Transmission Problems RAS,

Bolshoy Karetny per. 19, build. 1, Moscow, 127051, Russia
2Skolkovo Institute of Science and Technology, Moscow, Russia

E-mail: pavlovamar96@gmail.com

KEYWORDS
Remote sensing, crop classification, time series, NDVI,
time series fitting, feature extraction, dimensionality
reduction, UMAP

ABSTRACT

The paper considers the problem of classification of
agricultural crops. As is known, to solve this problem, it
is much more efficient to use not instantaneous remote
sensing data or calculated vegetation indices, but their
historical series. Time series formed by index values for
a fixed spatial point at different dates are characterized
by a high level of missing values, caused primarily by
cloudiness on some dates. A study of known methods of
time series approximation has been carried out. The
question of whether reducing the dimensionality of the
approximated time series can improve the quality of
crops classification is also investigated. In the
experimental part of the work, NDVI time series
calculated from the Sentinel-2 multispectral satellite
data were used. The classification of corn, sunflower,
wheat and soybeans was studied. The paper shows that
UMAP usage for dimensionality reduction leads to 1.5
times increase of classification quality in terms of
average the F1-measure compared to using the original
dimension data. A new crop classification method based
on cubic spline approximation of NDVI time series,
extraction of features of low dimension by the UMAP
algorithm and their classification by the k nearest
neighbors method is proposed.

INTRODUCTION

In recent years, the utilization of satellite remote sensing
(SRS) data in monitoring land has increased due to the
advancement of big data analytics in agriculture
(Yakushev et al. 2019). Contemporary satellite sensing
programs and especially shooting from an unmanned
aerial vehicle (UAV) offer frequent and high-resolution
information about the Earth’s surface, complementing
the data obtained through surface-level monitoring.
Remote sensing data are actively used in the framework
of precision or digital farming (Blohina 2018;
Bakhtadze et al. 2020) – the concept of effective
management of agricultural production using modern
information technologies.
At present, there is a growing effort to develop methods
that utilize satellite data for creating and updating

agricultural boundary maps (Pavlova et al. 2023), as
well as for estimating and predicting crop yields and
mapping terrains (Sishodia et al. 2020). The
development of automated methods for crop type
identification is of particular importance since this
information is crucial for effective agricultural
management (Orynbaikyzy et al. 2019). In addition,
automatic classification of crops can contribute to the
improvement of methods for equalizing survey
conditions based on the use of special image zones for
which a priori assumptions about the spectral functions
of surface reflection are known (Pavlova et al. 2022).
It is well known that vegetation reflectance significantly
varies across different wavelengths of the incident
radiation spectrum (Cherepanov and Druzhinina 2009).
Spectral indices of the Earth's surface can be derived
from sets of different channels of multispectral satellite
images. Indices that are employed to analyze the
vegetation are commonly referred to as vegetation
indices.
The growth peculiarities of different plant species affect
the dynamics of their spectral indices.
Several studies (Bartalev et al. 2006; Pugacheva and
Shevyrnogov 2008; Sun et al. 2019; Plotnikov et al.
2011) have demonstrated that crops can be
differentiated based on their spectral time profiles even
during the early stages of vegetation. Crops with similar
spectral characteristics at a certain time interval may
exhibit significant spectral differences at another time
interval (Murmu and Biswas 2015). Therefore,
classifying crops based on time series or values series is
more effective than using instantaneous values (Pavlova
et al. 2023). Several studies (Sun et al. 2019; Plotnikov
et al. 2011) showed that increasing the number of
observations during the active vegetation period can
improve the quality of classification. However, the
amount of available data is often limited due to cloud
cover. If the data that fell into the cloud shadow region
can be restored with some accuracy (Bocharov et al.
2022), the data at the points of dense cloud regions
cannot be used. To address this issue, various studies
(Zhang et al. 2011; Rußwurm and Körner 2020;
Vorobyeva and Chernov 2017; Hird and McDermid
2009) have proposed approximating time series values.
Vorobyova and Chernov (Vorobyeva and Chernov 2017)
found that a spline model provided the best quality
among a number of alternative models. In this paper, we
compare the performance of the spline model with that
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of a Gaussian process regression, since the latter was
not considered by Vorobyova and Chernov. The
gaussian process regression was previously shown to be
a promising method for handling gaps in data by Belda
et al (Belda et al. 2020). In order to compare different
approximation models we adopted several quality
criteria. Unlike the other works for all using criteria we
simulated missing values caused by cloud cover by
randomly removing a certain fraction from the time
series.
It is well established that extraction of the most
informative features from input data can significantly
improve the quality of classification compared to using
the raw input data (Velliangiri et al. 2019). The former
approach can mitigate the risk of overfitting and reduce
the computational cost of the classifier. Nonetheless,
identifying the optimal features for training the
classifier remains challenging. In a recent study by Yang
et al. (Yang et al. 2020), the authors proposed
constructing the feature space using various spectral and
textural characteristics computed at three specific dates
selected by experts and then searching for the most
useful features with one of the suggested algorithms.
Another approach proposed by Pugacheva and
Shevyrnogov (Pugacheva and Shevyrnogov 2008)
involves different expert-selected features: the slope
angles of normalized difference vegetation index
(NDVI) curve during the growth and ripening stages, as
well as the maximum index value throughout the entire
vegetation season. This method reduces the NDVI time
series to only three values.
In this study, we also employ feature extraction for
classification. We use the time series NDVI as the initial
feature space as in (Pugacheva and Shevyrnogov 2008).
Unlike the studies that utilized expert-selected features
mentioned in the previous paragraph, we do not want to
rely on any expert-selected features. Instead, we
propose to use the UMAP algorithm (McInnes et al.
2018) for the dimensionality reduction of the time series
data. While UMAP has been previously applied to crop
classification in (Rußwurm and Körner 2020), it was
only used for exploratory data analysis and clustering,
i.e. to establish the classification possibility.
Dimensionality reduction has been suggested previously
(Gilbertson and Van Niekerk 2017), it was applied to
spatial and spectral feature space and not the time series.
The classification of crops based on remote sensing is
performed using various models. Chakhar et al.
(Chakhar et al. 2021) investigated classification
methods that combine radar data from Sentinel-1 and
vegetation indices derived from Sentinel-2 optical data.
The authors obtained the best results using support
vector machines (cubic SVM). Li et al. (Li et al. 2020)
proposed a novel generative neural network model to
classify crops into three categories (soybean, corn, and
others) using multi-temporal satellite data of three dates.
Reedha et al. (Reedha et al. 2022) introduced a

classification neural network model based on a visual
transformer. SVM and random forest (RF) methods
were used for crop classification in (Sun et al. 2019).
The authors in (Firsov et al. 2021) proposed a
spectral-spatial convolutional neural network for the
classification of hyperspectral data. Gilbertson and Van
Niekerk (Gilbertson and Van Niekerk 2017)
investigated SVM, decision trees (DT), k-nearest
neighbors (k-NN), as well as RF for classification. The
latter three methods showed improvement in quality
when a preliminary feature extraction step was
introduced. In our work, the k-NN algorithm is used as
a classifier, which outperformed the SVM and DT
algorithms in another problem of classifying remote
sensing images, according to the results of (Bouteldja
and Kourgli 2020).
Let us summarize the contribution of this work is as
follows:

● We conducted comprehensive time series
approximation model comparison, including
two of the most successful models to date
(spline model and gaussian process regression),
which have not been compared before.

● We propose to use dimensionality reduction as
automatic feature extraction for time series
classification. It is shown that this modification
is useful. PCA and UMAP algorithms are
investigated.

STUDY AREAS AND DATA

The time series of the vegetation index NDVI,
consisting of 40 multiple observations, was studied.
Each observation is a pair of an index image of
5730x5730 pixels with a spatial resolution of 10 m,
calculated from the data of Sentinel-2 satellite
multispectral images, and a cloud map used to eliminate
areas of data uncertainty. The number of time series
corresponds to the number of pixels in one image. The
classifier was trained and the quality of the algorithm
was assessed on the basis of land use data in the
Krasnodar region of the Russian Federation, presented
as coordinates of the boundaries of the land plot and the
corresponding crop class label. A total of 390415 pixels
were marked up. The data contains the following class
labels: “Corn” (48029 time series), “Sunflower” (43678
time series), “Wheat” (119811 time series), “Soybean”
(27663 time series), “Other” (151234 time series). The
“Other” class on the selected images includes
uncultivated fields, forest and park areas, road sections
and urban areas. The test sample included one field of
each class, the remaining fields were used for training.
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Figure 1:Flowchart diagram of the proposed classification method

PROPOSED METHOD

The proposed crop classification method involves three
main steps (Fig. 1): (1) approximation of the vegetation
index time series, (2) dimensionality reduction of input
data, and (3) classification using k-NN.
In the first step, the missing data caused by cloud cover
should be compensated, noise should be removed, and a
uniform grid of values should be obtained. To
accomplish this, the NDVI time series is approximated
with a cubic spline, which provides both accuracy and
efficiency, making it suitable for processing large
datasets. A comparison of different functions is
demonstrated in the “Vegetation index time series
approximation” subsection of the “Experiments”
section. From these uniform time series, the features are
extracted via the UMAP algorithm resulting in a feature
space with the dimension of two. Finally, the extracted
features are classified using the k-NN method.

EXPERIMENTS

This section provides the techniques of two
experiments. The first experiment aims to compare
different models for approximating the vegetation index
time series. The second experiment evaluates the impact
of dimensionality reduction as a preliminary stage in
classifying the NDVI time series.

Simulation based time series approximation quality
assessment

The objective of this experiment is to identify the
optimal mathematical model which could represent the
vegetation index tendencies throughout the data gaps.
We considered the following models: second and third
degree polynomials (Groten 1993; Vorobyeva and
Chernov 2017), a cubic spline model (Vorobyeva and
Chernov 2017) and gaussian process regression (Belda
et al. 2020).
The experiment involved analyzing a dataset of NDVI
represented by a two-dimensional matrix, where each
row corresponds to the NDVI measurements performed
throughout the calendar year of 2018.
To simulate the data gaps due to the cloud cover, a
certain fraction of data points was randomly removed
from the time series. The behavior of the approximating
functions was analyzed for simulated data with missing
points fractions of 0.2, 0.33, and 0.5. The corresponding
fraction of points was selected randomly and uniformly
from the data range. The index values were then
approximated using the models in question, and the

performance in terms of the selected metrics is
compared throughout the models. Finally, based on the
approximation accuracy as well as runtime
performance, the optimal model is selected.
The method of least squares was employed for the
optimization of models. All metrics were compared for
each missing data fraction. To evaluate the mean-square
reproducibility error, each simulated time series was
generated 10 times based on a random set of points
from the original time series based on the considered
missing data fraction.
For considered approximation models we evaluated
three quality measures as well as average execution time
(experiments were performed on Intel(R) Core(TM)
i5-4690K CPU @ 3.50GHz, Python3 implementation).
The following quality measures were utilized to
compare the considered models:

1. Mean squared error
The mean squared error (MSE) indicates the average
quality of the approximation. It is calculated as follows:

𝑀𝑆𝐸 =  1
𝑛

𝑖=1

𝑛

∑ (𝑦
𝑖
 −  𝑦

𝑖
)

2
,

where – is the ground truth and approximation of𝑦
𝑖
,  𝑦

𝑖
the NDVI at -th point, – is the number of points.𝑖 𝑛 

2. Maximum error
The maximum error gives an idea of the maximum
deviations of the NDVI values from the approximating
function, which makes it possible to assess the
applicability of this function to the subject area under
consideration. In this paper, the value of the maximum
error was estimated as the 99th percentile of all
deviations of the NDVI time series estimates from their
true values.

3. Mean-square reproducibility error
We introduce the mean-square reproducibility error to
evaluate the robustness of the approximating function to
data gaps caused by cloud cover and corresponding
shadows. To implement this measure, we simulated data
with different random sets of missing points, and such
simulated time series were approximated. At each point
of the original time series, we calculated the differences
between the resulting approximations. Therefore, we
can establish if the choice of missing data points
impacts the approximation based on the functions in
question. Mean-square reproducibility error is
calculated as follows:
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where – is the number of approximations performed𝑚
for each point, – is the number of considered points,𝑛

– the difference between the results of -th(𝑦
𝑖,𝑗

 −  𝑦
𝑖,𝑘

) 𝑗
and -th approximation at point𝑘 𝑖.

Comparison of classification with different
dimensionality reduction methods

The objective of this experiment is to select a
dimensionality reduction algorithm for the extraction of
features that improve the classification accuracy
compared to the raw data classification. As an
implementation of the UMAP algorithm, the umap-learn
library in Python3 was used with the following
parameters: n_neighbors = 200, min_dist = 0.1,
n_components = 2, metric = ‘euclidean’.
The classification itself was performed by the k-NN
algorithm (k = 5). The input data are the approximated
vegetation index time series. The test set consisted of a
single land plot from each class, while the remaining
land plots were utilized for training the classifier. Based
on these experiments, the confusion matrices and
classification reports were generated to assess the
performance of the classifier for each class and the
overall weighted average. The following metrics were
used:

1. precision represents the fraction of objects
identified as positives by the classifier and
which are indeed positives according to the
ground truth among all positives identified by
the classifier. It is calculated for each class
using the following formula:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃
𝑇𝑃+𝐹𝑃  ,

where TP – true positive classifier answers
number, FP – false positive classifier answers
number.

2. recall indicates the fraction of objects
identified as positives by the classifier and
which are indeed positives according to the
ground truth among all ground truth positives.
This metric is calculated as follows:

𝑟𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃 + 𝐹𝑁  ,

where FN – false negative classifier answers
number.

3. F1-score – is the harmonic mean of precision
and recall, and it is calculated using the
following formula:

.𝐹1 =  2 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 * 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

RESULTS

This section provides the results of two experiments.
First for the approximation models, second for the
classification methods, both with including the best
approximation model taken from the first experiment
results.

Comparison of approximation functions

Time series approximation experiments (see the results
in Fig. 2) indicate that the cubic spline allows for the
lowest mean squared error and maximum error while
requiring minimal approximation execution time (0.01
ms in average versus 0.4, 0.6, 238.5 ms in average for
quadratic polynomial, cubic polynomial and GPR
respectively). However, its performance in terms of the
mean-square reproducibility error is medium.
Consequently, among all the functions proposed and
tested for approximating the vegetation index time
series, the cubic spline can be deemed the optimal
function based on the combination of the considered
criteria.

Comparison of dimensionality reduction methods

The results of classification based on raw data,
PCA-preprocessed data, and UMAP-preprocessed data
are presented in Tables 1-3. These tables report the
metrics used in the experiment for each class. Also there
are weighted average rows that correspond to the results
of each class weighted by its relative volume, i.e. the
number of time series of a class divided by the total
number of time series.
Tables 1 and 2 demonstrate that employment of PCA for
feature extraction step results in an enhanced f1 score
for only two classes (“Wheat”, “Soybean”) when
compared to the classification using raw data, while in
terms of the weighted average, the classification based
on the PCA features is inferior across all metrics. On the
contrary, when utilizing UMAP for dimensionality
reduction of the input data, a significant improvement in
classification quality is observed, with the weighted
average of the f1 metric increasing from 0.66 to 0.94,
representing a 1.5-fold improvement.
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Figure 2: Dependences of quality measures on the
proportion of missing values

Table 1: Classification quality using data of original
dimensionality

Class Precision Recall F1
Corn 0.51 0.34 0.41

Sunflower 0.77 0.99 0.87
Wheat 0.99 0.97 0.98
Soybean 0.03 0.05 0.04
Other 0.98 0.89 0.94

Weighted
average 0.66 0.65 0.66

Table 2: Classification quality using PCA-preprocessed
data

Class Precision Recall F1
Corn 0.37 0.39 0.38

Sunflower 0.52 0.58 0.55
Wheat 0.99 0.99 0.99
Soybean 0.27 0.22 0.24
Other 0.98 0.89 0.93

Weighted
average 0.65 0.64 0.64

Table 3: Classification quality using
UMAP-preprocessed data

Class Precision Recall F1
Corn 0.96 0.99 0.98

Sunflower 0.92 0.99 0.96
Wheat 0.99 0.99 0.99
Soybean 0.98 0.98 0.98
Other 0.99 0.90 0.94

Weighted
average 0.97 0.96 0.96

Figures 3 and 4 illustrate the result of the entire
fragment classification. In each image, the color of
pixels represents the assigned class label superposed
against the captured area. Corresponding land plots
based on the ground truth data were marked with color
contour. Most pixels in an image are of reddish-brown
hue since the classifier assigned them to the “Other”
class. The images demonstrate that the colors of pixels
within the outlined contours are more uniform and
more often correspond to the ground truth (see corn
and sunflower classes) if prior to the classification the
input data were processed with UMAP rather than
PCA.
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Figure 3: Classification results with preliminary
dimensionality reduction by the PCA algorithm

Figure 4: Classification results with preliminary
dimensionality reduction by the UMAP algorithm

CONCLUSION

This paper investigates the classification of crops based
on NDVI dynamics. Our study concentrates on two
auxiliary subtasks: approximating missing data caused
by cloud cover, and feature extraction. Since we are not
concerned with the classification algorithm itself, a
relevant k-nearest neighbors algorithm was employed.
A study of NDVI time series approximation models
was conducted, comparing a cubic spline model to the
promising Gaussian process regression. The spline
model proved to be superior to polynomial models and
the Gaussian process regression model. We proposed
the crop classification algorithm that utilizes spline
approximation of time series followed by UMAP
algorithm for dimensionality reduction and k-NN for
classification. Our results demonstrate that applying
UMAP for the dimensionality reduction task improves
classification quality by 1.5 times on average in
comparison to classification based on raw input data or
data preliminarily reduced with PCA.
Possible direction of the further research includes
investigation of the proposed approach in relation to
UAV survey data. This type of survey can be done
much more frequently than satellite surveys. This leads
to an increase in the total volume of data, which in turn
increases the relevance of using dimensionality
reduction methods.
This work was supported by the Russian Science
Foundation (project no. 20-61-47089).
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ABSTRACT 

Agent-based modeling and simulation (ABMS) is a new 
approach to modeling autonomous systems and 
interacting agents. This method is becoming more and 
more popular for its efficiency and simplicity. It 
constitutes an approach in the field of modeling complex 
systems. Indeed, ABMS offers, contrary to other types 
of simulations, the possibility of directly representing 
the simulated entities, their behaviors, and their 
interactions without having to recourse to mathematical 
equations. This work is a contribution in this sense, the 
goal is to propose an agent-based model to simulate an 
industrial system. The latter presents the problem of 
complexity, which can be mastered with the Multi-Agent 
Systems (MAS) approach. Our model is validated by a 
case study of the natural gas dehydration process. The 
latter is consolidated by a simulation made in the multi-
agent platform JADE (Java Agent DEvelopment 
Framework 

INTRODUCTION 

Agent-based modeling and simulation (ABMS) is an 
approach to the field of complex system modeling. In 
this framework, the model is composed of autonomous 
interacting agents. The agents have behaviors described 
by simple rules, and often interact with other agents, 
which in turn can influence the individual and general 
behavior of the system (Macal and North, 2005). 

Complex systems can be viewed as a set of interacting 
agents or entities such that the evolution of the system  

 

cannot be predicted by the pure integration of the laws 
governing these entities. Agents can represent 
organisms, humans, firms, institutions, and any other 
entity with the intent to achieve a goal (Abar et al., 
2017; Roy et al., 2004). Agent-based models are 
particularly applied in the case of complex phenomena 
in which many agents or active entities interact to 
establish relationships and solve problems that may arise 
(Simon, 1969; Bertalanffy, 1968) 

The modeling and simulation (M&S) approach is an 
activity that allows the study of a system using objects 
called models. Several authors agree to define the 
notions of modeling and simulation as the process of 
designing a model of the real world, and then 
conducting a set of experiments to understand its 
behavior or to evaluate different strategies within the 
limits of a set of fixed criteria for the evolution of the 
system (Fishwick, 1995; Sonnessa, 2004; Shannon, 
1976; Ingalls, 2001; Shannon, 1998; Fishwick, 1997; 
Vangheluwe, 2008 ). 

ABMS offers a way to model complex industrial 
systems. This paradigm is increasingly known in 
scientific disciplines such as agriculture, economics, 
ecology, biology, sociology, and many other disciplines 
(science, technology, engineering, and mathematics) 
(Roy et al., 2004). It is useful for simulating dynamic 
complex systems and for the observation of their 
emergent behaviors (Allan, 2010; Macal, 2016; 
Marvuglia et al., 2017). 

Our work falls within this framework; we have opted for 
an approach that allows the modeling and simulation of 
complex industrial systems. The approach is based on 
the ABMS paradigm, depending on their importance, 
they may contain thousands of elements and even more. 
This is the case, for example, with oil complexes. So, 
what are the steps to follow, and what are the tools to 
use? 
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Proceedings, ©ECMS Enrico Vicario, Romeo Bandinelli, 
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The idea is to model the natural gas dehydration system 
as a distributed multi-agent system and use a model 
based on representing all the elements of this system by 
agents, so that they can be simulated and implemented 
within multi-agent platforms and more particularly, the 
JADE platform.  

This article is organized as follows: Section 2 presents a 
background on agent-based modeling and simulation 
(ABMS). Section 3 introduces a use case of industrial 
system to be modeled and simulated. Section 4 is 
dedicated to the proposed approach. Section 5 describes 
he implementation of the proposed system. Finally, we 
conclude this paper in section 6. 

AGENT-BASED MODELING AND SIMULATION 
(ABMS) 

Agent-based modeling and simulation (ABMS) is a new 
approach to modeling systems composed of autonomous 
agents. ABMS is one of the most prominent and 
practical methods of modeling since the invention of 
relational databases. ABMS is used in various fields 
including: complexity science, systems science, systems 
dynamics, computer science, management science, 
several branches of the social sciences, and traditional 
modeling and simulation. The theoretical foundations of 
ABMS and its applicable modeling techniques, make it 
a very capable and practical choice to simulate and 
model complex systems more effectively and easily. 

In an ABMS, an agent is an atomic entity (Chaib -Draa, 
1999). The agent can be reactive, in the sense that it has 
limited action capabilities, cognitive. To be precise, it 
can develop action plans, make decisions, and other 
'intelligent' tasks, or hybrid in the case where the agent is 
both reactive and cognitive  (Chaib-draa, 1996; Moulin 
and Chaib-draa, 1996; Ferber, 1997; Michel et al., 2009; 
Krishnamurthy and Murthy, 2006; Bond and Gasse, 
1988; Franklin and Graesser, 1997; Iglesias et al., 1997; 
Fabrice et al., 2015). 

There is no common agreement on the definition of an 
gent. In general, the term agent refers to an entity 
(hardware or software), which is different from an 
ordinary program in a way that it is endowed with 
autonomy for functioning in environments shared by 
other agents (Ferber, 1995;1997). An agent is 
autonomous, social, and self-directed. It can function 
independently in its environment and during its 
interactions with other agents for a specific range of 
situations of interest. Agents can recognize and 
distinguish the traits of other agents with which they can 
communicate and interact via protocols. 

ABMS offers us the possibility to simulate real systems 
in which very complex behaviors emerge from relatively 
simple and local interactions between many different 
individuals. Therefore, ABMS seems to us to be the 
most adequate approach for the simulation of complex 
systems such as industrial processes. Indeed, ABMS will 
be particularly well adapted to the description of a system 
from the point of view of the activity of its constituents, i.e. 
when the behavior of individuals is complex (and therefore 
difficult to describe with equations). 

USE CASE 

Our work is realized in close collaboration with the 
Algerian oil and gas giant SONATRACH and in 
particular the Liquefied Natural Gas (LNG) units 
located in Skikda, in the east of Algeria. The goal is to 
create operational simulators of industrial systems used 
in the LNG. Our research team has conducted many 
similar projects by using different approaches (MAS, 
DEVS, etc.) (Seddari et al., 2013a; 2013b; 2014; 2015; 
2017; 2021) 

The operating principle of the dehydration system is 
based on the use of three molecular sieve bed dryers:  
the first one is in adsorption mode, the second is on 
stand-by (waiting) and the third is in regeneration.  

The dehydration system can be divided into three 
subsystems: Pre-cooling and separation, Dehydration, 
and Filtration & regeneration. Figure 1 shows the 
technical diagram of this system. 

Figures 1: Dehydration System 
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Pre-cooling and Separation  

The main function of this system is to reduce the load 
of 13-MD02-A/B/C molecular sieve dryers. 

Cooling the NG reduces the load on the dryer by 
lowering the water content in the NG entering the 
separator drum 13-MD01 before feeding the dryer to 
separate and recover any water and amine coming from 
the decarbonization unit (unit 12 ). The NG at the top 
of the separator goes to the molecular sieve dryer 
arranged in adsorption mode at that time (13-MD02 A 
or B or C). 

From the bottom of the 13-MD01, the liquids are sent 
to the water flash drum of the 13-MD09 dryer for 
further separation. 

Dehydration  

The dewatering system has three 13-MD02-A/B/C 
molecular sieve dryers. Under normal operating 
conditions, one dryer operates at 100% capacity in 
adsorption mode, the second is in regeneration mode 
and the third is in stand-by mode. 

Gas from the 13-MD01 Dryer Feed Separator enters 
the top of the adsorption dryer. The wastewater in the 
NG is adsorbed by the dryer beds. 

Each dryer is provided with type 4A molecular sieves 
which will each operate on a twelve (12) hour 
adsorption cycle. The dryer isolation valves are 
controlled by a sequence on the DCS. The dryer 
sequences are automatically programmed by a PLC 
from the distributed Control Systems (DCS). 

Regeneration   

Each 13-MD02-A/B/C dryer operates on an automatic 
thirty-six (36) hour cycle, controlled by the DCS. Each 
dryer is regenerated once its bed is saturated. This is 
achieved by circulating hot gas from bottom to top in 
the dryer. 

Typical Operating Parameters  

Table 1 contains typical operating variables for the 
dehydration system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: Operating Variables for the Dehydration 
System 

 

 

THE PROPOSED APPROACH 
 
The method proposed in this work is based on the use 
of an agent-based architecture to model the natural gas 
dehydration system. 
 

The architecture defined in this work is based on Multi-
agent systems (MAS), designed to simulate the 
operation of different dryers that compose the 
dehydration process. 
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The architecture expresses the fundamental structure of 
the dehydration system to be modeled and simulated. It 
defines the set of functional components described in 
terms of their behaviors and interfaces, as well as the 
way these components interact to properly accomplish 
the simulation objective of a natural gas dehydration 
system. Therefore, an architectural description is 
mainly required for the specification of the system 
structure. 
The idea is to model the natural gas dehydration system 
as a distributed multi-agent system. 
In the following, we will present the specifications of 
the different components, as well as the concepts 
related to their operation. 
 

Structure of agents in the dehydration system  
 

We will describe in what follows the structure and the 
functionalities of the different agents and which are: 
 

Agent 13-FFIC-1027: The role of this agent is to 
regulate the flow of nitrogen to the balloon 13-MD09. 
 

Agent 13-FIC-1021: Its role is to regulate the flow of 
water from tank 13-MD09 to 12-MD39. 
 

Agent 13-FIC-1023: The role of this agent is to 
regulate the water flow from the 13-MD09 tank to the 
sump. 
 

Agent13-FIC-1048: this agent takes care of regulating 
the gas flow of the regeneration gas heater 13-MC02. 
 

Agent 13-FIC-1244: it is the agent that takes care of 
the regulation of the hot oil flow of the regeneration gas 
heater 13-MC02. 
 

Agent 13-LIC-1003: it is the agent that deals with the 
regulation of the level of the pre-cooler of the dryer 13-
MC01. 
 

Agent 13-LIC-1004: it is the agent that deals with the 
regulation of the level of the inlet separator of the dryer 
13-MD01. 
 

Agent 13-LIC-1022: it is the agent that takes care of 
the regulation of the level of the water flash tank of the 
dryer 13-MD09. 
 

Agent 13-LIC-1055: it is the agent that deals with the 
regulation of the level of the regeneration gas 
separation of the tank 13-MD03.         
                                                                                            
Agent 13-PDI-1063: it is the agent that deals with the 
regulation of the pressure of the propane refrigerant of 
the dryer 13-MC01. 
 
Agent 13-PIC-1025: it is the agent that takes care of 
the pressure regulation of the water flash tank of the 
dryer 13-MD09. 
 

Agent 13-PIC-1062A: it is the agent that deals with 
the regulation of the vapor pressure of 13-MD03. 
 

Agent 13-PIC-1062B: this is the agent responsible for 
regulating the pressure of the steam from 13-MD03 to 
the hot torch manifold. 
 

Agent 13-TIC-1010: it is the agent that deals with the 
regulation of the supply temperature of the inlet 
separator of the dryer 13-MD01. 
 

Agent 13-TIC-1045: it is the agent that deals with the 
regulation of the temperature of the regeneration gas. 
Valve agent: this is the agent that controls the flow of 
nitrogen, water, and gas to the various components of 
the dehydration system. 
 

Cooling Agent (13MC-01): This agent is responsible 
for the cooling of the feed gas, it can communicate with 
the liquid propane agent (16MC-10) to regulate the 
temperature and can also communicate with the graphic 
interface to give a visual representation of the cooling 
agent. 
 

Propane Agent (16MC-10): This agent controls the 
flow of the propane condenser valve gas (16-MC10), it 
can communicate with the agent (13MC-01), and can 
also communicate with the graphical interface to give a 
visual representation of the agent propane. 
 

Separation Agent (13MD-01): This agent is 
responsible for the separation of liquids and reducing 
the water content of the gas in the dryers, it can 
communicate with the agent (13XV-1011) and with the 
graphical interface to give a visual representation of the 
separation agent. 
 

Agent Reg-Valve (13XV-1011): This agent controls 
the flow of water winnowing unit 12, it can 
communicate with the separation agent (13MD-01) and 
can also communicate with the graphic interface. 
 

Drying Agent (13MD-02 A): This agent is responsible 
for heating the gas, it can communicate with the 
separation agent (13MD-01) and the filtration agent 
(13-MD04) 
 

Filtering Agent (13-MD04): This agent filters the gas 
from the dryer (13MD-02 A), it can communicate with 
the drying agent (13MD-02 A) and the graphic 
interface to give a visual representation of the filtration 
agent. 
 

Security Agent: This agent is responsible for the 
emergency shutdown of the dehydration system, it can 
communicate with all the agents of our system. 
 

In the following figure, we present the proposed multi-
agent-based modeling of our industrial process. 
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Figures 2: Dehydration System 
 

THE SYSTEM IMPLEMENTATION 

The simulator was developed by using the JADE 
platform (Bellifemine et al. 2008), to benefit from the 
power of the advanced tools offered by this platform. 

The main interface of our simulator is presented in 
figure 3. It depicts the simulation of the dehydration 
system and allows the user to drive the system 
operation and supply it by loading different data inputs. 

The simulator's graphical interfaces provide many tools 
permitting the operator to regulate and monitor changes 
in the dehydration system.  

 

 

Thanks to displayed knowledge interface, the user will 
observe the steps of the system and may act on the 
input parts of the process by entering set point values 
and operating thresholds values and observe the 
behavior of the simulation consequently. 

As it is intended, the simulator offers a particular range 
of functionalities permitting the user to follow the 
evolution of the dehydration system and to be ready, 
thus, to know its operation. Likewise, such a machine 
makes it potential to predict many cases: those, that 
square measure acceptable, and those, that square 
measure prohibited. further options will be further 
reckoning on operator needs. 

 

 
   

 Figure 3: Graphical simulation of the dehydration system  
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CONCLUSION 
The goal of our work is to use a rigorous and efficient 
method to represent and simulate a complex industrial system 
(natural gas dehydration process). Our approach is based on 
the proposal of an agent-based model, validated by the JADE 
platform. The major benefit of using multi-agent systems is 
the distribution of tasks and managing complexity. Our 
simulation covers the different tasks of the dehydration 
process such as regulation of pressures, levels, temperatures, 
and the control of water, Nitrogen and gas flows, etc.  

The advantage of our approach is to benefit from the power 
of the advanced tools offered by ABMS platforms for the 
implementation, development, and operation of complex 
industrial systems. We plan to apply our approach on a larger 
scale by simulating more complex systems and industrial 
processes, starting with the accessible sources and the great 
opportunities SONATRACH is offering to researchers in this 
field. 
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ABSTRACT
Against the background of the energy crisis, shortage of
skilled workers, demographic change and other drivers,
sustainable development is also becoming increasingly
important for industrial companies. In this respect,
production planning and control has an enormous
influence on relevant objectives. In classical approaches
of production planning and control as presented in
this paper, economic-oriented objectives are taken into
account to a large extent in decision making. This
paper demonstrates that besides these classical models,
a variety of approaches exist to influence ecological
and social targets through production planning. These
different models are assigned to sustainability areas
and outlined by exemplary literature sources. Further
research is needed, for instance, in the joint consideration
of sustainability criteria along different planning levels
and sustainable dimensions.

INTRODUCTION
In today’s globalized economy, companies are faced
more than ever with the task of securing their own
locations in the long term and maintaining their
competitiveness. On the one hand, increasingly
shorter product life cycles, growing product and process
diversity and high market dynamics require greater
responsiveness, innovation and adaptability. On the
other hand, companies are required to counteract cross-
industry problems such as demographic change, the
shortage of skilled workers, and competitive and cost
pressures by taking appropriate measures. Thus,
in addition to economic and organizational-oriented
measures, the importance of sustainable development has
become an important issue. In this context, sustainability
can be defined as “a development that meets the needs of
the present generation without compromising the ability
of future generations to meet their own needs” (World
Commission on Environment Development, 1987). With
regard to production companies, Production Planning
and Control (PPC) offers great potential for improving
sustainability aspects (Terbrack et al., 2021; Trost et al.,
2022).

In the following, a general description of a well-
established PPC concept is given. Based on these
fundamentals, the link between PPC and sustainability is
highlighted and exemplified by several approaches. The
article ends with a short outlook.

ELEMENTS OF HIERARCHICAL PRODUCTION
PLANNING AND CONTROL
PPC is based on production resources with
correspondingly available capacities (Herrmann and
Manitz, 2021). The task of the PPC is to use these
production resources to produce one or more end
products on time and economically beneficial in order
to satisfy a corresponding market demand. The solution
of this planning task as an overall problem (by means
of a simultaneous planning approach for all relevant
decisions) is usually very complex and therefore, cannot
be solved in the given time, even when using the best
solution algorithms (Herrmann, 2011). Alternatively,
the overall planning task can be decomposed into
simpler sub-planning tasks whose individual solutions
are reassembled into a corresponding overall plan. With
the successive sub-planning problems, the organizational
and temporal consideration depth increases (starting from
a planning over several years on plant level up to a
second-by-second consideration of individual machines).
However, not all interactions between these sub-planning
problems can be considered and only an approximate
solution of the overall planning task can be achieved with
such an approach (Herrmann and Manitz, 2021). An
established form of this decomposition is the hierarchical
production planning as proposed by Hax and Meal
(1975). A further development is the capacity-oriented
PPC according to Drexl et al. (1994), Günther and
Tempelmeier (2020) and Tempelmeier (2023), which
is visualized in Figure 1 and explained in the following.

For capacity-oriented PPC, a major influencing
variable is the demand to be satisfied, which is
initially mostly unknown (Herrmann and Manitz, 2021).
Therefore, on the one hand, medium to long-term demand
forecasts are prepared as a starting point for aggregate
production planning. In addition, individual products that
underlie a comparable cost as well as demand structure
and require similar production processes are mostly
grouped to product types. On the other hand, short-
term demand forecasts are prepared for individual (main)
products and used for master production scheduling and
with regard to forecast-oriented material requirement
planning. However, due to sometimes considerable
stochastic influences, a demand cannot be predicted
exactly. To take into account this stochastic influence,
safety stocks are planned, resulting in corresponding
capital commitment costs. Inventories should therefore
be kept as low as possible and optimally distributed
within a supply chain.

In industrial practice, it is often assumed that the
forecasted quantity of end and intermediate products can
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Fig. 1: Basic structure of a capacity-oriented hierarchical production planning (Herrmann and Manitz, 2021).

be produced or procured synchronously with demand
(Herrmann and Manitz, 2021). Following this
synchronization principle, inventories can be largely
avoided. However, the available production capacities
must be continuously adjusted to any, for example
seasonal, peaks in demand or corresponding additional
capacities must be utilized. The latter is done, for
example, by means of extra shifts, overtime, temporary
workers or outsourcing to external companies, which
typically results in higher costs. Alternatively, an
emancipation strategy can be used to respond to
forecasted demand peaks. This involves shifting demand
from periods of high demand to previous periods of low
demand. However, this means that higher inventories
and consequently higher capital commitment costs have
to be accepted. The economically optimal solution is
usually to be found between these two strategies. This
decision problem is considered in aggregate production
planning. Planning is usually carried out over a
planning horizon of several years, whereby one period
corresponds to one month. The production capacities
to be taken into account are given as plant-specific or
production segment-specific capacities. In addition to
several models established in the literature, the outlined
planning problem of aggregate production planning
can be described and solved by the following linear
optimization model APP (Günther and Tempelmeier,
2020; Herrmann and Manitz, 2021).

Sets
K product types (k ∈K)
T planning horizon with 0≤ t ≤ T

Parameters
bP

t available normal personnel capacity in period t
bT

t available technical capacity in period t
dkt demand for product type k in period t
f P
k personnel production coefficient of product type k

f T
k technical production coefficient of product type k

hk inventory holding cost rate for product type k per
quantity unit and period

Umax
t max. additional personnel capacity in period t

ut cost of one unit of additional capacity in period t

Decision Variables
Ikt inventory level of product type k at the end of

period t
Ut additional personnel capacity used in period t
xkt production quantity for product type k at the end

of period t

Objective Function
The objective function of the APP model minimizes
the inventory holding costs and the costs for
additional capacity used.

Minimize Z = ∑
k∈K

T

∑
t=1

hk · Ikt +
T

∑
t=1

ut ·Ut (1)

Constraints

Ik,t−1 + xkt −dkt = Ikt ∀k ∈K,∀1≤ t ≤ T (2)

∑
k∈K

f T
k · xkt ≤ bT

t ∀1≤ t ≤ T (3)

∑
k∈K

f P
k · xkt −Ut ≤ bP

t ∀1≤ t ≤ T (4)

Ut ≤Umax
t ∀1≤ t ≤ T (5)

Ikt ≥ 0,Ut ≥ 0,xkt ≥ 0 ∀k ∈K,∀1≤ t ≤ T (6)

Ik0 given ∀k ∈K (7)

The aggregate production planning is followed by master
production scheduling. The previous planning results
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can be integrated in terms of corresponding restrictions
(fixed production quantities; available capacities) (see,
e.g., Drexl et al., 1994; Tempelmeier, 2020). In
master production scheduling, now, the end products are
considered. In addition, it is taken into account that
end products usually consist of intermediate products
and therefore, need to undergo several production steps
along time and in multiple production segments. This
is expressed by capacity load factors, which summarize
the time-related capacity load from the production of
a quantity unit of an end product to a capacity load
profile (Herrmann and Manitz, 2021). This comprises
the capacity required for the end product as well
as the capacity required in the various production
segments to produce the intermediate products. In
addition, this required capacity is distributed along
corresponding lead-time periods which result from the
production of a final product (including intermediate
products). Based on that, the task of master production
scheduling is to determine a production program over
several periods and to coordinate it across the various
production segments. This attempt is usually motivated
by minimizing the relevant production, resource and
inventory costs (Günther and Tempelmeier, 2020). One
exemplary model for Master Production Scheduling
(MPS) is the following (Günther and Tempelmeier,
2020).

Sets
J production segments ( j ∈ J )
K products (k ∈K)
T planning horizon with 0≤ t ≤ T

Parameters
b jt available normal capacity of production segment

j in period t
dkt demand for product k in period t
f jkz capacity load factor: capacity load caused in

production segment j by one quantity unit of
product k in lead time period z

hk inventory holding cost rate for product k per
quantity unit and period

Umax
jt maximum additional capacity of production

segment j in period t
ut cost of one unit of additional capacity in period t
Zk maximum lead time to be considered for product

k

Decision Variables
Ikt inventory level of product k at the end of period t
U jt additional capacity used in production segment j

in period t
xkt production quantity for product k at the end of

period t

Objective Function
The objective function of the MPS model minimizes
inventory holding costs and the costs of additional
capacity used.

Minimize Z = ∑
k∈K

T

∑
t=1

hk · Ikt + ∑
j∈J

T

∑
t=1

ut ·U jt (8)

Constraints
Ik,t−1 + xkt −dkt = Ikt ∀k ∈K,∀1≤ t ≤ T (9)

∑
k∈K

Zk

∑
z=0

f jkz · xk,t+z−U jt ≤ b jt

∀ j ∈ J ,∀1≤ t ≤ T (10)

U jt ≤Umax
jt ∀ j ∈ J ,∀1≤ t ≤ T (11)

Ikt ≥ 0,U jt ≥ 0,xkt ≥ 0
∀ j ∈ J ,∀k ∈K,∀1≤ t ≤ T (12)

Ik0 given ∀k ∈K (13)

Based on the resulting production program, now,
the required consumption factors (e.g., raw materials)
are determined in lot-sizing and resource planning
(Herrmann and Manitz, 2021). Again, the results of
the preceeding planning can be taken into account via
corresponding restrictions. For each production segment,
the necessary production and procurement order sizes
are determined, which are needed for the respective
assemblies and individual parts for the final products. By
now, the capacities of individual resources are considered
in the context of an operation-exact view. Moreover,
the organizational principle of the respective production
segment determines which concrete planning methods
are used for the solution. In the following, flow and
job shop production will be discussed as examples
of frequently encountered principles. In flow shop
production systems, one motivation is to ensure that the
material flow along the successive stations is as uniform
as possible (Herrmann and Manitz, 2021). A stationary
demand is assumed, i.e., a demand progression at a
constantly high level. That assumption makes it possible
to determine the range of coverage of the resulting
inventory based on the planned lot sizes. This range
of coverage determines at which time a product has to
be manufactured again. In addition to lot-size planning,
the processing sequence should also be planned in flow
shop production in order to ensure the necessary resource
availability (Herrmann, 2011). In a job shop production,
several operations compete for each resource with limited
capacity. Therefore, a multi-product lot size problem
has to be solved. Also, it has to be considered by
which quantities each product is consumed by the higher-
level product. This planning problem is known as the
Multi-Level Capacitated Lot-Sizing Problem (MLCLSP)
(Herrmann, 2009; Tempelmeier, 2023). One model
formulation of the MLCLSP is the following (Günther
and Tempelmeier, 2020; Herrmann and Manitz, 2021;
Tempelmeier, 2023).

Sets
J resources ( j ∈ J )
K products (k ∈K)
T planning horizon with 0≤ t ≤ T

Parameters
aki direct demand of product k for a quantity unit of

product i
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b jt available capacity of resource j in period t
dkt demand for product k in period t
hk inventory holding cost rate for product k per

quantity unit and period
K j quantity of products (operations) produced

(completed) on resource j
Mk a large number at least as large as the maximum

possible lot size of product k
Nk quantity of directly superior products or directly

subsequent operations of product k
pkt variable production costs for product k per

quantity unit in period t
sk setup cost rate for product k
tB
k production time for product or operation k

tR
k setup time for product or operation k

zk minimum lead time for product or operation k

Decision Variables
Ikt inventory level of product k at the end of period t
qkt production quantity (lot size) for product k at the

end of period t
γkt binary setup variable for product or operation k in

period t

Objective Function
With the following objective function, the MLCLSP
model aims to minimize inventory, setup and
production costs.

Minimize Z = ∑
k∈K

T

∑
t=1

(hk · Ikt + sk · γkt + pkt ·qkt) (14)

Constraints

Ik,t−1 +qk,t−zk − ∑
i∈Nk

aki ·qit −dkt = Ikt

∀k ∈K,∀1≤ t ≤ T (15)

∑
k∈K j

(tB
k ·qkt + tR

k · γkt)≤ b jt

∀ j ∈ J ,∀1≤ t ≤ T (16)

qkt −Mk · γkt ≤ 0 ∀k ∈K,∀1≤ t ≤ T (17)

Ikt ≥ 0, qkt ≥ 0, γkt ∈ {0,1}
∀k ∈K,∀1≤ t ≤ T (18)

Ik0 = 0, IkT = 0 ∀k ∈K (19)

In industrial practice, however, material requirements
planning is regarded as a higher-level planning problem
(Herrmann and Manitz, 2021). In this context, the multi-
level multi-product lot-sizing problem is decomposed
into isolated single-product lot-sizing problems. By
this, mutual dependencies are neglected. In particular,
considering the capacity demands of resources by the
(single) products in isolation usually leads to non-feasible

production schedules because multiple products require
the available capacity of the resources. These neglected
dependencies result in delays and customer due dates
cannot be met. In the subsequent step of resource
planning, the production orders created in lot-sizing
are assigned to specific work systems and released for
production. The limited capacities of the resources
are taken into account and the higher-level target dates
must be met. All time-consuming operations (including
setup and transport times) are considered. While often
only A-products are included in lot-sizing or material
requirements planning, now, all products (including
B- and C-products) are considered. In the literature,
the outlined problem is described as the Resource-
Constrained Project Scheduling Problem (RCPSP) and is
listed below (Günther and Tempelmeier, 2020; Herrmann
and Manitz, 2021).

Sets
J resources ( j ∈ J )
K operations (k ∈K)
T planning horizon with 1≤ t ≤ T

Parameters
R j number of available resource units of resource j
rk j number of resource units of resource j required

for operation k
FEZk earliest possible end date of operation k
SEZk latest permissible end date of operation k
N number of the last operation in the order network;

N = |K|
Pk quantity of preceding operations in the order

network from the point of view of operation k
pk duration of the operation k

Decision Variables
xkt binary variable indicating whether operation k is

completed in period t

Objective Function
Via the following objective function, the RCPSP
model aims at minimizing the cycle time.

Minimize Z =
SEZN

∑
t=FEZN

t · xNt (20)

Constraints

SEZk

∑
t=FEZk

xkt = 1 ∀k ∈K (21)

SEZh

∑
t=FEZh

t · xht ≤
SEZk

∑
t=FEZk

(t− pk) · xkt

∀k ∈K,∀h ∈ Pk (22)

∑
k∈K

rk j

t+pk−1

∑
i=t

xki ≤ R j ∀ j ∈ J ,∀1≤ t ≤ T (23)

xkt ∈ {0,1} ∀k ∈K, ∀1≤ t ≤ T (24)
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The RCPSP model thus calculates the shortest possible
schedule (i.e., shortest makespan) of all operations under
consideration, taking into account the time dependencies
between the operations (an operation can only start when
the preceding operation has finished) and all capacity
limits of the resources used (Briskorn and Hartmann,
2021). The subsequent scheduling (resource allocation
planning) represents the link between planning and
execution. For each individual resource and period
(e.g., a day), the sequence of the jobs to be processed
is determined. Then, the jobs are assigned to the
corresponding resource and period via resource planning.
Taking into account all setup and operating states as
well as available tools and transport vehicles, this results
in a resource allocation that is accurate to a minute or
second. In industrial practice, this is often done by the
usage of priority rules (Herrmann, 2011; Günther and
Tempelmeier, 2020).

APPROACHES FOR SUSTAINABLE PRODUCTION
PLANNING
Ecologically-oriented links
With regard to the integration of ecological aspects in
PPC, the classification from Trost et al. (2019b) is taken
up, according to which a distinction is made between
the four dimensions waste, resource use, emissions and
energy. In the multitude of scientific papers, these
ecological concerns are addressed in different ways.
Thereby, a monetary representation is evident to a large
share. However, as soon as constant prices (for example,
a constant electricity price) are assumed, ecological
objectives are addressed in such approaches as well
(Terbrack et al., 2020).

So far, the most frequently included ecological
dimension in the field of sustainable PPC is energy
utilization (Terbrack et al., 2020), whereby energy is
predominantly to be interpreted as electrical energy. By
considering the energy consumption (energetic work) and
the load profile (energetic power) but also the energy
costs, the approaches described in the following can
be used to take this ecological dimension into account.
In addition, decentralized renewable self-generation of
energy is considered, which leads to a lower dependence
of the public-available energy supply. For a detailed
discussion of energy-oriented PPC, we refer to Terbrack
et al. (2021).

A large part of the scientific work on energy-oriented
PPC addresses the energetic work and thereby aims on
minimizing the total energy consumption or the total
energy costs (Terbrack et al., 2021). For example, Li
et al. (2020) present a multi-criteria optimization model
that minimizes total energy consumption as well as cycle
time for a job shop environment. Similarly, approaches
can be found that minimize energy consumption only
during certain periods, such as time windows of high-
energy prices or a high supply of conventional and high-
emission energy sources, in order to reduce energy costs
as well as emissions. An example is given in the
scheduling approach of Sun and Li (2014), in which
the objective function includes minimizing electricity
consumption during short-term announced periods to
respond to high market energy demand during these
periods. Planning models that integrate energetic power
take into account all or selected production resources
for this purpose and aim to reduce energy demand.

In most cases, the peak load or the highest average
load is integrated into the decision-making process in
order to avoid stabilization costs associated with such
load peaks as well as the provision of energy by high-
emission backup power plants. For example, Dababneh
et al. (2016) present a planning approach that serves
for minimizing the peak load related to production
and HVAC (Heating, Ventilation, Air Conditioning).
In addition to these typical approaches for optimizing
production-specific energy utilization, planning models
for energy-flexible production are being published with
increasing frequency. In the context of such an
orientation of PPC to the energy supply, one attempt
lies in minimizing energy procurement from external
sources or non-renewable energy sources by considering
different generation and procurement options. Often,
this is achieved by targeting volatile energy generation
from renewable energy sources (see, e.g., Abikarram and
McConky, 2017). This is accompanied by the goal of
increasing self-sufficiency and maximizing revenue from
the sale of onsite-generated energy. An example of the
latter is represented by the flow shop scheduling model
of Fazli Khalaf and Wang (2018), which maximizes the
expected profit from the feed-in of renewable energy in
addition to minimizing the energy costs. Likewise, to
enable a time-elastic utilization of volatile energy sources
to a certain extent, the integration of energy storage
solutions is increasingly outlined (see, e.g., Wang et al.,
2020).

Besides an energy-oriented PPC, production planning
approaches as described below, which take into account
waste generation or resource utilization, can contribute
to the sufficient availability of raw materials. The
availability of raw materials can be improved by
reducing/avoiding production waste and by an efficient
use and reuse of production resources. At the same
time, the corresponding raw material costs can also be
influenced.

With regard to waste prevention, two main aspects
are addressed in the existing PPC literature. First,
disassembly activities of recycled or defective products
are integrated into the planning process. In this sense,
for example, Kang and Hong (2012) present a planning
approach that minimizes the costs of disassembly,
remanufacturing, manufacturing, and storage of products
and ensures demand satisfaction. Second, waste
minimization can be achieved through planning solutions
in the area of cut optimization by aiming at the maximum
utilization of a material to be split (see, e.g., Mobasher
and Ekici, 2013). Closely linked to waste minimization
is the consideration of resource consumption (such as
material or water). Thus, there is a clear correlation
between the proportion of resources used (such as
production material) and that of unused resources (e.g.,
scrap or waste), which is why the two ecological
dimensions usually complement each other. To reduce
material usage and the associated costs, it can be
distinguished between three different approaches. On the
one hand, PPC can be extended to take into account repair
processes of products, which have become defective
during production (see, e.g., Schrady, 1967). On the
other hand, a reduction of production-related material
consumption can be achieved by reprocessing returned
products. In this context, the planning and control of
the production of new products must be supplemented
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by the scheduling of remanufacturing activities (see, e.g.,
Polotski et al., 2017). Furthermore, the disassembly of
recycled products as described above can, in addition
to reducing waste, also minimize resource consumption
by reusing the recovered materials in the manufacturing
of new products (see, e.g., Entezaminia et al., 2016).
With regard to the use of water as a resource, a further
distinction can be made between three objectives in
production planning. For example, Jiang et al. (2010)
present a planning solution for the dyeing industry
to reduce production time as well as fresh water
consumption and wastewater generation by considering
the sequence-dependent processing time and associated
water consumption. Another approach is the reuse of
water that has already been used. With this in mind,
Pulluru and Akkerman (2018), for example, develop
an approach that takes into account the quantity and
quality of water supplied and schedules process and
cleaning operations based on this. In this approach, water
used in cleaning processes can be reused in downstream
operations. Furthermore, approaches can be found
that integrate discharge or reuse of used, respectively

contaminated water (see, e.g., Chang and Li, 2006).
In addition to the approaches described above, there

exist PPC models that also address production-related
emission output. Besides a consideration of emission
costs (see e.g., He et al., 2015), approaches to minimize
emission quantities can be found (see e.g., Wu et al.,
2018). In both cases, a distinction can be made with
regard to the source of the emissions: e.g., Hong
et al. (2016) take up the minimization of process-related
emissions, respectively the associated costs. Besides
process-related emissions, there are approaches that
integrate energy-related emissions in the sense of indirect
emissions into production planning. In this context,
the use of non-renewable energy sources or energy
procurement from the power grid is linked to emissions,
which can then also be reduced by reducing energy
consumption (see e.g., Wu et al., 2018).

Socially-oriented links
In the context of socially-oriented PPC, approaches can
be categorized into the following areas according to
Trost et al. (2022) (see Figure 2). For a comprehensive
discussion, we refer to Trost et al. (2022).

Fig. 2: Categorization of employee-related social aspects (Trost et al., 2022).

Approaches on development can contribute to the
qualification of the workforce and reduce dependence
on qualified employees who are available externally.
Following the planning hierarchy, employee training is
mostly considered at the level of aggregate production
planning. In that manner, corresponding production
plans contain, for example, time slots for employee
qualification. A distinction is made between approaches
that influence productivity (see, e.g., Aziz et al.,
2018) or production quality (see, e.g., Madadi and
Wong, 2014) because of training measures. The
productivity impact is thereby mapped via corresponding
dependent capacity load factors. It is assumed
that qualified employees need less time to perform
production tasks. By minimizing the costs, thereby
a correspondingly sufficient training level is indirectly
achieved. The influence on production quality is
based on the assumption that qualified employees make
correspondingly fewer errors. Furthermore, previous
approaches take into account that the fulfillment of
production tasks requires a corresponding qualification
and experience of the employees (see, e.g., Karimi-Majd
et al., 2017). With regards to that, increased productivity
through appropriate training levels can lead to lower

unit labor costs. Furthermore, the required flexibility of
working hours can also be influenced by the PPC. For
example, Trost et al. (2019a) integrate the deviations of
standard working hours into the MPS. It is shown that the
fluctuations can be reduced by more than 60% in some
cases.

In addition to these longer-term oriented planning
approaches, which consider the demand for
corresponding employees, the focus of existing
approaches to socially-oriented PPC is predominantly
on maintaining the workforce in the company. This is
mainly taken into account in the context of assembly
line balancing and job-rotation. Thereby, employee
satisfaction and health & safety aspects are integrated
into PPC. On the one hand, this serves to ensure that the
workforce can be deployed for as long as possible with
high productivity and quality, especially regarding the
demographic change and the associated aging workforce.
On the other hand, the attractiveness of the company as
an employer can be increased.

The most frequently considered social category in the
context of socially oriented PPC is health & safety. With
this regard, various evaluation criteria can be addressed.
For example, Botti et al. (2020) outline that employees
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should have appropriate qualification, experience, body
size, and age requirements to ensure safe & healthy
performance of production tasks. Abdous et al. (2018),
on the other hand, aim to reduce muscular fatigue.
This is because the fatigue of a muscle depends on
the external load on the muscle, the time of loading,
and the maximum muscle contraction (Ma et al., 2009).
This allows the determination of a maximum ensurance
time, i.e., the maximum time a muscle can sustain
a load. Employee energy expenditure is integrated
with individual employee parameters (e.g., gender, body
weight) as well as work parameters (e.g., posture, work
rate, weight of load, and duration of load). This allows
an estimation of the expected metabolic rate as well as a
determination of required recovery times (see, e.g., Finco
et al., 2020). In contrast, the majority of approaches
to health & safety aspects through appropriate PPC are
concerned with the assessment of ergonomic risks. In
this context, the ergonomic conditions of the workplaces
(taking into account the production orders assigned/to be
assigned) are evaluated with respect to various criteria
(cf. Figure 2). For example, in Mossa et al. (2016), a
maximum risk value due to repeated movements of the
upper limbs must not be exceeded. The risk value is
determined via OCRA (OCcupational Repetitive Action
tool) (Occhipinti, 1998).

With regard to employee satisfaction, existing
approaches on PPC on the one hand integrate concrete
employee preferences when assigning production orders
(see, e.g., Liu et al., 2019). On the other hand, the
aim is to reduce work monotony through appropriate job
rotation (see, e.g., Ayough et al., 2020). In this context,
work monotony results primarily from the repeated
assignment of employees to stations/production tasks.
By changing the assignment of employees, the aim is
to reduce this work monotony, which contributes to
increasing employee motivation and productivity.

OUTLOOK
In this article, we outlined a well-established concept of
hierarchical production planning. Based on exemplary
approaches we pointed out that PPC is capable of
improving sustainable objectives.

Besides classical economic motivations, models on
sustainable PPC can address the utilization of energy
and raw materials and contribute to an adequate and
stable supply. It can also influence emissions and the
associated costs. Furthermore, it has been shown how
the availability of human capital can be addressed in
the context of socially-oriented production planning and
how, in particular, aspects of employee satisfaction as
well as health & safety can be taken into account in
the decision-making process. In addition, unit labor
costs and the required flexibility of working hours can
be influenced.

Despite the different described fields of action with
regard to sustainable PPC, to the best of our knowledge,
a joint consideration of sustainable objectives is still
missing and therefore, an open research issue. On the one
hand, the coordination of sustainable objectives along the
different planning levels within hierarchical production
planning could enhance the potential for sustainable
improvement and thus, should be part of future research.
On the other hand, the same holds true for a simultaneous
integration of multiple sustainable objectives.
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ABSTRACT 

This paper describes a simulation study conducted on an 

Italian firm involved in the production and packaging of 

fluid mixtures, such as motorcycle and automotive 

lubricating oils and fuel additives. This Italian company 

needs to expand its production capacity, which is now 

close to saturation point, with the aim of being able to 

meet growing future demand. Using AnyLogic® 
commercial simulation software and in particular its 

Fluid Library, the manufacturing plant in its current 

configuration was modelled and studied. After 

addressing the initial transient problem and validating 

the model, the maximum increase in demand that can be 

met by the actual plant and an alternative configuration 

of the manufacturing plant were analysed. Thanks to 

results of the simulation study, it was possible to help the 

company management in the selection of the new 

manufacturing plant configuration by providing key 

performance metrics predicted by simulation.  

 

INTRODUCTION 

When one wants to make critical choices that lead to the 

modification of complex systems, such as logistics and 

production systems, it seems obvious to want to analyse 

in advance the consequences that these choices have on 

the behaviour and performance of the modified system. 

Often, when one wants to analyse a real system, it is 

often not possible to observe it directly, i.e. it is not 

possible or not feasible from a cost and/or time 

perspective. In such cases, the study of a model of the 

real system is used. A model is a simplified 

representation of a real system and therefore can be used 

to study the behaviour of the associated system without 

necessarily analysing the system itself. Simulation 

modelling generally involves mathematical models 

which can be described as a series of logical and 

mathematical relations. Relatively simple mathematical 

models can be solved by analytical methods to obtain a 

so-called analytical solution. However, when the system 

to be studied is very complex, the resulting model may 

itself be too complex to be solved by analytical methods. 

In such cases, one can employ simulation and the model 

studied is referred to as a simulation model.  

This paper describes a simulation study for the 

evaluation of alternative configurations of a production 

plant of an Italian company involved in the production 

and packaging of lubricating oils and fuel additives. 

With the aim of satisfying an increasing demand, the 

company management wishes to modify the current 

production facility in order to create more production 

capacity. After analysing possible solutions by means of 

qualitative and semi-quantitative techniques, the 

company management identified some possible new 

configurations. Since a production plant is a very 

complex system, numerous simplifications were made 

in the analysis of its possible new configurations. The 

company management, before making the final choice, 

wished to analyse the results of a study conducted with 

more precise quantitative techniques. According to what 

has been explained above, the simulation of the 

production plant model is therefore the most suitable 

tool for this purpose. Using simulation, after having 

modelled the current configuration of the plant and 

having successfully passed the validation phase (i.e. one 

is reasonably sure that the model describes the 

behaviour of the associated system sufficiently well), 

one can go on to modify the model according to the new 

configurations to be studied and thus predict with a 

certain degree of certainty what the performance of the 

plant might be depending on whether it assumes one 

configuration or another. 

In the remainder of the paper, the production plant 

subject of the simulation study will first be described. 

Then the work carried out during each step of the 

simulation study will be examined. After clearly 

defining the problem and the scope of the simulation 

study, in a brief parenthesis will be motivated the choice 

of AnyLogic as the simulation software and hybrid 

simulation as the simulation paradigm. Then we will 

proceed to construct a conceptual model, utilizing 

AnyLogic key characteristics. Input data needed to 

construct the model will be analyzed using Minitab® 

statistical software and finally the model of the current 
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production plant configuration was programmed. After 

numerous tests had been conducted on the model and we 

had built up some confidence in the programmed model, 

we moved on to address the initial transient problem. 

After that we proceeded to the validation phase through 

statistical comparison between simulation runs results 

and real data from the actual system using Minitab. 

Finally, the alternative scenarios were modeled and their 

respective performances were analyzed, producing key 

information for management decision-making. The 

general methodology briefly described above and used 

during this simulation study is the result of the 

reworking of the steps of a simulation study described in 

various books regarding the simulation (Law, chapter 

1.7, 2014; Kelton et al. 2002; Rossetti 2021). 

 

DESCRIPTION OF THE CASE STUDY 

We will now proceed with a brief description of the 

manufacturing plant, listing each of its main elements 

and with an explanation of how the production process 

takes place. Having a deep understanding of how the 

manufacturing plant work is necessary to the develop of 

the model that will be studied with simulation.  

Key Elements of the Manufacturing Plant 

In the manufacturing plant, mixtures of lubricating oil 

and fuel additive are produced through blending and 

then later packaged. Schematically the production plant 

consists of these key elements: one mixer having a 

capacity of 5000 kg, twenty-seven metal cylindrical 

tanks, and six packaging lines. Of the 27 metal tanks, 

having different capacities: 

- 16 are used for the storage of the raw materials 

of greatest interest. These tanks are referred to 

as raw material tanks. 

- 11 are used for the storage of ready-to-pack 

mixtures. These tanks are termed semi-finished 

product tanks. Each of these tanks is used to 

store a specific and unique family of mixtures 

(2-stroke or 4-stroke engine oil, fuel additive). 

In addition to semi-finished tanks, raw materials are also 

stored in cubic containers with a capacity of 1000 kg, 

referred to as IBCs, and in metal drums with a capacity 

of 200 kg. All raw materials IBCs and drums are located 

in two separate areas in close proximity to the mixer. 

IBCs can also be used for storage of ready-to-pack 

mixtures. Ready-to-pack mixtures contained in semi-

finished products tanks or IBCs can be packaged in the 

six packaging lines. In general, the packaging lines 

consist of conveyor belts, a filling machine that is 

responsible for filling the final mixture packaging, and a 

system for screwing the caps onto the mixture 

packaging. At the end of the conveyor belts, the box 

construction operation can be manual or automated. In 

any case, the final palletizing of the boxes on the pallet 

is manual. Packaging lines are divided as follows:  

- One used for packaging metallic cans.  

- Two used for packaging one-liter bottles.  

- One used for packaging bottles smaller than 1 

liter.  

- One used for packaging bulky packages, such 

as 200-liter drums, 60-liter drums, and so on.  

- One used for packaging multiple types of 

packages. 

The company works 5 days a week on a single work 

shift. Work shift lasts 8 hours, with an hour lunch. 

During the work shift there are two operators who 

handle only the processes involved in the mixer, while 

six operators work on the packaging lines. Before the 

start of the working shift, a maintenance team performs 

maintenance operations on packaging lines. During the 

working shift the same team resolves any packaging line 

failures. Packaging lines are only partially automated, so 

they need operators to work. Each packaging line 

requires two operators, with the exception of the one 

used for bulky packages which requires only one 

operator.. To transport pallets with IBCs, barrels, 

cartons, cans, bottles and so on, operators use forklifts 

and if necessary, hand pallet trucks. Finally, the 

manufacturing plant is connected to a raw materials 

warehouse that contains cans, bottles, boxes, etc. all the 

necessary for the final filling of mixtures and the final 

assembly of finished product boxes on pallets. It is also 

connected to a finished products warehouse where all 

pallets of finished products are stored.  

How the Production Process Works 

 

Figure 1: Flowchart of Production Process 

In Figure 1 the flowchart of the production process is 

presented. The production process begins with: 
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- Following a shipment from the warehouse, the 

stock level has fallen below the reorder point 

defined for a particular reference. A packaging 

order is issued to restore stock in the 

warehouse. 

- An order arrives from the outside, a so-called 

private-label order. The company has 

agreements with third-party firms  to package 

some of their products.  

Packaging order, regardless of its "origin," is 

transformed into the corresponding mixing order. 

Mixing order is processed in the mixer. A team of 

operators schedules the automatic loading of raw 

materials contained in raw material tanks and performs 

manual loading of raw materials contained in IBCs or 

drums. After mixing, a laboratory test is performed on 

the mixture to ensure that the correct amounts of raw 

materials in the formula have been met. If the test 

outcome is positive, the mixture is unloaded into semi-

finished product tanks or IBCs. Otherwise, the wrong 

amounts of raw materials in the mixer are corrected and 

further mixing is carried out and another test is repeated. 

Having reached this point of the process, the mixing 

order is now complete and the processing of the 

packaging order can proceed. Operators perform the 

setup of the correct packaging line: bring all the 

necessary materials, connect the correct semi-finished 

product tank or IBC and clean the filling system of the 

line. A laboratory test is performed to ensure that 

possible residues of previously packaged mixtures have 

been eliminated during the setup. If the test is negative, 

the part of the setup involving cleaning the line is 

repeated and another laboratory test is performed. Once 

a positive outcome is obtained, operators proceed with 

the packaging of the mixture contained in the tanks or 

IBCs. Packaging process is done by building one pallet 

at a time of packages of finished products. When the 

packaging is finished, pallets of finished product are 

taken to the warehouse for restocking or, in the case of a 

private-label order, are sent to the customer. 

 

PROBLEM FORMULATION 

The company management wishes to evaluate the 

possible alternative configurations they have identified 

for the manufacturing plant using quantitative 

techniques. The system to be studied is therefore the 

company’s manufacturing plant. In particular, company 

management would like a flexible simulation model that 

would allow them to study different scenarios of the 

manufacturing plant configurations compared to the 

current one. The model must be able to predict with 

sufficient accuracy the main performance of the plant if 

the number of mixers, number of tanks, number of 

operators, and production speed of the packaging lines 

are changed.  

The most urgent configuration to be represented is a 

manufacturing plant with two mixers in parallel (the 

mixer has been recognised as the main bottleneck of the 

production system). In a two-mixer configuration, it is 

necessary to provide rules for assigning mixing orders 

in order to maximise the volumetric utilisation of the 

mixers. It’s therefore necessary to program a model that 

incorporates within it rules representing the decision-

making process for assigning mixing orders.  

The main performance metrics of interest identified are: 

- The average number of monthly stockouts for 

finished products stored in the warehouse, 

which is not permissible as all products are sold 

as ready for delivery. This KPI is measured in 

stockouts/month. 

- The average duration of stockouts for finished 

products stored in the warehouse. This KPI is 

measured in days. 

- The average number of delayed private-label 

orders per month. This KPI is measured in 

delays/month. 

- The average length of production delay of 

private-label orders. This KPI is measured in 

days. 

- The utilisation of every key resource in the 

system. This KPI is measured as the ratio of the 

working time of the resource to the maximum 

time the resource could have worked (equal to 

the plant opening time). 

 

CHOICE OF SOFTWARE AND SIMULATION 

APPROACH 

Once we know the context of the real system well 

enough and have discussed with the major stakeholders 

of the project, it is understood that no one in the 

company has a good understanding of the simulation 

tool. Therefore, the validation stage and the description 

of the assumptions made for model construction turn out 

to be of great importance. Sufficiently accurate 

animations can therefore be an excellent tool for 

conveying how the model and its outputs work, 

particularly when most stakeholders are not familiar 

with simulation modelling (Law, 2019).  

It's necessary to use software that allows: 

- Display good quality animations, particularly 

for processes involving fluids. 

- Develop a highly flexible model with which it 

is easy to represent different configurations of 
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the production plant (and not only those 

specifically addressed in this paper). 

- Represent the rules by which the unloading of 

fluids into certain ready-to-pack mixtures tanks 

is selected. 

- Represent the complex rules for assigning 

mixing orders to mixers in the case of multiple 

mixer configurations. 

Commercial simulation softwares available for authors 

were Arena® and AnyLogic®. After evaluating the two 

available options, AnyLogic was chosen as the 

simulation software and simultaneously an HS (hybrid 

simulation) simulation paradigm (Brailsford et al., 

2019) to get the greatest modelling freedom.  

AnyLogic works through the Java language and allows 

complex functions to be written through this language. 

The idea is to exploit this feature to describe the rules 

for assigning ready-made mixtures to tanks and for 

assigning mixing orders to a set of n mixers. 

Furthermore, AnyLogic was purposely designed from 

his origin to allow modellers to develop practical HS 

models using all three main simulation paradigms: DES 

(discrete-event simulation), SD (system dynamics) and 

ABS (agent-based simulation). Because of this feature 

AnyLogic in last years is resulted the most used 

simulation software for HS (Brailsford et al. 2019). 

Choosing AnyLogic, one is free to use any paradigm to 

represent the different parts of the model. The authors 

can use the classic blocks typical of the DES paradigm 

to describe production processes and the modular 

approach of the ABS paradigm to create sets of agents 

representing different key system resources such as 

tanks, mixers and packaging lines. AnyLogic also 

includes a library dedicated to fluid processes. Using 

this so-called Fluid Library good animations can be 

visualised and metrics associated with tanks can be 

continuously updated. 

 

CONCEPTUAL MODEL  

A conceptual model is a simplified representation of 

what will be the simulation model programmed on 

software, but usually includes all the elements that 

characterize the model itself and illustrates which are the 

assumptions and simplifications made during the 

abstraction process (Ferrari et al. 2020). Therefore, a 

conceptual model must be functional for the next stage 

of actual modelling on software and must be able to 

convey how you want the model to work (Robinson et 

al. 2015). We briefly summarize the most important 

assumptions made for the construction of the conceptual 

model: 

- The amount of goods leaving the warehouse 

each day is the result of a large number of 

orders with random composition. In 

accordance with the central limit theorem, 

assuming that the number of packages 

according to different references ordered by 

each customer are independent random 

variables, the average number of packages 

ordered assumes normal distribution. This has 

been proven through statistic testing on 

Minitab for major items. Figure 2 below shows 

an example of a normality test performed on 

the number of packages leaving the warehouse 

daily. 

 

Figure 2: Probability Plot for the Daily Demand of an 

Article 

- Multiple shipments occur per day, however for 

the purpose of creating packing orders it is 

sufficient to aggregate all items leaving the 

warehouse at one time according to the 

estimated daily demand as written above. 

- Productivity losses due to beginning and end of 

work shift and beginning and end of lunch 

break are neglected. Thus, the choice is made 

to simulate only continuous working hours, as 

if upon resumption of interrupted work, 

resources resume working right where they left 

off. 

- Given that operators for transporting pallets of 

raw materials and finished products can use 

forklifts, hand pallet trucks, and if necessary, 

also use those dedicated to other departments, 

we choose to overlook the possible logistic 

delay due to the lack of such resources. 

- The company's process experts report the fact 

that rarely in the past two years have there been 

production problems related to raw material 

shortages. This is because the company has the 

ability to stockpile large quantities of raw 

materials at low cost, so they would rather have 

a surplus than delay some blending or 

packaging due to a lack of raw materials. It is 

therefore assumed that as soon as possible, 

based on the availability of resources, an order 

is immediately processed, without any control 

of raw materials. In accordance with this 
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assumption, we choose to neglect the 

modelling of raw material inventory. 

- It is assumed that the finished goods warehouse 

has no storage problems for pallets of finished 

product from the production plant. In 

accordance with this assumption, we choose to 

neglect also the modelling of finished goods 

inventory. 

- It is assumed interarrival time of private label 

orders are well approximated by an exponential 

distribution with average the mean interarrival 

time. 

Based on the assumptions and simplifications made, 

before proceeding with the software modelling phase a 

graphical representation of the conceptual model was 

constructed using flowcharts and activity cycle 

diagrams (Robinson, chapter 5.5.2, 2014). The 

conceptual model describes the flow of the main 

processes and the interactions between the various key 

elements of the production plant. 

 

INPUT DATA ANALYSIS 

A lot of care was taken throughout the simulation study 

not to fall into one of the most common pitfalls to the 

successful completion of a simulation study (Law, 

chapter 1.8, 2014). In particular, a great effort was made 

on the analysis of the model's input data. The objective 

is simulating a stochastic model in order to account for 

variability of the input data. Therefore, much energy was 

put into statistical analyses to obtain statistical 

distributions from which to sample the random input 

data during the simulation. 

All the necessary data to be used as input for the 

simulation model were extracted from the company 

database: production logs of mixers and lines, orders 

from customers, recorded line failures, and so on. If 

necessary, additional data were recorded directly on the 

field. All data taken from databases came from the last 

two years, as according to the in-house process experts 

during this period the company did not undergo 

substantial changes, and therefore it can be assumed that 

data from the last two years can be compared and 

processed together. The data were processed directly on 

databases with the help of company IT managers and 

finally processed using Microsoft Excel® spreadsheets 

and statistical analysis by Minitab. Not only, as shown 

above, statistical tests were performed in order to find 

the correct distribution of aggregate demand for the 

various finished products, but many more were 

performed in order to: 

- Find the correct distribution of production 

times per pallet for each line. 

- Find the correct distribution of setup times for 

each line. 

- Find the correct distribution of lab test times, 

distinguishing mixer from packaging line. 

- Find the correct distribution for repairing time 

of packaging lines after failure. 

The preceding list is only for example purposes because 

almost all times were treated as stochastic variables and 

thus numerous other tests were performed. In addition to 

the already mentioned statistical tests to identify the 

correct distributions, Anova One-Way tests (with 

comparison methods) were also performed in order to 

determine whether data apparently belonging to 

different distributions were in fact not part of a single 

distribution. An example of a graphical output for Anova 

One-Way Test is shown in Figure 3. In case of 

hypothesis of belonging to the same distribution, further 

tests by aggregating the relevant data were carried out. 

 

Figure 3: Graphical Output for Anova One-Way Test 

on Repairing Time for Packaging Lines 

 

SIMULATION MODEL  

Simulation model description 

AnyLogic models are distinguished by a hierarchical 

structure formed by agents. There is always a top- level 

agent that constitutes the roots of the tree formed by all 

agents in the model. Each agent can incorporate inside 

itself another agent resulting in a branched structure 

composed of agents disposed on various levels. Each 

agent can act independently and communicate with 

others only when necessary. Inside an agent you can 

define variables, events, statecharts, stock and flow 

diagrams, flowcharts composed by process blocks and 

as mentioned before you can embed in other agents. In 

the model different agent types can be defined. An agent 

type can represent a single agent or a population of 

agents. A population represents a collection of agents of 

the same type.  

The following is the hierarchical structure of the agents 

in the model. 
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Figure 4: Hierarchical Structure of Agents in the Model 

All agents are all embed in Main agent, the top-level 

agent and so there are no second level agents. Only the 

agents on the left in Figure 4 are really necessary for the 

functioning of the model. Agents in the centre are only 

for animations: Worker agent is used to animate moving 

packaging workers, Forklift agent serves to animate 

moving forklifts and finally Pallet agent is used to 

animate raw material and finished product pallets. The 

Statistics agent is used to contain all graphical data 

analysis elements offered by AnyLogic utilized in the 

model. Since AnyLogic only animates the content of the 

agent that is being displayed on the screen, and since 

animations slow down the model a lot, the GoFast agent 

is an empty agent that can be used when you don't want 

to monitor the simulation run, but just want to make the 

simulation run as fast as possible. 

For the construction of the simulation model, massive 

use was made of the option “loaded from database” in 

agent population properties.  We have placed an agent 

population for each type of agent on the left in Figure 4 

on the Main agent. The option "loaded from database" 

allows you to set the number and characteristics of the 

agents that are part of a population from the data 

contained in AnyLogic's databases when you run the 

simulation run. AnyLogic databases are a kind of table 

containing data of various kinds.  

 

Figure 5: Database for Raw Materials Tanks 

In this way, every relevant characteristic of every key 

entity in the system (such as names, kind of fluid raw 

material in the tanks, parameters of distributions 

assumed by times, etc.) was entered into a database. We 

have a database for raw material tanks (in Figure 5), a 

database for semi-processed product tanks, a database 

for packaging lines, a database for stock products in 

finished goods warehouse etc. This approach was used 

to create a very flexible modular model. Changing the 

content and/or the number of rows (e.g. one more row in 

the raw material tank database corresponds to one more 

raw material tank) of a database actually creates 

different agents in the model. Each agent within a 

population is characterised by the same behaviour, 

described by flowcharts and events, with due differences 

dictated by the characteristics set by the database, while 

the Main agent serves mainly to enable communication 

between the agents of the various populations and shows 

some data of populations. The functions that handle the 

interactions between the agent populations set at the 

beginning of the simulation run on the Main have been 

parametrically programmed so that they are suitable for 

populations consisting of n-agents and not just for 

populations describing the current plant configuration. 

All graphical data on the Main and statistics objects in 

the Statistics agent have also been parametrically 

programmed (mainly with the “Replication” advanced 

function using the size of populations as parameter) so 

that they self-modify at the beginning of each run 

depending on the information contained in the 

databases.  

In conclusion, a model was constructed that is as self-

programming as possible. Only at the time of simulation 

launch populations of agents corresponding to key 

entities of the model (e.g. tanks, packaging lines…) and 

graphical data related to agent populations are created. 

Simulation model animation 

The only non-parametric and therefore not self-

programming element at run time are the model 

animations. Since AnyLogic returns an error by stopping 

the simulation run if it does not find the graphic entities 

delegated to the animations, the latter have been 

decoupled from the operation of the model and are 

therefore only useful for the communication purposes of 

the model. Before launching a run, it can be decided 

whether or not to consider the animations setting a 

parameter on Main agent. In this way the model does not 

return an error even if the animation elements for any 

mixers, lines, etc. added by modification of the 

databases have not in fact been modelled. In each case, 

2D and 3D animations (respectively in Figure 6 and 

Figure 7) were defined for the current plant 

configuration. 
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Figure 6: 2D Animation During Run 

 

Figure 7: 3D Animation During Run 

 

For communication purposes and to make it easier to 

check the various parts of the model, a navigation menu 

has been created that allows one to switch between the 

various “View Areas” of each agent on the Main agent. 

How Simulation Model Works 

As described in the conceptual model chapter, only 8-

hour shifts are simulated. In the morning, new stock 

levels are calculated and if it is below the defined reorder 

point, a PackagingOrder agent (agent for packaging 

orders) is created. If you are already under the reorder 

point defined for the product an order for that reference 

has already been created and is in the packaging orders 

queue and so you update the existing order. This check 

is performed for each PFinWarehouse agent of the 

stocked finished products population embed in the Main 

agent. Private label orders that have arrived are also 

added to the same queue. The arrival of these orders is 

controlled by the PrivateLabel agents contained in the 

population on Main.  At the beginning of the working 

week, i.e. once every 40 hours, as many orders as 

possible are scheduled, starting with the most urgent 

ones based on resource capacities. For the scheduled 

orders, MixtureOrder (agent for mixture orders) agents 

are created which will be processed by the mixer. For 

each mixing order, raw materials are loaded from 

TankMP (agent for fluid raw materials tanks) agents in 

the raw materials tanks population in Main or from raw 

materials MP_noTank (agent for IBCs or Drums 

containing raw materials) agents population embed in 

Main. When the mixture order is ready for unloading, it 

is decided whether the mixture should end up in a tank 

or IBC through a series of functions. The data for each 

unloaded mixture quantity is saved in the selected 

TankSL (semi-finished products tanks agent) or IBC_PF 

(IBCs used for finished mixtures agent) agents so that 

the right mixture can be used for each mixing order. 

Once all mixing orders associated with a packaging 

order have been completed, the latter is sent to the 

correct PackagingLine (agent for packaging lines) agent 

belonging to the line population on the Main. The 

operators get busy, perform the various setups, wait for 

the outcome of the lab test and if so, start producing one 

pallet at a time. If the machine breaks down during 

working operation, the maintenance team (which 

interrupts its other duties to prioritise line repair) steps 

in. Once a packaging order is finished, the stock of 

products in the warehouse is updated or a private label 

order is considered finished. Functions and statecharts 

were defined for the measurement of performance 

metrics of interest. After performing numerous tests on 

the model or its individual parts, sufficient confidence 

was achieved to continue with the study. 

 

WARMUP DETERMINATION 

Since we are dealing with a non-terminating simulation 

(Law, chapter 9.3 2014) it is necessary to consider the 

problem of the initial transient. For the identification of 

the initial period of the transient the Welch’s graphical 

procedure based on moving average (Law, chapter 9.5.1 

2014) was used. Excel was used to visualise moving 

average graphs. Parameters of interest were analysed 

such as: utilisation of each resource/key agent in the 

system, average duration of stockouts, average duration 

of delays for the completion of private label orders, and 

average monthly number of stockouts and delays. For 

the estimation of the metrics of interest, 10 replications 

were made. In conclusion, applying Welch's graphical 

method, with 2 years of warm-up each monitored output 

appears sufficiently stable. Therefore, a warmup time 

for the model was considered to be 2 years.  Figure 8 

shows one of the moving average graphs as an example. 

 

Figure 8: Moving Average of Mean of Working Time 

of Mixer 
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In order to remove the warmup period from the 

simulation model outputs the Replication/Deletion 

Approach (Law, chapter 9.5.2 2014) was used. 

 

MODEL VALIDATION 

Among the methods described to perform validation of 

the simulation model described in Sargent (2011) and 

Law (2019), it was mainly chosen to compare the output 

of the real system with those of the simulation through 

the use of statistical tests. The output of the actual 

system was calculated based on the last two years of 

production. 10 replications with a duration of 4 years 

each were made, including two years of warmup period, 

so that the "good" duration of each run was similar to 

that used to collect data on the real system. Below as 

example is a table with the data and results of 1-Sample 

t-tests performed between the output of the real system 

and the results of the simulation runs for the working 

time of mixer and packaging lines.  

Table 1: 1-Sample t-test Results for Validation 

KPI 
Real System 

output 

Mean output 

simulation 

Dev St 

Simulation 
95% C.I 

P-

value 

Working 

Time Mixer 
0.7969 0.7968 0.0021 

(0.7922 ; 

0.8013) 
0.955 

Working 

Time 

CansLine 

0.2239 0.2201 0.0041 
(0.2171 ; 

0.2231) 
0.017 

Working 

Time 

Fla1Line 

0.1351 0.1346 0.0048 
(0.1311 ; 

0.1379) 
0.724 

Working 

Time 

Fla2Line 

0.1374 0.1372 0.004 
(0.1344 ; 

0.1401) 
0.896 

Working 

Time 

InfusLine 

0.1775 0.1748 0.0041 
(0.1718 ; 

0.1778) 
0.074 

Working 

Time 

Fla3Line 

0.2817 0.2777 0.004 
(0.2748 ; 

0.2806) 
0.012 

Working 

Time 

MultiLine 

0.1019 0.0995 0.0034 
(0.0970 ; 

0.1019) 
0.052 

Working 

Time 

Operators 

0.3989 0.3997 0.004 
(0.3968 ; 

0.4026) 
0.529 

 

For the data for which the 1-Sample t-test failed, metrics 

were derived from the real system by dividing by 

quarters, and a single simulation run lasting 4 years was 

run, saving the output every three months. Below is a 

table with the data and results of 2-Sample t-tests 

performed between quarters output of the real system 

and quarters output of the simulation runs for the 

validation of the working time of the cans packaging 

line. 

Table 2: 2-Sample t-test Results for packaging cans line 

Validation 

KPI 
Mean output 

simulation 

Dev St 

Simulatio

n 

Estimate for 

difference 

95% C.I for 

difference 

P-

value 

Real 

System 

output 

0.22455 0.00657 

0.0007 
(-0.0055 ; 

0.0070) 
0.80 

Simulation 

output 

0.22381 0.00486 

 

The number of monthly stockouts, number of delays for 

delivery of private label orders, average stockout 

duration, and average delay duration for private label 

orders were also validated using the 1-Sample t-tests or 

the 2-Sample t-test.  

 

ALTERNATIVE CONFIGURATIONS 

SIMULATION 

At the time of writing this paper, only two of the required 

alternative scenarios have been simulated and studied. 

Simulating alternative configurations is relatively 

straightforward due to the fact that the model is largely 

programmed to self-configure when the run is launched, 

animations or not set. The first scenario, not really an 

alternative, is to analyse manufacturing plant while 

having to meet an ever-increasing overall demand. The 

second, since the single mixer is the bottleneck of the 

system, is to add a second mixer in parallel with a 

capacity of 10000 kg and increase the overall demand 

by 50%. A warmup time similar to that of the as-is 

configuration was assumed for each scenario. 

Actual Configuration with Increasing Demand 

Through a variable placed on Main agent the demand for 

each stock reference was increased equally. At the same 

time, the average interarrival time of private label orders 

was also reduced. During the system analysis, the 

number of monthly stockouts, number of delivery delays 

of monthly private label orders, and average duration of 

stockouts and delays were closely monitored. Ten 

replications with a duration of 11 years were run, 

including 2 years of warmup for each increase in 

demand. Demand was increased by 2.5% per simulation. 

Data were collected and analysed on Excel and Minitab. 

As an example, a boxplot with associated conditional 

intervals for the average number of monthly stockouts is 

shown in Figure 9. 

 

Figure 9: Boxplot for Average Number Monthly 

Stockouts 

The analysis was done not only by graphical means, but 

also by statistical tests. It turned out that a with a 12.5 
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percent increase in overall demand KPIs are no longer 

acceptable to corporate management. 

Configuration with Two Mixers 

Because of what was explained above, modifying the 

model by adding a mixer was easy. All that was needed 

was to add a line on the database that governs the 

population of mixers and enter the characteristics of the 

new mixer. Since the scheduling functions already 

provided for a number of n mixers, nothing else needed 

to be changed. The products/private label orders demand 

has been modified in a similar way as described above 

Ten runs with a duration of 11 years were run, each one 

including 2 years of warmup. Data were collected and 

analysed on Excel and Minitab. The output simulation 

analysis shows that already with the addition of a mixer 

the system can handle such a large increase in demand. 

Below is the working time of the two mixers and, as an 

example, the mean number of monthly stockouts. 

Table 3: Working Time Mixers, Two Mixers Scenario 

KPI 
Mean output 

simulation 

Dev St 

Simulation 
95% C.I 

Working Time 

Mixer1 
0.6055 0.0112 

(0.5974 ; 

0.6135) 

Working Time 

Mixer2  
0.5864 0.0130 

(0.5777 ; 

0.5958) 

 

Table 4: Average Number Monthly Stockouts, Two 

Mixers Scenario 

 Mean output 

simulation 

Dev St 

Simulation 
95% C.I 

Average Number Monthly 

Stockout 
1.559 0.0266 

(1.5 ; 

1.62) 

 

 

CONLUSIONS 

A simulation study was conducted on a production plant 

of an Italian company dealing with lubricating fluids and 

fuel additives in order to study possible alternative 

configurations. The plant was analysed and a conceptual 

model was built from the analysis. The input data needed 

for the simulation model was then analysed using 

Minitab, and the model was modelled using AnyLogic. 
Through the use of AnyLogic, a parametric modular 

model was built. Using AnyLogic’s Fluid Library, it was 

possible to accurately represent the logic and process 

animations regarding mixers and tanks. Using the model 

different configurations of the manufacturing plant can 

be simulated modifying the input data contained in 

AnyLogic databases without altering the model itself. 

Sufficiently accurate animations were also produced, 

which contributed greatly to promoting confidence in 

the simulated model. The warmup time of the model was 

detected by Welch's graphical method and finally it was 

validated by statistical tests comparing output of the real 

system with that of the simulated model. Results 

produced by the analysis of the scenarios tested led to an 

understanding of the maximum increase in demand that 

the current system can absorb and produced a 

sufficiently accurate estimate of performance in the case 

of a configuration with an additional mixer. The entire 

simulation study required about six months of work. 
Most of the time was spent on data collection and 

analysis and model programming. Since the model was 

programmed in such a way that performance could be 

estimated for any possible change in the production 

facility, the company management has requested to 

continue with the study of other alternative 

configurations by simulation so as to make the most 

informed choice possible before proceeding with the 

plant modification. 
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ABSTRACT

Ship fairways in archipelagos pass close to small
islands with complex terrain and forests. In such areas,
local wind conditions deviate from regional forecasts,
creating a complex and challenging environment when
navigating large vessels. In this article, we carried out
Computational Fluid Dynamics (CFD) simulations for
wind flows over a site in the Turku Archipelago, in
Finland. We assessed local wind conditions along the
fairway with the intent of improving safe passage for
large vessels. All simulations were carried out with and
without the surrounding forests to elucidate the role of
forests in shaping the local wind and turbulence condi-
tions over the site. Our results show that in some regions
of the fairway, forests can lower the wind speed to one-
third of the magnitude obtained by using terrain-only
models. Moreover, turbulence can locally be increased
sixfold. We expect that these results will facilitate the
development of new smart fairways for ensuring safe
navigation through the archipelago in the future.

INTRODUCTION

Archipelagos in the Northern Baltic Sea constitute
complex environments for navigation with specific chal-
lenges for safe passage. The fairway passes close to
islands and forested areas, with currents and winds being
strongly influenced by the surrounding terrains. Local
wind conditions, for example, might deviate strongly
from the regional forecasts, making it difficult to predict
external forces on a vessel beforehand. Safe navigation
thus requires access to the tacit knowledge of experi-
enced sea pilots and captains familiar with the area.
Navigational safety is consequently dependent on knowl-
edge in the form of human experience acquired over the
years or even a lifetime. We envision that smart fairway
will complement human experience in the future, and
that navigational safety and situational awareness will be
improved through data-driven and simulation-informed
decision-making techniques. The future smart fairways
could be seen as digital twins (Kritzinger et al., 2018;
Jones et al., 2020) of the environment that enriches the
tacit knowledge acquired by humans through simula-
tions. For example, knowledge of local wind conditions
would make it possible to simulate forces and torques
on vessels (Koop et al., 2012; Janssen et al., 2017), and

to evaluate the operational limits of vessels in varying
wind conditions as they traverse the fairway.

A key step towards realizing the above vision is to
acquire knowledge about local wind conditions along the
fairway. Weather forecasts and weather stations together
provide an estimate of the regional wind conditions, but
this information needs to be refined to local conditions
along the fairway. Computational Fluid Dynamics (CFD)
simulations constitute a promising approach for accom-
plishing this goal, as such simulations have previously
been successfully used to predict localized wind flows
over complex terrains (Chaudhari et al., 2014; Blocken
et al., 2015; Conan et al., 2016; Chaudhari et al., 2016;
Dhunny et al., 2017; Temel et al., 2018; Chaudhari et
al., 2018; Ravensbergen et al., 2020). However, earlier
studies were mainly carried out for wind resources
assessment over terrains without forests, or in port areas
dominated by man-made structures (Ricci et al., 2019,
2020, 2023). In archipelagos, wind flows are instead
expected to be influenced by the combined effects of
surrounding terrain and forests. As forests are porous, a
certain amount of wind penetrates through them. As a
result, the wind conditions, after a forest patch, would be
different as compared to the flow behind a solid terrain.
There is thus a need for CFD studies estimating and
charting local wind conditions along the fairway in an
archipelago. Especially so, as currents also often depend
on the wind conditions (Kanarik et al., 2018). Immonen
et al. (2022) recently took an initial step by developing a
framework to create automatic mesh generation for flow
simulations over complex terrains in an archipelago.
However, this framework still only included the terrain
effects and additional work is required to include the
presence of forests.

The main contributions of this work are in, 1)
implementing an open-source simulation framework that
incorporates both terrain and forest effects in wind-flow
simulations, and 2) assessing the impact of forests on the
local wind flows in archipelagos with complex terrain.
We performed wind-flow simulations for a portion of the
fairway in the Finnish archipelago. The studied site is
shown in Figure 1 and is located just outside of the Port
of Turku.

CFD MODELING

Numerical Models

The steady-state Reynold’s Averaged Navier-Stokes
(RANS) equations, together with the Realizable κ − ϵ
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Figure 1: Map view of the site (left), terrain height (middle), and canopy height (right) for the region of interest
(60◦25′19.8”N, 22◦09′48.8”E). The dashed line indicates the ship’s route inside the fairway.

turbulence model (Shih et al., 1995), are solved in
the present work to simulate the mean wind flow and
Turbulent Kinetic Energy (TKE) over the site. Further,
following the work of Shaw and Schumann (1992), the
drag-force approach is used to model the effects of the
forest in the numerical simulations. The total drag force
Fi in the xi direction in the momentum equations due
to the forest is parameterized as

Fi = −Cdaf |U |Ui, i = 1, 2, 3 (1)

where af is the leaf biomass area per unit volume, also
known as a Leaf Area Density (LAD), Ui is the wind
speed in the xi direction, |U | is the magnitude of the
velocity vector, and Cd is the leaf-level canopy drag co-
efficient taken here as 0.15 (Shaw & Schumann, 1992).
Similarly, the source term for the TKE (k) equation is

Fk = ρCdaf |U |
[

βp|U |2 − βdk
]

. (2)

Here, the constant βp = 0.17 accounts for the production
of turbulence due to the surface drag of canopy elements
while βd = 3.37 accounts for the enhanced dissipation.
The source term for the TKE dissipation (ϵ) equation is
given by

Fϵ = ρCdaf |U |ϵ

[

Cϵ4βp|U |2

k
− Cϵ5βd

]

(3)

where Cϵ4 = 0.9 and Cϵ5 = 0.9 are the model constants.
The approach used here to model the forests has been
successfully used in several studies previously (Finnigan
et al., 2009; Desmond & Watson, 2014; Agafonova et
al., 2016a, 2016b; Adedipe et al., 2020, 2022) and it has
been validated against measurements (Chaudhari et al.,
2016a; Adedipe et al., 2020).

The LAD information (af ) required in Equations (1)-
(3) was extracted from the high-resolution laser-scanned
point cloud data. This open-source data was obtained
from the database of the National Land Survey of
Finland (NSL, 2023). We used a recently developed
method by Kamoske et al. (2019) that calculates LAD
by counting the number of LiDAR pulses that enter
and exit each voxel in a given vertical column, see
Kamoske et al. (2019) for more details. The height of the
detected vegetation canopy for the studied site is shown
in Figure 1 (right), and the extracted canopy is in good
agreement with the map view available in Figure 1(left).

Figure 2: Top view of the CFD domain showing the
meshing strategy, mesh resolutions, and approaching
wind directions. The dashed square indicates the size
of the topographic site.

The vegetation below 2 m was ignored here as their
effects can not be resolved in the simulations due to the
limitation of the CFD grid resolution. In brief, the height
of the canopy on the site varies from 2 to 43.4 m while
the mean height is 13.7 m above the ground level.

Computational Domain and Grid Spacing

We used a cylindrical-shaped computational domain
to execute simulations for different wind directions with-
out having to change the mesh, that is, within a single
mesh. Figure 2 shows the top view of the computational
domain with indications on the simulated site, mesh
strategy, and incoming wind directions. The diameter of
the computational domain was 6 km, and the height of
the domain was 500 m, which is more than 10 times the
maximum height of the terrain.

The dotted-square region in Figure 2 indicates the
simulated topographic site, which is of the size of
3000×3000 m, as shown in Figure 1(middle). Following
the concept of a virtual wind-tunnel (Janssen et al., 2017;
Ricci et al., 2019, 2020), the simulated topographic site
was placed in the center of the domain to allow a suffi-
cient distance for the flow to adjust before approaching
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Table 1: Mesh resolutions and other details from differ-
ent grid cases. The CPU time is for simulations using
225 processors.

Case 2 m 4 m 8 m
Hori. resolution 2-32 m 4-32 m 8-32 m
Ver. resolution 2-24 m 2-24 m 2-24 m
Total grid cells 17 061 112 6 444 295 2 413 461
Mean error: Ux - 0.3% 1.3%
Mean error: k - 2.4% 11.8%

CPU time 2135 s 1211 s 469 s

the topography. The small solid-square region in the
center of the domain, with the area of 400 × 400 m,
indicates the region with the finest mesh resolutions
in all three directions. Outside of this square region,
the grid size gradually increases to 32 m toward the
domain’s outer (circular) boundary. In order to obtain
grid-independent results, 3 different grid sizes, 2 m, 4 m,
and 8 m, have been tested as the finest resolution in the
horizontal directions (x and y). More details on the 3
grid cases are shown in Table 1.

The grid resolution in the vertical direction (z) was
fixed in all 3 grid cases, however, it was non-uniform
across that direction. Two separate grading factors were
used to allow finer resolution in the lower part of the do-
main. Firstly, the vertical resolution varies from 2 m near
the water/terrain surface to 4 m at the height of 100 m.
Above this height, it varies from 4 to 24 m at the top
of the domain. In the literature, similar grid resolutions
have been used for simulating the atmospheric flows
over complex terrains (Kim & Patel, 2000; Castro et
al., 2003; Bechmann & Sørensen, 2010), forests (Shaw
& Schumann, 1992; Dalpé & Masson, 2008; Nebenführ
& Davidson, 2015) and real urban areas (Xie, 2011;
Auvinen et al., 2020).

Boundary Conditions and Numerical Settings

All the numerical simulations were carried out by
imposing the fully-developed profiles (not shown in
this article) for U , k, and ϵ at the inflow plane. Fol-
lowing Castro et al. (2003), these profiles have been
obtained from a separate precursor simulation of wind
flows over a flat terrain having a wind speed of 8.23 m/s
at the height of 10 m. The circular horizontal bound-
ary was split from the center of the domain into two
boundaries: inflow and outflow. In this way, the first
half represents the inflow plane and the other half the
outflow boundary. At the outflow plane, the pressure
field was fixed to zero value while a Neumann boundary
condition, with zero gradients, was used for the rest
of the flow variables. The slip boundary condition was
used for all the flow variables on the top boundary.
The lower boundary is also split into two, water and
terrain boundaries. Following Berg et al. (2011), the
roughness length (z0) for the water and terrain surfaces
was used as 0.0003 m and 0.015 m, respectively. On
the lower boundary, the wall functions typically used
for the atmospheric flows (Kim & Patel, 2000; Castro et
al., 2003; Vuorinen et al., 2015; Chaudhari et al., 2018)
are applied for U , k, and ϵ fields.

The numerical simulations were carried out using
a well-known open-source platform, OpenFOAM, with
version v2012 (OpenCFD, 2020). The mesh genera-
tion was performed using SnappyHexMesh which is
also OpenFOAM’s mesh generation tool. The governing
equations were discretized in space using two schemes.
The advection term was discretized using the second-
order upwind scheme, while the gradient and laplacian
terms were using the second-order central differencing
scheme.

Grid Sensitivity Analysis

The grid sensitivity was evaluated by comparing
CFD predictions obtained with different grid resolutions.
Figure 3 shows the x-directional velocity (Ux) and TKE
(k) at 10 m height above the water level on the route
(as indicated in Figure 1) for the 270◦ Wind Direction
(WD). Firstly, it can be observed that the results from
the 2 m and 4 m cases are qualitatively close to each
other for most of the route. The results from the 8 m
case deviate slightly, for example, from x = −1000 to
750 m, when compared to the other two cases. To have
a quantitative analysis, we calculated the mean (over all
the points on the route) relative error with respect to the
2 m case which is having the highest number of grid
cells. The errors for Ux and k are presented in Table 1.
The error for the 4 m case was only 0.3% for Ux and
2.4% for k. Consequently, the 4 m was selected as the
finest horizontal resolution when performing simulation
for all WDs.
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Figure 3: Velocity (upper) and TKE (lower) predictions
at 10 m above the water level for CFD simulations with
different grid resolutions. The results are presented for
the 270◦ WD.

VALIDATION OF THE CFD MODEL

Since wind measurements are not available for the
given site, we had to use another site to validate the CFD
model and the used numerical approach. We chose a
well-known measurement site, the Askervien hill (Taylor
& Teunissen, 1987), located in Scotland. The Askervien
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Figure 4: CFD prediction of speed-up and TKE at 10 m above the ground level compared against measurements and
other numerical predictions from the literature.

hill is 116 m high from the local ground with minor and
major axes of roughly 1000 and 2000 m. It has a nearly
elliptical shape with a maximum slope of 30◦. During
the measurements campaign, more than 50 towers were
deployed in three linear arrays, one parallel and two
perpendiculars (lines B, A, and AA to the hill’s major
axis, see. Taylor and Teunissen (1987). The amount
of measured data provides a detailed description of
the near-surface wind, making the site well suited for
validating numerical models (Castro et al., 2003; Kim
& Patel, 2000; Bechmann & Sørensen, 2010).

Our validation setup used a similar approach for
the computational domain, the grid sizes, the boundary
conditions, and the numerical schemes. However, as the
size of the Askervien hill is much larger, the diameter of
the domain was increased to 8 km and the height of the
domain to 700 m, as also used by Castro et al. (2003).
Similarly, the horizontal mesh resolution varied from 4
to 40 m, and the vertical one from 2 to 32 m, resulting
in 9 454 915 grid cells in total.

Figure 4 compares our numerical results with the
measurements (Taylor & Teunissen, 1987) and other
numerical predictions from the literature (Castro et
al., 2003; Kim & Patel, 2000). The figure shows the
non-dimensional speed-up ∆S and normalized TKE
(

k/S2
ref

)

at 10 m above the ground level for lines A

and AA, with ∆S defined as:

∆S(z) =
S(z)− Sref (z)

Sref (z)
, (4)

where S is the magnitude of the horizontal velocities (Ux

and Uy), and Sref is the magnitude velocity from the
reference (i.e., inflow) location. Overall, our numerical
results satisfactorily reproduce the mean wind speed and
turbulence quantities near the surface of the Askervien
hill, and furthermore, the results are in qualitative agree-
ment with the measurements and other numerical pre-
dictions at most of the locations. Therefore, we believe
that our CFD approach can produce satisfactory results
for the site in the Turku archipelago, which has less
complex features than the Askervien hill.

RESULTS AND DISCUSSION

We have used CFD simulations to predict the local
wind flows over a portion of the fairway in the Turku
archipelago. The simulated site is just outside the port of
Turku. All simulations were carried out in the presence
and absence of forests in order to study the influence
of the surrounding forests for the given site. For both
scenarios (that is, with and without the forests), the
simulations were performed for 4 different WDs, 0◦

(North), 90◦ (East), 180◦ (South), and 270◦ (West).

Wind and Turbulence Distributions Along the Fairway

Our main goal for this study was to predict the
local wind flows over and along the fairway in the
archipelago and to evaluate the effects of terrain and
forests in particular. The results in Figures 5 and 6,
which show the horizontal wind speed (S) and TKE
(k) at 10 m height above the water level, highlight
the qualitative distributions of the flow quantities for
all 4 WDs. The results utilizing the terrain-only (upper
rows) conditions exhibit mainly small deviations from
the inflows, with changes primarily located in the wake
regions for each WD, where the wind speed is reduced
and the TKE is increased. The introduction of forests
similarly leads to decreased wind speeds and increased
turbulence on average, but the effects are clearly larger
and can be observed over the majority of the water
area. Consequently, incorporating forests leads to clearly
larger variations in wind speeds over the water, while
at the same time introducing steep transitions in wind
speeds over fairly short distances that can be treacherous
for safe passage. This can be observed for winds in all
directions. For the easterly and westerly winds (90◦ and
270◦), the steep transition in wind speeds occurs on the
border region of the fairway. However, for the northerly
and southerly winds (0◦ and 180◦), the transition occurs
along the fairway where it will cause the lateral wind
force on vessels to vary strongly with the location along
the fairway.

Speed-up and Turbulence Intensity

We analyzed the results along the fairway (black
dashed lines in Figure 1) in more detail to get a more
quantitative analysis of the winds affecting a vessel
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Figure 5: Contours of the wind speed S at 10 m above the water level for various wind directions in the region of
interest (cf. Figure 1). The terrain contour interval is 5 m. The dashed line indicates the route of vessels.
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Figure 6: Contours of the TKE k at 10 m above the water level for various wind directions in the region of interest
(cf. Figure 1). The terrain contour interval is 5 m. The dashed line indicates the route of vessels.

that passes through the archipelago. Figure 7 shows the
speed-up (Equation (4)) and the normalized Turbulence
Intensity (TI), I/Iref , at 10 m above the water level
along the fairway for both conditions (with and without
the forests) and for all 4 WDs. The reference, Iref ,
for the normalized TI, is given by the inflow. The
speed-up and the normalized intensity thus compare the
observed effects with respect to the inflow for both
conditions. As expected from Figures 5 and 6, the
surrounding forests caused a reduction in the wind speed
(negative ∆S) but an increment in the TI (I/Iref > 1).

The forest effects along the fairway are strongest for
northerly and southerly (0◦ and 180◦) winds, for which
the speed-up decreased to −0.8 with forests included
(at x = 300 m; Figure 7(a)). The lowest speed-up in
the absence of forests (i.e. only terrain) was in turn
−0.44 (at x = −97 m; Figure 7(a)). The normalized
TI appears negatively correlated wind the speed-up, and
the maximal values are found along the locations of
the fairway with the lowest speed-up (i.e. x = 300 m
for northerly winds, 0◦). At its peak, the normalized TI
reached up to 14 times the reference level with forests,
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Figure 7: Non-dimensional speed-up and TI at 10 m above the water level on the route for the 4 WDs.

but only 3.5 times the reference level in the absence of
forests (Figure 7(b)).

We further computed the mean and standard de-
viation values for both, the speed-up and the TI, to
get a quantitative measure of the effects along the
whole fairway in the studied region. These statistics
are presented in Figure 8. The results show that the
mean speed-up from the terrain-only condition is similar
between the 0◦ and 180◦ (∼ −0.16) WDs, and between
the 90◦ and 270◦ (∼ −0.05) WDs. This indicates that
the terrain slows down the wind speed along the fairway
by 16% on average (Figure 8(a)) for 0◦ and 180◦ winds
and by 5% for the other two winds. At the same time,
the terrain increased the TI for all WDs by 60–100%.
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speed-up and TI for the 4 WDs. In the legend, T stands
for Terrain and F for Forest.

The average speed-up with forests included is gener-
ally lower for all WDs. For example, terrain and forests
together slow down the wind speeds by roughly 38% for
0◦ and 180◦ WDs, and by 14% and 12% for 90◦ and

270◦ WDs, respectively (Figure 8(a)). This is due to the
fact that forests extract momentum from the wind and,
as a result, the wind profile has more shear (Nebenführ
& Davidson, 2015; Adedipe et al., 2022). Consequently,
the wind speed will decrease, especially at lower heights.
High wind-shear generally also leads to an increment in
turbulence and, for the same reason, the mean increment
in the TI is reaching up to 4 times the inflow intensity
for 0◦ and 180◦ WDs. The mean turbulence increase for
the other two WDs is about 90% (Figure 8(b)).

The STD values, presented in Figure 8(c) and (d), are
quite informative for understanding the variability in the
local flow. It has been observed that the ratio between the
STD and mean values is generally higher, especially for
the speed-up. This indicates high variability in the wind
speed due to the surrounding terrain/forest conditions,
which is typical in archipelagos. For the speed-up,
the ratio is similar between the terrain and combined
(terrains and forests) conditions, whereas, for the TI,
the ratio is higher (by 2-3 times) for the combined
surface conditions (Figure 8(d)). This indicates stronger
variations and sensitivity in the local turbulence due to
the forests. As a result, the wind loads on a ship will
be more frequent as the ship travels further in such a
complex environment that is typical in archipelagos.

Forest Effects at Various Heights

Next, we normalized the results from the combined
(forest and terrain) condition with the results from the
terrain-only condition (SF+T/ST and IF+T/IT). The
resulting mean and STD values along the fairway are
shown in Figure 9 for three different heights (10, 20, and
30 m). The mean velocity ratio (SF+T/ST) is ranging
from 0.7 to 0.9 depending on the WD, but the ratios
do not vary for any of the studied heights (Figure 9(a)).
This indicates that, on average, the forests have a similar
impact level on all three heights. The STD values of the
ratios, nonetheless, show a slight decrement with height,
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indicating lesser fluctuations in the forest effects along
the route for increasing heights (Figure 9(c)).

The mean values for the normalized TI increase with
the height (Figure 9(b)), indicating that the forest effects
on turbulence get stronger higher up. On average, the
surrounding forests increase the TI by 2-3 times for 0◦

and 180◦ WDs, and by 1.3 to 1.8 times for 90◦ and 270◦

WDs (Figure 9(b)). The STD values also increase with
height, revealing the increasing variability in the TI with
height due to various forest patches along the fairway.
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Figure 9: Mean and standard deviation (STD) of the
normalized wind speed and TI for the 4 WDs.

Since the forest effects generally get stronger at each
of the three heights studied in Figure 9(b) and (d), it was
deemed necessary to investigate how high up the forest
effects are present along the route. For this, we selected
three individual locations and present the normalized
results as a function of heights in Figure 10. Among the
three locations, two locations (x = −1100, y = 66) m
and (306, 159) m are having significant forest effects
according to Figures 7 and the third location is the center
of the route. It can be noticed that the forests affect
the local wind and turbulence profiles as high as 170
to 200 m depending on the WD and the location. The
forest impact is, however, most prominent within the
height range 0-30 m, which corresponds to the relevant
range for a typical large vessel passing through the
archipelago. Also, the 270◦ wind stands out in Figure 10
by being affected less by forests, but this is simply due
to the east-west going fairway being open from that
direction.

Forest Density and Turbulence

The impact of forests depends on the size, the height
of the trees, and the forest density (LAI) (Adedipe et
al., 2022). Previously, it has been seen that a dense
homogeneous forest can increase the turbulence level
by 4-5 times above the forest edge compared to a
no-forest case (Nebenführ & Davidson, 2014; Adedipe
et al., 2020). This is in agreement with our results.
Furthermore, Adedipe et al. (2020) studied the relation
between the forest density and turbulence level in a
systematic way. They concluded that extremely sparse
(LAI < 0.5) and dense (LAI > 5) forests result in
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Figure 10: Vertical profiles of the normalized horizontal
wind speed (top) and TI (bottom) at 3 selected locations
on the route.

similar turbulence levels at the hub height of wind
turbines (∼ 100 m), and that a forest having intermediate
density (0.5 < LAI < 5) results in the maximum
turbulence level. For the region studied here, the LAI
ranges from 0.01 to 3 while the mean value is 0.6. The
large forest effects observed here are thus in line with
previous works. It is also useful to notice that the tree
height is as high as the highest terrain in the studied
region (Figure 1) and that the canopy layer will percent-
wise be located much higher up than the terrain in many
areas.

CONCLUSIONS

In this work, we incorporated a digital elevation
model and forest canopy model together into a well-
known open-source platform, OpenFOAM, and carried
out CFD simulations to analyze the wind flows over
a region of interest in the Turku Archipelago. Wind
flows over the site were simulated with and without
surrounding forests to evaluate the impact of forests on
local wind speeds and turbulence. Our results show that
forests could, in some areas of the studied site, reduce
the wind speed to one-third whereas the turbulence
level increases six times compared to the terrain-only
conditions. The impact of the forests varies with wind
direction and surrounding terrain/forest properties, with
the most significant impact observed with winds from
the north or south. Further, it has been revealed that the
impact of the forest reaches up to 200 m above the water
level. This implies that all sizes of vessels are affected
by the increased fluctuations in the wind. While the
reduced wind speed would lead to smaller forces acting
on a ship, the large variation seen along the fairway may
lead to sudden changes in local wind flows that can be
surprising or even dangerous. Moreover, the increased
turbulence level may lead to increased vibrations with
more energetic forces than anticipated.

The study concludes that forests play a vital role
in local wind flows and should be considered when
assessing wind conditions for the safe passage of ships
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through archipelagos. Through the simulation results
presented in this paper, we have shown that CFD mod-
eling can be used as a tool for aiding future smart
fairway systems in estimating the local wind condition,
thus improving overall situational awareness. In future
work, the presented simulation method can be applied to
other areas of interest in the archipelago, such as ports
and passages where precise maneuvers are required. By
doing so, a complete picture of the wind patterns in
fairways can be formed, allowing operational limits of
vessels to be assessed for varying wind conditions and
helping to ensure the safe passage of ships through the
archipelago.
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GREEN HYDROGEN, INDUSTRIAL SYMBIOSIS, AND BLOCKCHAIN: 

ENHANCING SUSTAINABILITY AND RESILIENCE IN SUPPLY CHAINS 

KEYWORDS 

Resilience, sustainability, blockchain. 

ABSTRACT 

The purpose of this article is to present two types of 
optimization models for simultaneously increasing 
sustainability and resilience in industrial supply chains. 
Sustainability increases when the chain as a whole 
reduces its carbon footprint. Resilience increases when 
increasing the supply chain's ability to recover from 
disruptive events. In principle, the objectives are 
antagonistic. Some sustainability approaches advocate 
that efficiency should increase, reducing supply 
alternatives and, consequently, the chain's resilience. 
This article proposes to combine two supply strategies, 
green hydrogen and industrial symbiosis, and a 
management strategy, blockchain, which can 
simultaneously increase sustainability and resilience. 
Adding sources such as green hydrogen and reusing 
material and energy waste generated by members of the 
same or another supply chain reduce the carbon 
footprint (by replacing fossil fuels and virgin raw 
materials). It also reinforces the supply chain, adding 
redundant edges. The article discusses the requirements 
of two models to optimize the implementation, one 
based on mixed integer linear programming and the 
other based on agent-based simulation. A cloud 
information system based on blockchain technology 
ensures data reliability. 

INTRODUCTION 

Supply chain (SC) management (SCM) achieves 
strategic objectives differently than individual 
companies do (Wiengarten et al., 2019). While 
companies achieve their own competitive priorities, 
such as cost reduction, quality assurance, increased 
dependability, or flexibility (Esmizadeh and Parast, 
2021), SCM achieves objectives by combining 
capacities among multiple members (Saragih et al., 
2020). SCM usually deals with conflicting individual 

objectives that require handling to reach an optimal 
global result (Mckone‐Sweet and Lee, 2009). For 
example, if the SCM aims to reduce the cost of a system 
assembled by company A, using a subsystem supplied 
by B, and transported by C, it is unlikely that the 
economic quantity order is the same for all companies. 
A trade-off solution should optimize the overall cost, not 
the individual costs. 

Multilateral commitments in SC require meta-strategies 
(or network strategies). Such strategies determine broad 
objectives for the SC achieved by combining individual, 
not necessarily optimal, achievements (Wiengarten et 
al., 2019). 

A first approach to a network strategy points to two 
scenarios, the efficient SC and the agile SC (Gligor et 
al., 2015). Efficient SC requires low uncertainty on the 
demand and supply sides (Wiengarten et al., 2019). Its 
main result is an accurate supply of low-cost, high-
quality, functional products that meet the low-price 
market’s needs. Agile SCs match with high uncertainty 
on both the demand and supply sides. Its main result is 
the on-time delivery of innovative products that meet 
differentiated markets' needs (Shabbir et al., 2019). 

Another approach to network strategy adds two 
scenarios to the initial ones; the resilient SC and the 
responsive SC. Resilient SCs match with low 
uncertainty in the demand and high uncertainty on the 
supply side. Such type of SC ensures deliveries of 
functional products, even under an increased supply 
disruption risk. Some resilience mechanisms are a high 
inventory of critical items and mainly redundancy for 
critical suppliers (Dubey et al., 2017). Such redundancy 
requires multiple competing suppliers, preferably 
located in distant geographic regions, to avoid 
simultaneously being susceptible to the same natural 
disasters or political uncertainties. Such a strategy 
jeopardizes the cost but ensures high dependability even 
at the risk of disruption on the supply side (Purvis et al., 
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2016). Blockchain is promising for managing supply 
uncertainty (Zhang et al., 2019). The exchange of 
information allows assessing in real-time inventories 
and demands and quickly reallocating physical 
inventory and resources, minimizing the disruption 
probability. 

Responsive SCs match with high uncertainty in the 
demand and low uncertainty in the supply. Its main 
result is to ensure deliveries of innovative products, even 
under high uncertainty on demand (Roh et al., 2014), 
such as fashion and technology items. Some responsive 
mechanisms are high inventories of critical items and 
mainly reconfigurable manufacturing systems (RMS) 
that allow fast-track deliveries (Nayeri et al., 2023). 
Such a strategy jeopardizes the cost and fails to ensure 
quality (due to the low learning time) but provides high 
flexibility in uncertain markets (Purvis et al., 2016). 

Other approaches introduce sustainability as a strategic 
element of the SCM, the Green Supply Chain 
Management (GSCM) (Hermann et al., 2021). Authors 
use the acronym LARG (lean, agile, resilient, and green) 
for multiple strategic attributes of the SC (Azevedo et 
al., 2016). One strategy for greening the SC is using 
green hydrogen (GH) as an energy carrier. The industrial 
sector and mainly transport account for a large 
generation of greenhouse gas (GHG), due to fossil fuels. 
Replacing it with renewable energy sources, such as 
wind, solar, biomass, or GH, can significantly reduce the 
so-called ecological footprint and achieve the strategic 
greening objectives of the SC (Butturi and Gamberini, 
2022). The topic is part of strategies that seek to reduce 
greenhouse gas (GHG) emissions by developing carbon-
neutral technologies (Garlet et al. 2022; Lo Faro et al., 
2022). Another strategy is the so-called industrial 
symbiosis (IS), in which SC companies exchange 
materials, energy, and information to allow the waste of 
one activity to turn into input for another (Sellitto and 
Murakami, 2018). For example, exploring an eco-design 
perspective (Borchardt et al., 2009), if cement, rubber, 
and rice manufacturers are nearby, under a low logistical 
cost, rubber shavings and rice husks become fuel for 
cement manufacturing (Sellitto et al., 2013). SC 
greening is usually an enabler, a meta-strategy 
underlying the others, as many markets consider 
greening the SC a necessary condition for new 
businesses (Umarov et al., 2019). 

A survey in the Scopus databases, under the keywords 
"green hydrogen" and "blockchain"; "industrial 
symbiosis" and "blockchain"; and "green hydrogen" and 
"industrial symbiosis" resulted in zero, twelve, and two 
studies, respectively, in the last five years. Given the 
scarcity of recent research connecting the themes, the 
research gap this study aims to bridge is the relationship 
between green hydrogen production, industrial 
symbiosis activities, and blockchain technology. In 
particular, this study aims to investigate the topics in the 
context of sustainable and resilient SC.    

The purpose of this article is to discuss types of 
optimization models to support the development of 
resilient and green SC. This study is limited to 
implementing GH production and symbiotic exchanges 
managed by blockchain information systems. The 
remainder of this article embraces concerns on GH, IS, 
blockchain, types of valuable models, and final remarks. 

GREEN HYDROGEN AND INDUSTRIAL 

SYMBIOSIS IN THE SC STRATEGY 

 
The energy transition from fossil fuels, such as those 
used in industrial SCs, to zero carbon emission fuels is 
one of the main challenges governments, research 
institutes, and industrial entities should overcome in the 
coming years (Bonacina et al. 2022). In energy-intensive 
SCs, the main challenges include reheating furnaces, 
thermal processes in general, and especially the 
transport infrastructure, both for supplying raw 
materials and distributing finished products. 

One of the most attractive alternatives for reducing the 
GHG generated in SC is employing GH to replace fossil 
fuels. The primary technique for producing GH is 
electrolysis (other techniques involve biogas and 
biomass), which consists of the breakdown of water 
molecules by electric currents from renewable sources. 
As the process emits a low amount of CO2 (10 kg CO2 / 
kg of hydrogen circa), it becomes attractive for energy-
intensive SCs who face difficulties in going green, such 
as industrial ones. Renewable sources include solar, 
wind, water, biomass, or ocean (Gawlik and Mokrzycki, 
2021; Gondal et al., 2018). 

Given the recent spread of renewable sources, hydrogen 
has become a promising solution to problems of 
intermittency and uncertainty in demand (Jang et al. 
2022) and storage of electrical energy for consumption, 
mainly industrial (Ishaq et al. 2021). A green hydrogen-
based economy is a transition requirement in energy 
systems and essential support for sustainability goals in 
SC (Raman et al., 2022). One problem is the low 
energetic effectiveness of the water electrolysis process 
that produces hydrogen. Future research should address 
this issue (Noussan et al., 2020). In short, despite 
incentives and public policies, significant obstacles 
persist, such as developing technology, restricted 
infrastructure, and low overall efficiency of the 
production and distribution process. 

Another problem is the delay in building industrial 
infrastructure for large-scale economic production. 
Europe concentrates most initiatives, even if regulatory 
agencies still consolidate no standards. Doubts persist 
regarding the mode of production, guarantees of origin, 
percentage of renewable energy used, carbon accounting 
method, emission limits, raw materials, and 
technologies included in the production and distribution 
scheme (Abad and Dodds, 2020). The European Union 
launched a strategic plan for structuring GH production 
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chains. In the short term, the goal is to decarbonize SC, 
develop new applications, and increase local production. 
The objective is to create an international distribution 
infrastructure in the medium term. The long-term goal is 
to reach technological maturity and consolidate large-
scale production. 

The GH SC includes sources of supply, production, and 
distribution (Li et al., 2018). The production relies on 
renewable energy sources that supply electrolyzers, 
compressors, and storage tanks before transport to the 
point of consumption (Nikolaidis and Poullikkas, 2017). 
As there is no consolidated production chain model, this 
is an open field for research (Frankowska et al., 2023). 
For example, the distribution route and supply and 
demand locations determine the use of transportation, 
which can affect global CS emissions (Abad and Dodds, 
2020). One possible solution involves using blockchain 
to optimize inventories and distribution routes. The 
blockchain digitally and securely records GH 
production, transport, and consumption, allowing 
verification of hydrogen's origin and quality and 
providing transparency in commercial transactions. 

Both sustainability and resilience may interconnect in 
SC strategy. Some sustainability approaches even 
advocate for higher resource efficiency, which would 
require fewer preventative redundancies in a first, fast 
approach. As SCs are more susceptible to disruption 
under lower backup inventories (Fahimnia and 
Jabbarzadeh, 2016), improving sustainability may 
eventually imply decreasing resilience.  

IS is a strategy that should mitigate environmental 
impact while increasing resilience (Moosavi et al., 
2022). IS initiatives usually take place in intertwined 
networks. In such networks, companies exchange 
information, energy, and materials, resulting in mutually 
beneficial transactions regarding low-cost raw materials 
that partially replace virgin materials, rewarded 
destinations for material and energy waste, and different 
raw materials for newly developed products (Lombardi 
et al., 2016). As IS increases the network's density, it 
also boosts SC resilience in a closed reinforcing loop 
(Turken and Geda, 2020). 

Likewise to what happens regarding GH, blockchain-
based systems can also ensure the resilience of industrial 
symbiotic networks by providing information 
transparency and transaction security. 

BLOCKCHAIN IN THE SC STRATEGY 

 

Resilience in an SC is maintaining and recovering the 
overall performance or at least in critical priorities after 
unexpected disruptions. Belhadi et al. (2021) distinguish 
between proactive and reactive decisions to increase 
resilience. The former depends more on infrastructures 
and redundancy, while the latter on real-time, secure 

information systems. One technology that can be useful 
in a reactive decision is blockchain. 

The blockchain is a decentralized technology used in 
information systems (Nakamoto, 2008), a distributed 
ledger technology (DLT) that allows for secure 
information recording. This feature is due to 
cryptographic evidence of the validity of records added 
to the data. The blockchain embraces a chain of 
sequential blocks, where each new block receives a 
cryptographic hash generated from its content and the 
block's hash that precedes it. Therefore, alterations in an 
antecedent block require alteration of all subsequent 
blocks (Alladi et al., 2019), invalidating the adulterated 
records. Other network participants verify and accept 
new records when updating the state of such documents 
(Fell et al., 2019). All members have a copy of all 
records added to the ledger, which allows transactions 
between unreliable peers without an intermediary 
controller (Li et al., 2018). Applications include the 
financial market, the Internet of Things (IoT), healthcare 
(Musleh et al., 2019), digital identity, and real estate 
bookkeeping (Khattak et al., 2020), among others. 

Systems based on DLTs appear in several applications 
due to their resiliency characteristics. Centralized 
systems are susceptible to network congestion, 
scalability limitation, systemic breakdown failures, and 
the need for a centralized trusted entity (Augello et al., 
2022). A failure or attack on a node does not shut down 
the entire system, allowing the other members to operate 
normally (Dehalwar et al., 2022). Excessive connections 
to a single server can also lead to high latency and 
congestion. A distributed system based on DLTs can 
mitigate such shortages (Nour et al., 2022). 

Globalization increases SC's complexity and 
dependence on information systems to provide agility, 
responsiveness, collaboration, redundancy, and 
transaction flexibility (Taqui et al., 2022). Blockchain-
based distributed systems allow immediate visibility to 
SC members, which enables the SCM to evaluate the 
impact of transactions quickly and suggest direct 
interventions, which increases SC resilience (Meng et 
al., 2022). 

Systems based on DLTs can also favor sustainable 
practices in SC (Varriale et al., 2020). From the need for 
guarantees of origin for GH generation systems, a 
traceability system based on DLT has the potential to 
store information regarding the total volume of 
hydrogen produced, facilitating fraud prevention and 
ensuring transparency in CO2 emissions along the entire 
SC for every involved member. The same applies to 
energy and material exchanges focused on IS practices. 
The granularity of information allows the analysis of 
weaknesses and the development of strategies to avoid 
disruptions and take advantage of opportunities to reuse 
material and energy waste (Xu et al., 2021). 
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MODELS FOR MANAGING GREEN 

HYDROGEN AND INDUSTRIAL SYMBIOSIS IN 

THE SC 
 

Implementing strategies aimed at greening SC and 
increasing resilience may require optimizing models. 
Such models can target only greening, only resiliency, 
or both. Among the alternatives present in the literature 
(Fahimnia and Jabbarzadeh, 2016; Hosseini et al., 
2019), this study chose to discuss the feasibility of two: 
mixed-integer linear programming (MILP) and agent-
based simulation (ABS). The former tackles problems 
subject to deterministic variables that move in time. The 
latter tackles probabilistic variables with known 
distribution. Issues subject to time-constant 
deterministic variables are of less interest in uncertain 
SC. Issues subject to erratic variables require other 
techniques, such as chaotic methods, which is outside 
the scope of this study.  

As systems based on DLTs entail immutability and 
resilience characteristics, the models' developers can 
take advantage of applying security and reliability 
elements based on blockchain technology. 

MILP model 

 

Regarding MILP, the primary objective function aims at 
minimizing the overall cost of the execution of the 
strategy. Considering both implementations at the same 
time (GH and IS) requires a graph including consumers, 
producers, and tank farms of GH; consumers, deposits, 
and generators of industrial waste (materials and 
energy); the transport routes between GH producers, 
tank farms, and consumers; and transport routes 
between generators, deposits and consumers of 
industrial waste. The model requires the production 
capacity of each generator and the point demand 
(current requirement minus current inventory) needed 
by each consumer (linear part of the model). In 
seasonality, binary variables assign for the periods of the 
year (binary part of the model). Economic order 
quantities, the batch size that optimizes the cost of 
transportation, are needed as each transfer of material or 
energy must be compatible with an integer multiple of 
the EOQ, which is the integer part of the model. When 
the EOQ logic does not apply, the lot size is unitary. 
Finally, the costs of holding excessive inventory in the 
consumption units are also necessary, as transferring an 
integer number of economic lots implies holding the 
excess until the consumption. Such a feature imposes a 
time horizon, such as six months, to economically match 
the production and consumption of GH and IS transfers. 

In short, the decision variables are the number of EOQ 
routed in each network edge along a given time horizon 
(for instance, six months) in a given periodicity (for 
example, once a week). The objective function must 
minimize a non-linear expression, including the cost of 
holding the excessive inventory at each consumption 
point and the cost of transportation at each edge. The 

constraints are the generators' production capacity and 
the consumers' requirements. Eventually, if the overall 
network is unbalanced, which is the most likely 
scenario, some producers may remain idle. On the 
consumption side, resilience allows no shortage. 

The essential role of blockchain is to provide, at 
affordable costs, reliable and updated information on all 
the variables managed by the model: consumption, 
production, inventories, holding costs, and 
transportation costs of all the nodes and edges of the 
system. The dynamics of the execution may vary 
according to the SC dynamics. One example is running 
the model with updated monthly information and 
scheduling six-month deliveries. Eventually, some 
corrections should apply if the performance differs from 
the projection. If the model aims at only one target (GH 
or IS), removing the inactive edges and nodes from the 
problem is enough to enable it. 

Agent-based model 

 
Regarding ABS, an agent-based model simulates, 
according to decision rules based on distributed artificial 
intelligence, the decision-making behavior of 
components that act according to predefined behavior 
patterns. Such components are the agents of the system. 
Agents are autonomous components with specific 
behaviors determined by decision rules that relate to 
each other and the simulated environment. Even if the 
behavior of a single agent does not faithfully follow the 
reality of this agent, the sum of individual behaviors, 
over time, approaches the system's behavior. Therefore, 
each agent must pursue its goals, acting according to its 
own rules developed from the reaction of other agents. 
Decision rules, thus, constitute a learning process based 
on artificial intelligence requirements and supported by 
big data analytics techniques. Therefore, applying an 
agent-oriented approach to solving a problem means 
decomposing it into multiple autonomous components 
with particular, interrelated objectives that react to new 
situations according to a defined, well-known behavior 
pattern (Macal and North, 2010). 

Agents play four roles in the system: production units 
that supply materials and energy (GH and energy 
waste); warehouses that receive, organize, and optimize 
materials distribution; transportation; and consumers. 
Eventually, a fifth entity may appear, a centralized 
regulator such as the SCM agent. Production units 
embrace GH producers, material waste producers, and 
energy waste producers. It is not unusual for a particular 
agent to perform multiple roles. For instance, an agent 
can supply material and energy waste to different 
consumers using different transportation methods. 
Warehouse units can receive and accumulate inventories 
until the due date, which allows for exploring optimal 
lot sizes. Such agents can gather materials as well as 
energy waste. Transportation agents can operate one or 
multiple modes, such as trucks, trains, or vessels, while 
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a single agent can work with material and energy loads. 
Finally, consumer agents are the final destination of 
material and energy and the sole agent inserting new 
money into the system. The other agents only exchange 
money through intermediate payments.  

Agents behave according to rules deductible from 
previous reactions to well-known situations. Case-based 
reasoning and fuzzy logic are helpful techniques to 
identify a consistent set of rules that govern the strategy 
targeted by the agent. Big data techniques are also 
beneficial. Key variables should follow well-known 
distributions fitted from previous performance data 
gathered and processed by a cloud computing system. 

Key inputs influence agents' decisions. The most 
relevant are the current inventories and those of other 
agents, demands, own current availability and those of 
other agents, price estimation of production, 
warehousing and transportation, deadlines, consumers' 
specifications, target prices supported by final 
consumers, and seasonality. Point events, such as 
disruption threads and augmented risk in the SC, also 
influence the agent reaction. The expected agent's 
outputs are the production schedule, warehousing and 
transportation requirements, prices, delivery dates, and 
payment timelines.         

Key variables for production units are nominal 
production capacity (tons/day), demand (tons/day), 
productivity (tons/day), cost ($/unit), dependability 
(likelihood of full compliance to an order's 
requirement), and quality (likelihood of part's full 
conformity with specifications). Key variables for 
warehousing agents are the rate of receiving and 
dispatching (tons/day), holding cost and prices ($/unit), 
capacity (tons), and efficiency in deliveries (%). Key 
variables for transport agents are capacity (tons), 
demand (tons/day), transportation cost and prices 
($/unit), capacity (tons), lead times (days), and 
efficiency in deliveries (%). Key variables for consumer 
agents are demand (tons/day), processing cost and prices 
($/unit), local capacity to support excessive inventories 
(tons), lead times of reception (days), quality of received 
material (%) and efficiency in deliveries (%). 

Likewise, as in the case of the MILP model, the essential 
role of blockchain is to ensure integrity, prevent the 
model execution against fraud, and ensure the reliability 
of the gathered data. As the model should run regularly 
and periodically, the information system must 
continuously gather and process a large amount of data, 
which turns blockchain into an essential technological 
element to ensure the reliability of the model's outputs.         

 
FINAL REMARKS 
 

This article discussed optimization models to support 
the development of resilient and green SC based on GH 
production and symbiotic exchange implementations 

managed by blockchain information systems. This study 
is one of the first attempts to bridge the research gap 
among GH production, IS activities, and blockchain 
technology aimed to provide reliability to data required 
to manage the relationships involving both issues. In 
particular, this study targeted the use of GH and IS to 
provide, supported by blockchain technology, at the 
same time, sustainability and resilience to industrial SC. 

The final delivery of the study was a set of grounding 
considerations on how two types of model, MILP and 
ABS, could be developed to manage the implementation 
of GH and IS initiatives to enhance sustainability and 
resilience in industrial SC. GH should replace fossil 
fuels, while IS should route waste from members to new 
use as raw material or secondary fuel in other members 
of the SC.  Both should make the SC thicker, increasing 
redundancy and therefore improving resilience. 
Replacing fossil fuels and avoiding disposal reduces the 
SC's carbon footprint and consequently enhances 
sustainability. 

The study opens room for further research. The next step 
is to identify at least one confirmed case of an SC or eco-
park in which at least one of the models (MILP or ABS) 
is feasible to apply. A real-data application should refine 
the notion and provide advances in front of the state-of-
the-art of sustainable and resilient SC strategies. 
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ABSTRACT 

The transportation of laboratory specimens and raw 
materials for advanced therapy medicinal products 
(ATMP) is challenging due to the need for strict 
temperature control and limited delivery periods. Such 
transportation must be conducted with care to prevent 
damage or compression, which may compromise the 
viability and stability of the specimens. Unlike other 
types of materials, transportation of specimens requires 
more complex control measures to ensure their 
usefulness in laboratory examinations and biological 
processes. Any damage or deterioration during 
transportation could significantly affect patient diagnosis 
and treatment. The transportation logistics system for 
these specimens contains sensitive personal information 
related to patient safety and life preservation. Hence, 
good control, tracking, and traceability are crucial to 
ensure safe transportation. This research recommends an 
IoT-based temperature-controlled logistics system for 
laboratory specimens, using Business Process Model and 
Notation (BPMN) to efficiently manage the 
transportation process. This system aims to maintain 
specimen stability and viability, thus ensuring the safety 
and quality of patient treatment. Thai transport and 
logistics service providers can implement this system to 
enhance transportation safety and quality. 

INTRODUCTION 

The effective management of logistics for specimens, 
including laboratory testing samples and raw materials 
for the production of ATMPs such as blood, urine, bone 
marrow, and tissue, requires precise temperature control, 
limited transportation times, and measures to prevent 
physical damage during transport. The temperature 
control and transportation time limitations vary for each 
type of specimen (Sánchez-Romero et al., 2017). The 
measures for controlling specimen transportation are 
crucial to maintaining their stability and viability, which 

is more complex than for general material transportation. 
If specimens are damaged during transport, their quality 
may deteriorate, making them unusable for laboratory 
testing or biological processes, thereby significantly 
impacting the treatment of patients awaiting diagnosis or 
those requiring treatment (Palmer, et al., 2017; Kung et 
al., 2021). Furthermore, the logistics system for 
specimens has specific concerns related to personal data 
protection and safety, as well as legal and ethical 
considerations.  

Therefore, it is crucial to ensure appropriate control 
when transporting specimens from the origin to the 
destination. This can be accomplished by precisely 
identifying the specimen's owner, donor, or recipient and 
monitoring and verifying its journey. These measures are 
necessary to guarantee patient safety. 

The objective of this study was to propose an IoT-
based temperature-controlled logistics system for 
laboratory specimens using BPMN. The proposed system 
integrates an IoT temperature control smart packaging 
for transporting specimens with a transportation 
management system for real-time monitoring and 
control. The aim was to create opportunities for logistics 
and transportation operators in Thailand to expand the 
market for temperature-controlled shipping of healthcare 
products and related medical logistics systems that meet 
high standards. This initiative also seeks to improve 
patient safety by mitigating the risks of damage or errors 
during specimen transportation, in terms of both data and 
product quality. Additionally, the proposed system offers 
more transportation options for hospitals and medical 
service providers, increasing the potential for saving 
human lives. 

The paper is organised as follows. In Section 2, the 
current challenges in the supply chain and logistics 
system for laboratory specimens are outlined. Section 3 
details the proposed business process management for an 
IoT-based temperature-controlled logistics system for 
laboratory specimens, using BPMN. This includes the 
implementation of an IoT temperature control smart 
packaging for transporting specimens with a specimen 
transportation management system for real-time 
monitoring and control. Section 4 briefly presents the 
implementation of this system. Finally, the paper is 
discussed and concluded in Section 5. 
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BACKGROUND 

AS-IS Supply Chain and Logistics System for 
Laboratory Specimens 

Logistics and transportation management for specimens 
covers laboratory specimens and raw materials for 
advanced therapy medicinal products (ATMP), such as 
cells, tissues, blood, and bones of living things. 

The main stakeholders involved in the logistics and 
supply chain of laboratory specimens include hospitals, 
private laboratories, and various institutions that provide 
analysis and testing services, both in the provinces and in 
Bangkok. In cases where the analysis cannot be 
performed in-house, hospitals store and prepare the 
specimens for transport to external private laboratories or 
other institutions that provide analysis and testing 
services, such as the Institute of Dermatology or the 
Institute of Pathology, by hiring regular private transport 
vehicles or utilizing transport vehicles from nearby 
private laboratories. 

Transporting specimens for use as raw materials for 
advanced medical products (ATMPs) such as stem cells 
and bone marrow for the treatment of certain diseases. 
Specimens used for the purpose of ATMPs include 
primary origin cells donated by individuals, which are 
transported to destination hospitals for use in treating 
other patients who are not the owners of those specimens 

(allogeneic). Specimens may also be transported from the 
general public, such as cord blood and placenta from 
new-borns, for storage and cultivation of stem cells in 
stem cell banks for future use in treating their own 
diseases (autologous). Temperature-controlled logistics 
system for specimen is shown in Figure 1. 
 
AS-IS Business Process for Transporting Laboratory 
Specimens 

The logistics system and supply chain for the transport of 
specimens encompasses three primary stakeholders as 
follows.  

1) healthcare service providers such as clinics, 
hospitals, etc. 

2) temperature-controlled transport service provider 
3) laboratory service provider 
The current process for transporting specimens in the 

healthcare industry was analysed through in-depth 
interviews, and the results were depicted in Figure 2 
using BPMN, which is a graphical notation language 
commonly used for modelling business processes. 
BPMN is widely used for designing and implementing 
process improvements, as well as for facilitating 
communication between business analysts, process 
designers, and IT professionals (Chanpuypetch and 
Kritchanchai, 2020; van der Aalst, 2009)

 
 
 

 
 

Figure 1: Temperature-controlled logistics system for laboratory specimen. 
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Figure 2: AS-IS business process for transporting laboratory specimens. 
 
 
Figure 2 illustrates the current business process, obtained 
through in-depth interviews with laboratory service 
providers and hospitals. In some instances, a healthcare 
facility sends specimens to an external laboratory by 
contacting them through line, telephone, or email to 
schedule an appointment for a specific day and time. 
Subsequently, the healthcare facility collects the 
specimen samples, packs them into specimen packaging, 
and place them in temperature-controlled packaging, 
which is typically a foam box containing a cold gel. The 
packaging is then sealed and accompanied by necessary 
transportation documents, before being delivered to the 
transport service provider. The specimens are transported 
to the destination laboratory through either an ambient 
vehicle or aircraft. 
 
Logistics Management Challenges for Laboratory 
Specimens 

The inefficiencies in specimen logistics management as 
perceived by stakeholders within the supply chain, 
including the transport service provider, patient, hospital, 
or healthcare service provider, are depicted in Table 1. 
 
Table 1: The inefficiencies in laboratory specimen 
logistics management 

Stakeholders Challenges 
Transport 
service 
provider 

• The management of specimen transportation is 
complex due to the diversity of specimen types, as 
the arrangements and conditions required for 
transport depend on the intended purpose of 
examination or use. As a result, the packaging for 
transporting specimens is also diverse. In particular, 
samples of infected specimens require a triple 
packaging system to ensure safety during transport. 
The features of the packaging must consider various 
factors, including size, temperature control range, 
temperature maintenance duration, and the 
possibility of reuse.  

Research by UPS found that packaging errors 
accounted for as much as 41% of errors in the 

Stakeholders Challenges 
transportation of specimens (Arnold, 2020). When 
transporting multiple specimens, the transport 
service provider must be aware of the appropriate 
conditions, time constraints, and specific 
restrictions for each specimen. Human error can be 
a challenge to avoid in such circumstances. 

Patient • Patients may incur additional expenses if specimens 
are damaged or become inaccurate during storage 
and transportation, which can result in delayed or 
incorrect treatment. 

Hospital / 
Healthcare 
service 
provider 

• A small number of certified specimen carrier 
alternatives. 

• Re-work is necessitated if specimens are damaged 
or faulty during storage and transportation, which 
results in wasted time that could have been spent 
treating other patients. 

 
ANALYSIS OF THE KEY REQUIREMENTS FOR 
TRANSPORTING LABORATORY SPECIMENS 

A thorough review of relevant literature on laboratory 
analysis and synthesis was conducted to achieve optimal 
conditions for the transportation of specimens. This was 
done with the aim of designing temperature-controlled 
packaging innovations. The resultant synthesis process is 
presented in Figure 3. 
 

 
 

Figure 3: Synthesis process 
 

Laboratory analysis and testing are classified into 
different types of laboratory rooms that offer testing 
services based on the principles of laboratory analysis. 
The selection of the analysis approach depends on the 
type of testing services required. Different specimen 
preparation methods are used for each testing type, and 

361



 
 

certain testing services necessitate specific precautions to 
be taken (Jain, 2011). 

Based on the data synthesis, it was found that some 
test items require the immediate or short-term 
transportation of specimens, while others can be stored 
for longer periods, ranging from 4 to 72 hours, or stored 
at the appropriate temperature until they can be tested. 
The specimens that can be stored for a certain period can 
be transported to external laboratories for analysis, which 
requires control during transportation to ensure that the 
specimens meet the specifications of each testing 
procedure and can lead to accurate and reliable test 
results. 

Therefore, there are several key considerations that 
must be taken into account during the transportation of 
specimens when designing IoT-based temperature-
controlled packaging and the transportation management 
system for specimen transportation. These include: 

• The temperature range required for specimen 
transportation is typically between 2-8 °C and room 
temperature at 25 °C. 

• Some specimens are not allowed to be refrigerated 
or frozen (Geneva: WHO, 2012). 

• The storage time for specimens depends on the type 
of specimen, the test, and the appropriate 
temperature, typically ranging from 4-72 hours. 

• Specimens must not be exposed to light. 
• Specimen containers must be stored upright and not 

tilted. 
• Blood specimens cannot tolerate strong impacts or 

high-frequency vibrations, as this can cause red 
blood cells to homolysis (Johannessen et al., 2021; 
Wan Azman et al., 2019). 

 
BUSINESS PROCESS MODEL OF IOT-BASED 
TEMPERATURE-CONTROLLED LOGISTICS 
SYSTEM FOR LABORATORY SPECIMENS 
USING BPMN 

In response to the challenges and data synthesis of the 
requirements for managing specimen transportation, this 
study has developed a novel business process to manage 
a temperature-controlled logistics system for specimens, 
based on IoT. The system incorporates IoT smart 
packaging technology and an information system, named 
the Specimen Pick-up and Delivery Order Management 
System: SPD-OMS, which is designed as a web-based 
application to manage pick-up and delivery orders with 
temperature control. This system facilitates the 
transportation of specimens from medical service 
providers, such as clinics or hospitals, to medical 
laboratories. 

According to the gathering requirement through in-
depth interviews, document analysis, and participation in 
the requirement generation process, two type of 
requirements can be identified as follows. 

1) Medical service providers who need to send 
specimens for analysis to external laboratories or other 
hospitals, are responsible for delivery by themselves, and  

2) Medical laboratories that offer services for their 
customers to pick-up and delivery specimens to their 

laboratory, covering the transportation costs for 
delivering the specimens from the origin to the 
destination. 

The SPD-OMS system encompasses four primary 
user groups as follows. 

1. Healthcare professionals from clinics or hospitals 
who require medical laboratory analysis of 
specimen samples at an external laboratory. They 
can use the SPD-OMS system to request analysis 
service and, if they are responsible for delivering 
the specimens, they can also request pick-up and 
delivery services from a logistics service provider 
via the SPD-OMS system. 

2. Medical laboratory staff who provide analysis 
services to various organisations. They can use 
the SPD-OMS system to receive service requests 
and confirm those requests. If the laboratory is 
responsible for delivering the specimens, they can 
also request for pick-up and delivery services 
from a logistics service provider through the SPD-
OMS system. 

3. Logistics service providers who offer pick-up and 
delivery services for specimens from the 
originating healthcare service facilities to the 
destination laboratories. They can use the SPD-
OMS system to receive service requests, monitor 
specimen transport status, and track the 
temperature-controlled transportation process. 

4. The SPD-OMS system administrator, who has 
user authorization to modify and manage user 
data, change system settings that impact service 
delivery, and monitor the system’s operation 
status. 

Table 2 displays the specific authorizations for each 
user group within the SPD-OMS system. The BPMN 
diagram in Figure 4 represents the newly redesigned 
business process model of IoT-based temperature-
controlled logistics system for laboratory specimens. 

  
Table 2: The specific authorizations for each user group 
within the SPD-OMS system. 
 

Levels of user authorization 

User groups 
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Request pick-up and delivery services for 
laboratory specimens l l - l 

Receive and confirm pick-up and delivery 
service requests for laboratory specimens - - l l 

Monitor and track the transport status of 
the specimens using the business 
intelligence (BI) report, which retrieves 
information from IoT sensors embedded in 
temperature-controlled smart packaging. 

l l l l 

Access the historical data recorded by the 
IoT sensors embedded in the temperature-
controlled smart packaging, which are store 
on the cloud for future reference. 

- - l l 
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TECHNOLOGIES DEVELOPMENT 

The Prototype of IoT-Based Temperature-Controlled 
Smart Packaging for Laboratory Specimen 
Transportation 

The analysis of both primary and secondary data has 
revealed several crucial considerations when designing 
IoT-based temperature controlled smart packaging for 
laboratory specimens transportation. These include the 
dimensions of the packaging, temperature control range, 
IoT sensor type, data protection mechanism, packaging 
material properties, internal packaging features, and 
marking for identifying biohazards on the packaging. 
The requisite specifications for developing temperature-
controlled packaging are outlined in Table 3. 
 
Table 3: The specifications of the temperature-controlled 
smart packaging for laboratory specimen transportation 
 

Specifications Description 
Dimensions of 
the packaging 

• The packaging is compatible with common 
specimen containers such as blood tubes, 
racks, and bag containing tissue samples.  

• The packaging can accommodate 
approximately 40 RT-PCR blood tubes, placed 
on a rack or three bags of tissue samples. 

Temperature 
control range 

• The packaging is capable of maintaining 
temperatures of 2-8 ℃ and 25 ℃ and can 
support transportation for approximately 6-8 
hours. 

IoT sensor types There are sensors that measure the following 
values: 
• Temperature 
• Global Positioning System (GPS) 
• Motion of the transported laboratory 

specimens, such as embryos, where 
transportation should avoid vibration and 
tipping 

• Exclusively equipped with 3-axis acceleration 
sensor 

Data protection 
mechanism 

• The packaging must limit access to authorized 
personnel only in situations where there is a 
risk of unauthorized access due to accidents 
during transportation or loss of packaging. 
Unauthorized access may result in the leakage 
of sensitive patient data. 

Packaging 
material 
properties 

• The packaging material must be able to 
withstand cleaning and disinfection using heat 
or various disinfectants. 

• The packaging must be cleaned thoroughly 
after each use to avoid the risk of incorrect 
laboratory testing results and misdiagnosis due 
to contamination. 

• The absence of seams and corners in the 
packaging allows for easy cleaning and 
prevents leaks from the biological specimen 
package. 

• The material must be opaque. 
• The packaging should be lightweight. 

Internal 
packaging 
features 

• The packaging should accommodate the 
placement of temperature-controlled gel packs. 

• The packaging should support the placement 
of a 40-tube rack. 

Marking for 
identifying 
biohazards 

• The packaging must be labelled with a 
biohazard warning symbol to indicate the 
presence of potentially hazardous biological 
materials. 

 

The Specimen Pick-up and Delivery Order 
Management System (SPD-OMS) 

In order to manage the transportation of laboratory 
specimens with controlled temperature, this study 
proposes the development of the Specimen Pick-up and 
Delivery Order Management System (SPD-OMS) in 
collaboration with an IoT-based temperature-controlled 
smart packaging. The SPD-OMS system aims to act as a 
central hub for managing and tracking temperature-
controlled specimen transportation. It is responsible for 
managing and tracking information related to 
temperature-controlled specimen transportation, with a 
notification system that alerts users to any errors or 
problems during transport, such as incorrect temperature 
control or failure to adhere to delivery schedules. 

Healthcare professionals who desire to transport 
specimens for analysis can submit a request for 
transportation services through the SPD-OMS system, as 
depicted in Figure 5. 
 

 
 

 
 

Figure 5: The SPD-OMS system: Request pick-up and 
delivery services for specimens 

 

The transportation service provider will then collect 
the specimen from the origin and transport it to the 
destination using the IoT-based smart packaging 
embedded with various sensors. These sensors are as 
follows.  

• A temperature sensor for measuring the 
temperature within the packaging and the 
environmental temperature during transportation 
in Celsius (℃). 

• An accelerometer sensor for measuring 
acceleration in 3-axis as a multiple of g (9.81 
m/s2). 
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• A gyroscope sensor for measuring the angular 
velocity (rad/s) of rotation in 3-axis, namely yaw 
(horizontal rotation), pitch (vertical rotation), and 
roll (tilting). 

The data collected by these sensors are transmitted to 
the SPD-OMS system via a 4G communication module 
to enable tracking of the operation of the specimen 
packaging during transportation. 
 
CONCLUSIONS 

The present study introduces an IoT-based logistics 
system for the temperature-controlled transportation of 
laboratory specimens utilizing BPMN to achieve 
efficient management of the process. The proposed 
solution incorporates IoT smart packaging technology 
and the Specimen Pick-up and Delivery Order 
Management System (SPD-OMS), which is a web-based 
application designed for managing temperature-
controlled pick-up and delivery orders. The system is 
aimed at ensuring specimen stability and viability, 
thereby improving patient treatment safety and quality. 
The authors suggest that the implementation of this 
system by transport and logistics service providers in 
Thailand could significantly enhance transportation 
safety and quality. 
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ABSTRACT

This work presents simulations performed using the online

tool BoilFAST, where the boil-off rate in a Liquefied Natu-

ral Gas (LNG) tank has been investigated for various start-

ing temperatures, and for different storage tank dimensions.

The simulations have been performed to investigate whether

BoilFAST can be used for analyzing LNG boil-off and for as-

sessing the fuel tank size and geometry for a maritime vessel.

Sloshing in maritime LNG storage tanks is known to cause

pressure drops which may compromise the supply pressure

to the gas engine. A novel and cost saving means to combat

this risk could be to heat the LNG during bunkering to a tem-

perature equal to the equilibrium temperature at which the

vapor pressure equals the minimum required pressure of the

engine. However, if the LNG is overheated, this may compro-

mise the requirement of 15 days of holding time of the LNG

in the tank without exceeding the maximum allowable pres-

sure. Simulations show that when the LNG is heated prior

to filling into the storage tank, the fulfillment of the holding

time requirement depends on the tank geometry, as well as

the filling degree and temperature gradient through the tank

walls.

INTRODUCTION

Liquefied Natural Gas (LNG) was introduced as a maritime

fuel in 2000, when the ferry Glutra was the first ship to

use this fuel (Einang and Haavik 2000). Today, LNG

is a well-proven maritime fuel, which compared to other

traditional alternatives is a low-carbon fuel. Combustion of

LNG gives less emission of CO2, NOx, and SOx than the

traditional fuels (DNV GL 2019). Therefore, LNG is often

described as a transitional fuel on the path to zero-emission

fuels.

Norway has a goal of reducing CO2 emissions by 55 % by

2030, as announced at the United Nations Climate Change

Conference - COP27 (Norwegian Government 2022). To

contribute to meeting this goal the maritime sector must

also convert to more environmentally friendly fuels, e.g

low carbon or zero emission fuels. The most mature fuel

alternative to marine diesel oil or marine gas oil today is

LNG. However, one of the disadvantages of LNG is the lower

volumetric energy density as compared to traditional fuels

(Solakivi et al. 2022). Another challenge is that LNG is a

cryogenic liquid, and the storage, processing, and fuel supply

system is therefore more complex and requires more space

than the traditional fuel systems. This may especially be

a challenge for small to medium sized vessels, where there

is limited available space and where keeping investment,

operational, and maintenance costs down is critical.

Another challenge with LNG fuel systems is pressure drop

in the LNG storage tank caused by sloshing (Grotle 2018,

Nerheim et al. 2021). The reason for such pressure drops is

the phase equilibria of the LNG, in combination with the

tank design and movements of the tank.

Today, the most common means to reduce the risk of

pressure drop is to install an LNG pump, which increases

the complexity and costs of the system. Other methods

for mitigating pressure drop in LNG tanks have also been

proposed, but have not been documented in practice and/or

theoretically. In this paper, a theoretical analysis of heating

the LNG as an alternative mitigating measure is presented.

This method would require less processing equipment on-

board the ship and therefore save costs.

The background for this analysis is the operational reliability

of an LNG fuel system in small to medium-sized vessels.

For these vessels, it is critical to keep the system costs

and dimensions down. Hence, reducing the number of

components and the complexity of the fuel system is crucial.

This may be achieved if sloshing can be avoided by heating

the LNG during bunkering, thereby making an LNG pump

in the fuel processing system redundant.

In this paper, the consequences of heating the LNG during

bunkering is analyzed using the open simulation tool Boil-

FAST. As a starting point, the simulations are performed

on a static tank. The holding time and boil-off rates are

compared for three different tank sizes and various loading

temperatures of LNG and different ambient temperatures.
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LNG FUEL SYSTEMS

LNG is natural gas in the liquid state. Natural gas is

produced from reservoir fluids, and the exact composition

may therefore vary around the world. A typical natural

gas contains more than approximately 80 vol% of methane,

some ethane and propane, and minor quantities of heavier

hydrocarbons and other gases (GIIGNL 2019). The phase

diagram of the natural gas composition used in this study is

shown in Figure 1.

Figure 1: The phase envelope of a typical natural gas.

The density of LNG decreases with increasing temperature.

Hence, as the temperature of LNG in a closed storage tank

increases over time due to heat ingress from the surround-

ings, the volume of the LNG in the tank will increase.

Therefore, the International Maritime Organization (IMO)

has defined a loading limit (LL) for maritime LNG tanks

which specifies the maximum allowable filling volume of a

given LNG tank (IMO - International Maritime Organization

2015). This limit depends on the temperature of the LNG

at the time of loading. The allowable volume of LNG

increases with increasing temperature. The objective of this

regulation is to prevent LNG to expand and reach the top of

the tank and the relief valves when the temperature increases.

Another requirement set by IMO is the holding time, as

described in the IGF code (IMO-International Maritime

Organization 2021). An LNG storage tank must be designed

to keep heat ingress low, so that if the tank is closed the

pressure will not increase beyond the setting of the relief

valves (10 bar) within 15 days, with no consumption except

for supporting the hotel load on board.

In maritime LNG fuel systems, the liquefied gas is evapo-

rated, heated, and then supplied to the engine at a specified

temperature and pressure. The supply pressure is maintained

by the pressure of the gas cap in the tank. A gas engine

requires a supply pressure in the range 3.5 − 5.3 barg

(Rolls-Royce 2020). At temperatures around −160 °C the

equilibrium pressure of the LNG is around 1 bar, i.e. below

the pressure required by the engine. A Pressure Build-up

Unit (PBU) is therefore used, which evaporates a small

amount of LNG and returns the gas to the gas cap in the

tank. However, due to the temperature difference between

the gas and liquid phases in the tank, the gas cap will be

cooled down and condense if severe sloshing occurs. This

causes the pressure to decrease rapidly and may result

in supply failure to the engine. One means to avoid this

problem is to install an LNG pump downstream of the LNG

tank. This secures sufficient supply pressure at all times, but

it also adds costs, components, complexity, and potential

leakage points.

As illustrated in the phase diagram of Figure 1, the LNG

equilibrium pressure increases with temperature. Another

means to mitigate pressure drop due to sloshing is therefore

to heat the LNG before it enters the storage tank on board.

Heating of the LNG during bunkering could be performed

onboard the ship or on the quayside. In the latter case, this

processing would not add any weight to the ship. In both

cases, the heating equipment would not add any complexity

to the LNG fuel system during normal operation. Further-

more, the LNG fuel processing system could be simplified,

as the LNG pump would become redundant. Hence, saving

costs and space on board, and making LNG a more feasible

fuel alternative for small- to medium-sized vessels.

If the LNG is heated during bunkering, the vapor pressure of

the LNG will be increased and the total tank pressure will

be less affected by sloshing. In this way, the tank pressure

is maintained in all weather conditions. The question is

to which extent this method affects the holding time of

the LNG tank. This method has not yet been documented

in practice. It is therefore the objective of this work to

investigate the holding time for different tank sizes with

LNG loading temperatures in the range from −164 °C to

−140 °C through simulations.

Previous studies have investigated the boil-off as a function

of various tank sizes, geometries and filling degrees (Ka-

likatzarakis et al. 2022, Lin et al. 2018) but detailed analyses

of the effect of loading temperature of the LNG has not

been found. This is therefore the main focus of the present

paper. The BoilFAST simulation model was found to be a

feasible tool for this work, and it was also an objective for

this work to assess the applicability of this tool with respect

to dimensioning and designing maritime LNG systems.

Validation of the simulation model through comparison with

real data was not within the current scope but is planned for

further work.

METHOD

This study was performed using a typical LNG composition

from the North Sea area, as given in Table 1. The simula-

tions were performed using the free online software BoilFAST

(V. Jusko et al. 2021). The pressure increase over time was

investigated by varying the following parameters:

• Loading temperature (TL) of the LNG
• Filling degree of the LNG tank
• Ambient temperature (TA)
• LNG tank size/geometry
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Table 1: Natural Gas Composition.

Component Mol fraction

Methane 0.862085

Ethane 0.09

Propane 0.03

Butane 0.01

Pentane 0.0003

Hexane 0.000015

CO2 0.0001

N2 0.0075

The following conditions were assumed in the analyses:

• Horizontal, cylindrical LNG tank
• Static tank, i.e. no sloshing of the fluid in the tank
• Constant ambient temperature during the day
• No solar irradiation

In a maritime vessel, the LNG in the tank will be subject

to sloshing. However, the present analysis was simplified

and assumed static tanks with no sloshing. Three different

tank sizes and geometries were used in the simulations, and

the volumes of the LNG storage tanks were chosen based on

what would be feasible dimensions for small to medium-sized

maritime vessels. An overview of the tank dimensions and

material specifications are given in Table 2.

The orientation of all three tanks was horizontal. Dimensions

and geometry of the different tank sizes were adopted from

data available online. It was not possible to obtain detailed

data from manufacturers, so the thickness and the heat

conductivity of the various tank shells and insulation were

collected from various sources, as indicated in the overview

in Table 2.

The time step in the simulations was set to 12 hours. For each

time step, the LNG temperature, tank pressure, boil-off rate,

and properties of the gas and liquid phases were calculated

using BoilFAST.

RESULTS AND DISCUSSION

Using the BoilFAST software, the pressure increase as

a function of time was investigated for static, horizontal

LNG storage tanks of volume (VT) of 23, 75, and 150 m3,

respectively. The simulations were performed starting with

several different loading temperatures of the LNG, to study

how the initial temperature affected the holding time of the

tank. Analyses were run with loading temperatures (TL) of

−164, −156, −148, and −140 °C.

In the simulations, the only heat source was assumed to

be heat ingress from the surroundings through the tank

walls. Heat leak due to pipes and valves was neglected, as

well as any gas consumption for supply to the hotel load on

board. For the ambient air, three different constant temper-

atures (TA) were assumed: 5, 15, and 25 °C. An overview

of the conditions of the various simulations is given in Table 3.

With a relief valve setting of 10 bar the loading limit

curve for the given LNG composition is shown in Figure 2,

together with the density of the LNG as a function of LNG

temperature. The loading limit curve was used to define the

volume of LNG in the various tanks at the different starting

conditions of the simulations.

Figure 2: The Loading Limit (LL) for the given LNG composition,

assuming a 10 bar relief valve setting.

The heat conduction through the tank insulation is pro-

portional to the temperature difference between the LNG

in the tank and the ambient air. Hence, at a given LNG

temperature, the heat influx to the tank increases with the

outside air temperature (TA). Similarly, at constant ambient

temperature, the heat ingress decreases with increasing

loading temperature (TL) of the LNG.

In the simulations, the ambient temperature was assumed

to be constant with no variation during the day. The effect

of the initial LNG loading temperature on the holding time,

with constant ambient temperature, is shown in Figure 3 for

tank sizes of 23, 75 and 150 m3, respectively. These graphs

also show the effect on the holding time of increasing the

ambient air temperature from 5 to 25 °C.

As shown in Figure 3, when increasing the ambient tem-

perature from 5 to 25 °C, the holding time is reduced by

around 3 days for the tanks of 75 and 150 m3 volume. For

the smaller tank of 23 m3, the reduction in holding time

with the increased ambient temperature is only around 1

day. However, in this tank, the holding time was already

half of that of the two bigger tanks. As compared to the

holding time with 5 °C ambient temperature, the reduction

of holding time in the case of 25 °C ambient temperature was

11 % for the 23 m3 tank and 16−18 % for the bigger tanks.

If the LNG temperature at loading is increased from −164 °C
to −140 °C, i.e. an increase of 24 °C, the effect on the

holding time is more pronounced. For the 23 m3 tank the

holding time is reduced by around 5 days, by 10 days for the

75 m3 tank, and by 11 days for the 150 m3 tank. This can

be explained as an increasing boil-off rate with increasing

LNG temperature.

For comparing the effect of tank size/geometry, the holding

time for the three tanks is shown in Figure 4 with −164 °C
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Table 2: Overview of the tank dimensions and specifications used in the analyses.

Parameter Tank description Unit Comments and References

Inner Volume (VT) 23 75 150 m3

Inner Diameter (DI) 1.55 2.77 3.01 m Based on Chart-Ferox 2023

Outer Diameter (DO) 2.18 3.40 3.65 m Based on Chart-Ferox 2023

Tank head height 0.39 0.69 0.75 m Inner diameter/4. Barderas et al. 2015

Inner cylinder length (LIC) 11.71 11.54 20.02 - From BoilFAST

DI/LIC 0.13 0.25 0.15 m From BoilFAST

Inner tank thickness 10 mm Assumed thickness

Outer tank thickness 8 mm Assumed thickness

Perlite layer thickness 300 mm Assumed thickness

Perlite heat cond. 0.038 W/mK Wlodek 2019

Outer tank heat cond. 42.6 W/mK Carbon steel Wlodek 2019

Inner tank heat cond. 27 W/mK 405 stainless steel, 0-100°C AZO-Materials 2023

Outer heat convection 10 W/m2K Wlodek 2019

Inner heat convection 35 W/m2K Wlodek 2019

Heat transfer coeff. 0.12 W/m2K Calculated

Figure 3: Upper to lower graphs show results for tank volumes

(VT) of 23, 75 and 150 m3, respectively, and initial filling level

(VL)equal to the loading limit (LL). Loading temperatures are

given to the right of the vertical axis.

Table 3: Overview of the various simulations that have been per-

formed, where LL denotes the maximum allowable loading limit

at the given temperature.

VT VL TL TA

Tank

Volume

(m3)

Loading

Volume

(m3)

Loading

Temp.

( °C)

Ambient

Temp.

(°C)

23 LL

-164/ -156/ -148/ -140 5/ 15/ 25

23 50 %

75 LL

75 50 %

196 LL

196 50 %

LNG loading temperature, 5 °C ambient temperature, and

two different filling levels of the tanks. The solid lines in the

figure represent results with an LNG filling level equal to the

loading limit (LL) of 84.5 % at the given temperature, while

the dotted lines represent 50 % filling volume of the tank.

Similar trends were found for other LNG loading tempera-

tures as well, but the loading temperature of −164 °C was

chosen as a representative example.

As illustrated in Figure 4, the 23 m3 tank has a significantly

higher pressure increase and shorter holding time than

the 75 and 150 m3 tanks. Also, as can be seen from the

figure, the holding time is not a linear function of the tank

volume. The ratio of the inner diameter to the inner cylinder

length (DI/LIC) of the various tanks is given in Table 2,

and is largest for the 75 m3 tank. Hence, the DI/LIC ratio

cannot explain the holding time differences. The relative

placement of the holding times of the various tanks seems

to be connected to the gas cap volume and LNG surface

area in the tank. The volume-to-surface-area ratios for the

three tanks have similar relative distribution as the ratios

of the holding times in Figure 4. However, this needs to be

investigated further from a theoretical approach, but was

not within the scope of the present work.

In Figure 4, the graph for the 23 m3 tank with 50 % filling
volume has a cut-off below 10 bar pressure. This is due

to the time step in the simulations and the rapid pressure

increase. By reducing the time step from 12 to e.g. 1 h, more

369



data points could have been obtained, with a cut-off closer

to 10 bar. However, regardless of this cut-off, it is clear that

this case does not fulfill the holding time requirement, and

further analyses with smaller time steps were therefore not

found necessary.

Figure 4: Results for tank volume (VT) of 23, 75, and 150 m3,

respectively, with LNG filling corresponding to loading limit (LL)

and 50 %.

Figure 5: Holding time in the 75 m3 tank as a function of loading

temperature (TL) of the LNG.

The results show that both the loading volume (VL) and the

LNG temperature at loading (TL) have a great impact on the

holding time of the given LNG tank. Maximum boil-off rates

were found in the cases with 50 % filling of the tank and with

a loading temperature of −140 °C. The maximum boil-off

rates were 0.03, 0.04, and 0.08 mol/s for the tanks of volume

23, 75, and 150 m3, respectively. These results comply with

results by others (Kalikatzarakis et al. 2022). This would

correspond to power consumption in the range 28 - 75 kW,

assuming a molar mass of 17 g/mol and a lower heating

value of 50 MJ/kg (Nerheim et al. 2021). Hence, with LNG

volumes corresponding to the loading limit and 50 % filling

of the tank, the entire boil-off gas volume can be removed

from the tank and used for supplying the hotel load. This

would prevent any pressure build-up in the tank. However,

the boil-off rate probably increases with decreasing tank

filling degree, since the LNG then (in normal operation) is at

a higher temperature, and there is more gas cap volume to fill.

At high filling degrees, a large volume of LNG must be

heated to produce boil-off gas. Also, the simulations show

that the smaller tank sizes have shorter holding time than

the bigger tanks with a similar ratio of inner diameter to

inner cylinder length (DI/LIC). Due to the geometry of the

smallest tanks, with smaller gas cap volume at high LNG

filling degrees, the pressure increase is more rapid even at

low boil-off rates.

In the simulations a time step of 12 hours was used. Initially,

this was thought to be sufficient for a slow process as boil-off

from a static tank. However, the large time step results

in some “gaps” in the data, as indicated by curves with

maximum pressure plotted significantly lower than 10 bar.

In future analyses, the time step should therefore be smaller,

but this also gives longer run time for the simulations.

For the tank of volume 75 m3 the holding time as a function

of LNG loading temperature is plotted in Figure 5. Three

different ambient temperatures were used. The ambient

temperature in the three simulation series is seen to have the

most impact on the holding time at low LNG temperatures.

Similar results were also obtained for the tanks of 23 m3 and

150 m3 volumes.

In real LNG fuel systems, the tank is not static but is subject

to the ship’s movements. Hence, there will be mixing of the

two phases in the tank, and the heat conduction into the

tank will be more efficient, which probably will increase the

boil-off rate (Wu and Ju 2021). In this study, the 23 m3

tank never obtained a holding time in accordance with the

requirements of 15 days. However, these analyses did not

include the allowed consumption for the hotel load on board.

If this had been included in the study, the holding time

would increase. However, this was not within the current

scope.

As shown in Figure 3 the holding time requirement can

be fulfilled for given tank geometries, even if the LNG is

heated before loading into the storage tank. In the 150 m3

tank, when filling up to the loading limit, the holding time

requirement can be fulfilled up to a loading temperature

of approximately −148 °C. This would give an equilibrium

pressure in the tank of around 3 bar, which is in the lower

range of the gas engine supply pressure requirement. If the

engine can run at this gas pressure, an LNG loading tem-

perature of −148 °C would therefore improve the robustness

of the fuel system by preventing the pressure from drop-

ping below 3 bar during sloshing conditions in the tank at sea.

The holding time results do not take into account any

consumption for the hotel load on board the vessel. Hence,

the present holding time results are “worst-case” scenarios.

If this consumption was included, the resulting holding time

would be longer. For investigating the effect of temperature

and filling volume on the holding time in general the hotel

load can be neglected. However, when dimensioning and

designing an LNG tank for a specific maritime vessel, the

hotel load should be included.
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The simulations show reasonable results, and they demon-

strate how BoilFAST can be used as a tool to give support

to dimensioning and design of the optimal geometry of an

LNG tank for a given vessel. However, these results are yet

to be validated through real testing e.g. using operational

data from stationary LNG storages.

CONCLUSIONS

Simulations using BoilFAST have been used to illustrate

the process of boil-off in LNG storage tanks. This study

has demonstrated how BoilFAST can be used as a tool

in designing LNG fuel systems for small to medium-sized

vessels. Using this tool, various geometries can be evaluated,

as well as loading temperatures and filling degrees, so that

a tank can be dimensioned and designed in accordance

with the IMO regulations on holding time. The simulations

can also provide support for operational procedures, e.g.

loading temperatures, and it can be used in the evaluation

of alternative designs of the LNG fuel processing system on

board. However, assessment of the validity of the model

using real data from static LNG storage tanks is yet to be

documented.

BoilFAST simulations of the holding time in LNG storage

tanks of 23, 75, and 150 m3 volumes, showed that the boil-off

rate is affected by the geometry of the tank, and not only

the volume of the tank. Furthermore, the boil-off rate was

found to depend on the filling degree in the tank, the ambi-

ent temperature, and the loading temperature of the LNG.

The analyses show that, for given tank geometries, heating of

the LNG prior to filling into the storage tank does not com-

promise the requirement of the holding time. Hence, heating

the LNG can be used as a means to prevent pressure drops

due to sloshing in maritime LNG fuel systems. This method

would save costs and space on board the vessel, as compared

to today’s pumped systems, and would make LNG a more

feasible alternative also for small to medium-sized vessels.

However, heating of the LNG prior to filling into the stor-

age tank onboard the vessel must be tested in practice before

a final conclusion can be drawn. The present analyses were

performed assuming a static tank. In a ship, the tank will not

be static, and the resulting fluid mixing in the tank will affect

the boil-off rate. Further analyses need to take this effect into

account.
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NOMENCLATURE

Acronym Description

BOG Boil-Off-Gas

IMO International Maritime Organization

LL Loading Limit (%)

LNG Liquefied Natural Gas

NG Natural Gas

PBU Pressure Build-up Unit

DI Inner Diameter (m)

DO Outer Diameter (m)

LIC Inner Cylinder Length (m)

TA Ambient temperature (°C)
TL Loading temperature of the LNG (°C)
VL Loading volume of LNG (m3)

VT Volume of storage tank (m3)
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ABSTRACT 

Human-robot cooperation plays an increasingly 
important role in manufacturing applications. Together, 

humans and robots display an exceptional skill level that 

neither can achieve independently. For such cooperation, 

hand gesture communication using computer vision has 

been proven to be the most suitable due to the low cost of 

implementation and flexibility. Therefore, this work 

focuses on the hand gesture classification problem in 

view of human and robot collaboration. To facilitate 

collaboration, six of the most common gestures 

applicable in manufacturing applications were selected. 

The first part of the research was devoted to creating an 
image dataset using the proposed acquisition system. 

Then, pre-trained neural networks were designed and 

tested. In this step, the feature extraction approach was 

adopted, which utilises the representations learned by a 

previous network to extract meaningful features. The 

results suggest that all developed pre-trained networks 

attained high accuracy (above 98,9%). Among them, the 

VGG19 demonstrated the best performance, achieving 

accuracy equal to 99,63%. The proposed approach can be 

easily adapted to recognise a more extensive or different 

set of gestures. Utilising the proposed vision system and 

the developed neural network architectures, the 
adaptation demands only acquiring a set of images and 

retraining the developed networks. 

 
INTRODUCTION 

Hand gesture recognition constitutes an essential field of 

nonverbal communication that can be applied in many 
areas, such as clinical and health, sign language, robotic 

control, home automation or augmented reality (Oudah 

et al., 2020). In the beginning, hand gesture recognition 

was realised using various sensors attached to the glove, 

for example, curvature sensors, angular displacement 

sensors, flex sensors, optical fibre transducers or 

accelerometers sensors. Those sensors detected hand 

movements or finger bendings, further analysed by a 

computer connected to the glove with wires. Even though 

such systems achieved high accuracy, they were 

characterised by many limitations relevant to a 

prohibitively expensive manufacturing cost and a low 
comfort of use. These flaws resulted in the development  

of cost-effective and convenient techniques based on 

computer vision methods (Xia et al., 2019). 

Traditional computer vision utilises carefully hand-

designed features to understand the nature of an analysed 

scene. Many algorithms were developed to design 

features using edge detection (Żak & Hożyń, 2013b), 

image future detection (Bay et al., 2006), texture 

recognition (Hożyń, 2021), image segmentation 

(Zalewski & Hożyń, 2020), or particle image velocity 

(Piskur, 2022). They were deployed in various 

applications, such as robotics systems (Hożyń, 2020), 
autonomous surface vehicles (Praczyk et al., 2019), 

underwater platforms (Jurczyk et al., 2020), obstacle 

detection (Kot, 2022) or stereo vision (Żak & Hożyń, 

2013a). The difficulty with this approach is that it 

demands long trial-and-error processes to select the most 

promising feature, which the computer vision engineer 

must next tune. 

Deep Learning (DL) introduced a new approach where 

the neural network is responsible for discovering patterns 

in analysed images and automatically finding the most 

descriptive features. This approach allowed AlexNet 

(Krizhevsky et al., 2017), constructed by Krizhevsky et 
al., to win the ImageNet Large Scale Visual Recognition 

Challenge in 2012, proving that automatically learned 

features can exceed manually designed ones. After that,  

some disruptive network architectures, such as 

GoogleNet/InceptionV1 to V4 (Szegedy et al., 2015), 

ResNet (He et al., 2016), VGG16 or VGG19 (Simonyan 

& Zisserman, 2015) were proposed. They were trained to 

distinguish 1000 classes using ImageNet dataset (Jia 

Deng et al., 2009), which includes 1.5 million images 

divided into 20 000 categories. The obtained Top-1 

accuracies of the above methods are between 71% and 
79%, constituting outstanding results and making them 

especially suitable as pre-trained models in many 

computer vision applications. 

Pre-trained models establish a convenient approach to 

deep learning. They are previously trained on large 

datasets, which makes their spatial hierarchy of features 

effective as a generic model for various classification 

tasks. Two ways of deploying pre-trained models can be 

distinguished: feature extraction and fine-tuning. Feature 

extraction utilises previously trained convolutional layers 

as a feature detector. In this instance, the dense layers are 

only modified to develop a new classifier. Fine-tuning, 
apart from changing the classifier, also trains some 

convolutional layers that enable them to recognise a 

modified set of features (Szymak et al., 2020). Pre-

trained models have been utilised in many manufacturing 
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applications, such as object detection (Liu & Liu, 2018), 

object classification (Hożyń, 2023), system monitoring 

(Deng et al., 2020) or fault diagnosis (Di Maggio, 2022). 

Hand gesture recognition based on computer vision 

constitutes a very promising approach in manufacturing 

applications (Neto et al., 2019). In (Sheikholeslami et al., 

2017) the authors explored the efficacy of robot hand 

configuration in expressing instructional gestures for 

human-robot interaction. They addressed recognition 

confidence measures for the gestures that humans and 
robots express using different hand configurations. 

Multimodal data fusion and multiscale parallel 

convolutional neural networks for human-robot 

interaction were presented by Gao et al. (Gao et al., 

2021). The devised method was applied to a seven-

degree-of-freedom bionic manipulator to achieve robotic 

manipulation with hand gestures. 

A real-time human-robot interaction framework based on 

hand gesture detection was presented in (Mazhar et al., 

2019). The framework facilitated a real-time safe human-

robot collaboration using static hand gestures and 3D 
skeleton extraction. Nuzzi et al. (Nuzzi et al., 2019) 

utilised a Faster R-CNN object detector to find the 

accurate position of the hands in RGB images in view of 

a smart hand gesture recognition set up for Collaborative 

Robots. They acquired four different small datasets with 

different characteristics to evaluate the performances in 

various situations.  The developed system achieved good 

performances that could lead to real-time human-robot 

interaction with a low inference time. 

Even though some researchers have addressed the hand 

gesture recognition problem, this task is always closely 

related to the character of the individual implementation. 
It means that the number of gestures, meanings, and 

image acquisition conditions should always be adjusted 

to the application’s demands.  Therefore, the motivation 

for the present work was to devise a flexible and accurate 

approach to hand gesture recognition for human-robot 

cooperation in manufacturing applications. To achieve it, 

a vision system suitable for industrial applications was 

designed. Using this system, the database comprising six 

gestures was created. Then, the baseline model structure 

was proposed. The baseline model allows evaluation of 

the created dataset and constitutes a benchmark for more 
complex models. Finally, the most promising pre-trained 

models were selected and tested using feature extraction. 

For this purpose, five structures of dense classifiers were 

devised and evaluated.  

The proposed solution differs from the previous 

approaches since it focuses on both: hand detection and 

database creation. It facilities a convenient way of 

various dataset development and modification as well as 

a straightforward detector development based on pre-

trained neural networks. In this way, it delivers a simple 

methodology which can be easily adopted in similiar 

applications.The encouraging results demonstrate that 
the devised method classifies the specified gestures with 

high accuracy.  

The paper is structured as follows: Section 2 summarises 

the proposed method. In Section 3, the attained results for 

different network structures are presented, and in Section 

4, the obtained results are concluded. 

METHODS 

The research goal was to devise a gesture recognition 

method for human-robot cooperation. For this purpose, 

the technique based on image classification using neural 

networks was adopted. It demands an extensive image 

database of exemplary gestures for training, validation 

and testing neural networks. Therefore, the vision system 
was designed to acquire the necessary images in the first 

step. Then, the database was created, and a baseline 

model of a convolution neural network was generated. 

The baseline model served as a starting point for 

designing neural network architectures and testing the 

usability of the organised image dataset.   Those steps 

enabled to design of convolutional neural network 

architectures. Their programming implementation was 

executed utilising publicity available TensorFlow 2 and 

Keras library.  

Vision System 

The developed vision system comprises the Alvium 1800 

U-050 industrial camera (Fig. 1) and a PC-based image

processing unit. It enables acquiring images at 117

frames per second at 0.5 MPixs resolution. The PC-based

image processing system utilises Intel Core i7-6700HQ

CPU 2.6 GHz and 32 GB RAM. Its programming

implementation employs Vimba C++ API, delivered by

Allied Vision Company. The OpenCV and Qt libraries

were also adopted for image processing and graphical

user interface (GUI) development.

Figure 1: Alvium 1800 U-050 industrial camera 

Database description 

The dataset was created using the designed vision 

system. It incorporates 4483 images divided into seven 

classes: OK (2), STOP (5), FORWARD (0), 

BACKWARD (6), RIGHT (1), LEFT (4), and 

NOGESTURE (3) (Fig. 2).  
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Figure 2: Examples of the classified gestures 

 

Since the primary assumption was that the camera could 

be located at various distances from a human operator in 

the range of 0.5 to 3.5 meters, the images were divided 

into three folders: 0.5-1.5 meters, 1.5-2.5 meters and 2.5-

3.5meters. It was to ensure uniform distribution of the 

images in the train, validation and test sets. Irregular 

distribution could affect the training process since, for 

example, a more significant number of images from 

shorter distances could be located in a train set and, 

consequently, a smaller number in the validation sets.  
The dataset was divided into train, validation and test sets 

for each folder separately. The adopted procedure 

assumed that 80% of the dataset is devoted to 

training/validation steps, while 20% to a test step. The 

training/validation dataset was divided into 75% training 

data and 25% validation data.  

 

Baseline Model 

A baseline model was established to evaluate the created 

dataset and to provide a reference point for developing 

more complicated neural network structures. It represents 
the most straightforward architecture that achieves 

statistical power. In the presented approach, the baseline 

model consists of two convolutional layers and one dense 

layer (Fig. 3).  

 

 

Figure 3: Baseline model 
 

The convolutional layers are followed by pooling layers 

to downsample feature maps allowing successive 

convolutions to analyse increasingly more oversized 

windows. After the convolutional block, a flatten layer is 

inserted that enables employing dense layers, which 

output signals are utilised by a final softmax layer. A 

detailed description of the adopted architecture is 

depicted in Table 1. 

 

Table 1: Baseline model architecture 

 

Input (152 x 202 RGB image) 

conv3-8 
maxpool (2x2) 

conv3-16 

maxpool (2x2) 

FC-16 

Softmax-7 

 

The size of output images from the camera is 608x808x3 

pixels (in RGB format). It is too large to process in neural 

networks; therefore, it was reduced to 152x202x3 pixels. 

Additionally, the pixel values were normalised between 

0 and 1. 

The first experiments showed that the model overfits and 

presents a high variance. To mitigate this effect, data 

augmentation was considered. For this purpose, an in-

place data augmentation was deployed, ensuring the 
model does not process the same images at the training 

time. Based on the carried-out tests, the following data 

augmentation coefficients were established and utilised 

for further experiments: 

• Rotation range = 25; 

• Width shift range = 0.2; 

• Height shift range = 0.2; 

• Shear range = 0.1; 

• Zoom range = 0.1; 

• Horizontal trip = True; 

• Vertical flip = True. 
 

The baseline model was evaluated by deploying 

classification accuracy since each class contains a similar 

number of images. Therefore, the learning curves were 

considered to analyse the performance of tested 

networks. In Figures 4 and 5, the accuracy and loss 

curves for the baseline model are presented. They suggest 

that the model can learn patterns from the provided 
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dataset and that the adopted network architecture is 

appropriate for the designed classification task. 

 

 
Figure 4: Accuracy of the baseline model 

 

 
Figure 5: Loss of the baseline model 

 

The classification results are summarised in a confusion 

matrix (Fig. 6). They suggest that the baseline model 

could not adequately differentiate mostly forward and 
left gestures as well as stop and forward ones. It stems 

from the convolutional base being too simple to discern 

enough useful features. The classifier is also 

uncomplicated and comprises only one small 

convolutional layer which hinders the correct 

interpretation of patterns in the images.  

 

 
Figure 6: Confusion matrix of baseline model 

performance 

 

Pre-trained Networks 

The following pre-trained networks were adopted for the 
experiments: 

• VGG16; 

• VGG19; 

• ResNet50; 

• Xception; 

• InceptionV3. 

 

Their convolutional layers were utilised while the dense 

layers were replaced with new classifiers. To find the 

most suitable classifier, five architectures were designed 

and tested for each network (Table 2). 
 

Table 2: Tested classifiers 

 

Class. 1 Class. 2 Class. 3 Class. 4 Class. 5 

FC-16 FC-32 FC-64 FC-128 FC-256 

FC-16 FC-32 FC-64 FC-128 FC-256 

 

The deployment of pre-trained networks demanded 

image normalisation. Therefore, the image processing 

step was utilised. It facilitated image conversion between 

RGB and BGR colour spaces and set the pixel values 

between the -1 and 1 range. 

 

RESULTS 

To validate the proposed models, numerous experiments 
were performed. Firstly, the pre-trained models with the 

defined classifiers were evaluated utilising learning 

curves and accuracy rates. Then, comparative analyses of 

the most promising model were conducted to assign the 

best architecture for the gesture classification task. 

Since the deep learning models are characterised by their 

stochastic nature, each network was trained and validated 

ten times for different train and validation splits. 

Additionally, checkpoint and early stopping mechanisms 

were deployed to reduce training time.  They facilitated 

saving networks’ weights for the highest achieved 
accuracy and stopping the learning procedure if the 
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network did not improve its performance during fifteen 

epochs. 

The results of the first part of the experiments suggest 

that most networks can learn using even the simplest 

classifier (Class. 1). In this case, only VGG16 and 

InceptionV3 did not distinguish patterns in the images 

(see Table 3).  

 

Table 3: Accuracy of the compared models 

 
 Class. 

1 
Class. 

2 
Class. 

3 
Class. 

4 
Class. 

5 

VGG16 0,165 0,512 0,848 0,981 0,987 

VGG19 0,988 0,992 0,994 0,988 0,991 

ResNet50 0,657 0,987 0,982 0,991 0,979 

Xception 0,973 0,982 0,981 0,981 0,992 

InceptionV3 0,165 0,96 0,972 0,984 0,983 

 

The higher complexity of the models slightly increases 

the performance. Only the models with small accuracy 

for simpler classifiers exhibited rising performance 

(VGG16, InceptionV3). However, they finally achieved 
a lower accuracy than VGG19 for the medium complex 

classifier. Generally, VGG19 reached the highest 

accuracy (0,994) for Classifier 3.  

The obtained learning curves for this model are presented 

in Figures 7 and 8. 

 
Figure 7: Accuracy of VGG19 (Class. 3) 

 

 
Figure 8: Loss of VGG19 (Class. 3) 

 

They suggest that overfitting and variance are not present 

during the learning process and that the validation images 

are easier to analyse by the network. This is because data 

augmentation is only implemented for training input data. 

Consequently, since each image during the training stage 

is slightly distorted, while the validation stage remains 

images unchanged, the validation data is easier to 

interpret.  

Based on the results from the first step, the second step 

was devoted to finding the most promising structure 
among the distinctive networks. Therefore, the following 

models were considered for further research: VGG16 

(Class. 5), VGG19 (Class. 3), ResNet50 (Class. 5), 

Xception (Class. 5) and InceptionV3 (Class. 5).  Each 

model was trained three times using the whole data 

(training and validation sets) and assessed on the test set. 

Apart from accuracy, the training and execution times 

were also considered. The training time was measured 

during the training step, while the execution time was 

calculated as the time needed to predict the classes for all 

images in the training dataset (3578 images).  
 

Table 4: Performance of the compared models 

 
 Accuracy Training 

time (s) 

Execution 

time (s) 

VGG16 0,993 2200 8,48 

VGG19 0,996 2220 10,54 

ResNet50 0,991 1886 7,23 

Xception 0,991 3616 16,49 

InceptionV3 0,989 3480 15,32 

 

The results indicate that all the pre-trained models highly 
accurately classify hand gestures (above 0,989). The best 

one, VGG19, achieved an accuracy equal to 0,996 (Table 

4). The fastest network was ResnetNet50 attaining 1886 

seconds during training and 7,23 seconds during the 

execution test. The confusion matrix of the VGG19 

performance shows that the network incorrectly 

classified only four gestures from the test set (Fig. 9). 

 

 
Figure 9: Confusion matrix of the VGG19 performance 
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CONCLUSIONS 

This article has addressed the problem of hand gesture 

recognition for human-robot cooperation. It describes all 

necessary steps, such as image acquisition, database 

creation and neural network development.  

The image acquisition system was designed in the first 

step of the experiments. Based on it, the database was 

created. The database was evaluated using the baseline 

model, which also served as a benchmark for more 

complicated pre-trained neural network structures.  
As pre-trained networks, the most promising 

architectures were selected. Then, their classifiers were 

replaced with the proposed ones, and the new structures 

were trained. Based on the obtained results, the best 

architectures were appointed for the final comparison. It 

showed that the VGG19 model achieved the highest 

accuracy, equal to 0,996. The other models obtained 

slightly lower accuracy. Among the tested networks, the 

fastest was ResNet50 which executed almost twice the 

time faster as the slowest InceptionV3.  

The proposed solution can be easily deployed in similar 
applications devoted to hand gesture recognition in 

industrial applications. However, it is only limited to 

gesture classification. In some cases, the applications 

should also be capable of localising a human operator’s 

hand. For this purpose, object detection methods should 

be employed. Therefore, future work will focus on 

applying object detection techniques to human-robot 

cooperation based on hand gesture recognition.  
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ABSTRACT 

Challenged by an unprecedented increase in product 

variety and demand variability, logistics systems are 

required to fulfill small customer orders at competitive 

costs and within short lead times, while keeping a high 

level of flexibility. In this context, companies are 

increasingly adopting flexible material handling 

solutions based on autonomous mobile robots (AMRs). 

This paper deals with AMR-based Automated Pick to 

Pallet Systems (APPSs), a novel solution for mixed-case 

palletizing that has never been studied in scientific 

literature. In these systems, palletizing robots pick 

boxes from single-item source pallets and place them on 

mixed pallets under construction. AMRs replenish the 

palletizing robots with source pallets and transport the 

mixed pallets to and from the different palletizers until 

completion. An agent-based simulation model for the 

estimation of AMR-based APPS performance is 

presented and validated. The developed model can be 

modified and adapted to consider different layout 

configurations and operating policies. Therefore, it 

provides support to companies evaluating the 

introduction of such systems and lays the grounds for 

further research on their suitability in different contexts, 

also in comparison with existing systems. 

 

INTRODUCTION 

In recent years, logistics systems have been 

characterized by an ever-growing need of flexibility. 

Changing customer requirements have led companies to 

shorten delivery lead times and increase product variety, 

shifting from a mass production to a mass customization 

strategy (Emde and Schneider 2018). This raises the 

pressure on logistics systems called to perform frequent 

small-lot deliveries to the assembly lines (Emde and 

Gendreau 2017) and to manage a large assortment of 

items in warehouses (Zhang et al. 2019). Such 

requirements, coupled with the need of coping with 

highly volatile demand, shortage of labor force, and 

tight fulfilment schedules (Boysen et al. 2019), have led 

to the replacement of traditional automated systems 

with robotized warehousing solutions able to replicate 

manual systems’ flexibility and scalability to varying 

workloads (Žulj et al. 2022).  

Among such systems are Autonomous Mobile Robots 

(AMRs), “industrial robots that use a decentralized 

decision-making process for collision-free navigation to 

provide a platform for material handling, collaborative 

activities, and full services within a bounded area” 

(Fragapane et al. 2021). Commonly seen as an evolution 

of Automated Guided Vehicles (AGVs), AMRs 

navigate autonomously, thus not depending on the 

surrounding infrastructure. AMRs’ adoption has been 

growing in recent years: in 2021, AMRs’ sales have 

surpassed the more established AGVs’ with over 82000 

AMRs shipped against 18000 AGVs (Interact Analysis 

2022). Logistics applications have been driving AMRs’ 

demand, mainly due to the growing adoption of AMRs 

for order fulfilment (Interact Analysis 2020). 

Also scientific literature has focused on AMR-based 

order fulfilment solutions (e.g., Žulj et al. 2022), 

developing either analytical or simulation-based models 

to estimate such systems’ performance, optimize their 

design, and evaluate the adoption of different operating 

policies. In their review of recent robotic automated 

picking systems, Azadeh et al (2019) show a 

comprehensive set of AMR-based systems, 

distinguishing more diffused “movable rack” goods-to-

person solutions, namely Robotic Mobile Fulfilment 

Systems, from recently emerged “static rack” solutions 

such as Pick Support Systems. Besides picking 

solutions, literature shows how recent AMR-based 

systems have been introduced also in other warehousing 

contexts such as parcel sorting hubs (Zou et al. 2021) 

and cross-docking terminals (He and Prabhu 2022).  

However, the extant literature does not cover the entire 

range of AMR-based systems recently developed by 

material handling providers. Among the latter are AMR-

based Automated Pick to Pallet Systems (APPSs), 

which have been lately introduced in food and beverage 

distribution centers to automate mixed-case palletizing 

operations, namely the creation of customer order 

pallets. APPSs are systems in which palletizing robots 

use a vision system to localize the different items’ boxes 

on single-item source pallets, pick the boxes from the 

source pallets and place them on target pallets (Wurll 

2016). In the AMR-based configuration, AMRs 

replenish the palletizing robots with single-item source 

pallets and transport the mixed pallets under 
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construction to and from the different palletizers until 

completion. Thanks to the introduction of AMRs for the 

transportation of pallets within the system, the newly 

born solution reduces the amount of fixed mounted 

equipment that characterizes the existing robotized 

palletizing systems while maintaining their benefits of 

higher performance and improved efficiency with 

respect to manual systems (Lamon et al. 2020).  

As no study has yet been made on AMR-based APPSs, 

the objective of this work is to develop a simulation 

model for the estimation of their performance, providing 

useful support to companies evaluating the introduction 

of such systems and laying the grounds for further 

research on their suitability in different contexts, also in 

comparison with existing systems. 

The remaining of this paper is organized as follows. 

First the layout and working principles of the system 

under consideration are presented, then the simulation 

model and its validation are described. Lastly, 

conclusions and further developments are presented. 

SYSTEM DESCRIPTION 

An AMR-based APPS is a fully automated parts-to-

picker configuration in which mixed pallets are created 

by palletizing robots picking from single-item full 

pallets. Such configuration includes two main systems. 

A mixed pallets’ fulfilment system manages the creation 

and internal transportation of customer order pallets. 

Concurrently, a full pallets’ replenishment system 

ensures that palletizing robots are fed with enough 

pallets to perform the picking activity. An area of length 

L and width W is dedicated to the system (Figure 1).  

Single-item full pallets that come from reserve storage 

enter this area through an input point. The empty pallets 

needed for mixed pallet construction are kept in a 

dedicated area within the system, while the palletizing 

activity is articulated in N picking modules. Every 

module contains 2nps palletizing stations (PSs). Each 

station (Figure 2) comprises an anthropomorphic robot 

that runs on a slide to reach all the pallets which are 

laying on both its sides. On one side of the slide 

(picking aisle) there are nfp locations for single-item full 

pallets, facing the slide with their short side. Behind 

each full pallet location, there is an additional location 

to store a full pallet waiting to be fed to the station 

(forward storage area). On the other side of the slide 

(output aisle) there are nmp locations for mixed pallets, 

facing the slide with their long side. Finally, mixed 

pallets leave the system through an output point. 

Transportation activities inside the system are 

performed by two distinct fleets of AMRs: fulfilment-

system AMRs and replenishment-system AMRs. Each 

fulfilment-system AMR is equipped with a lifting 

platform for the handling of mixed pallets and its travel 

path is bounded to output aisles and areas outside the 

picking modules. The areas outside the picking modules 

can also be travelled by replenishment-system AMRs. 

Beyond such areas, replenishment-system AMRs can 

move along picking aisles and are equipped with forks 

for the handling of full pallets. When idle, fulfilment-

system AMRs remain at the point of service completion, 

as they can stay under the pallet without taking up 

additional space. Instead, replenishment-system AMRs 

travel to predetermined dwell points.  

The allocation of tasks to the two fleets is managed by a 

Figure 1: Layout of the System 
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central control unit that has visibility over the state of 

the system resources (AMRs’ fleets, picking stations). 

This centralized task allocation is the most commonly 

used according to previous literature in which only few 

studies report the possibility of decentralizing task 

allocation to AMRs (Fragapane et al., 2021). Starting 

from the list of pallets required by customer orders, the 

central control unit progressively releases palletization 

requests and sets the sequence of stations that each 

mixed pallet under construction has to visit. In this way, 

the control unit also regulates the number of mixed 

pallets that are being simultaneously built within the 

system. When a request to build a mixed pallet enters 

the system, the control unit assigns a task to the first 

available fulfilment-system AMR. Such task entails the 

transfer of an empty pallet from the area of empty 

pallets storage to a free location at the first palletizing 

station to be visited by the pallet under construction. 

Upon the mixed pallet arrival at the station, the transfer 

task is terminated, and the AMR is free to receive a new 

one. At the palletizing station, when choosing the mixed 

pallet to work on, the robot follows a “first come, first 

served” logic based on the pallets’ order of arrival at the 

station. Once the pallet has been chosen, the robot picks 

from the full pallets the needed boxes and places them 

onto the mixed pallet. Afterwards, the first available 

fulfilment-system AMR is tasked with the transportation 

of the pallet. If the pallet does not need to visit 

additional stations, it is transported to the system output, 

otherwise it is transferred to a new station. 

Concurrently, replenishment-system AMRs carry out 

the replenishment of the full pallet locations at the 

palletizing stations. The quantity remaining at a full 

pallet location is checked every time a robot picks from 

that location, triggering a replenishment in case such 

remaining quantity is less than the replenishment 

threshold. If this is the case, the control unit tasks the 

first-available replenishment-system AMR with the 

retrieval of the required full pallet from the forward 

storage area. From there, the pallet is brought to the 

location that needs to be replenished, eventually waiting 

if the current pallet on the location to be replenished has 

not been fully consumed yet. Instead, the replenishment 

of the forward storage area is considered out of scope. 

Hence, it is assumed that such replenishment is carried 

out outside the system operating hours and that the 

system is refilled with enough full pallets to never 

experience stock out. 

SIMULATION MODEL DESCRIPTION 

As the goal of this work is to estimate the performance 

of the AMR-based APPS, an agent-based simulation 

model has been developed. The agent-based 

methodology was deemed appropriate as the behavior of 

the system under analysis stems from the complex 

interactions among the palletizing robots, the two 

AMRs’ fleets, and the central control unit. The adoption 

of the agent-based technique to model warehousing 

operations problems has been recently growing, 

including examples of application for the analysis of 

AGV-based and AMR-based systems (Ribino et al. 

2018; Winkelhaus et al. 2022). In agent-based models, a 

system is modelled as a collection of autonomous 

decision-making entities called agents (Bonabeau 2002). 

Each agent is associated with a set of attributes, either 

static or dynamic, and methods. The latter represent the 

agents’ behavioral rules which connect their state, 

namely variables that represent their current situation, 

with their potential actions. Among an agent’s methods, 

some define how and with whom the agent interacts, 

comprising also eventual interactions between the agent 

and the environment it populates (Macal and North 

2010).  

The agents of the developed model are both AMRs’ 

fleets, palletizing robots, and the central control unit. 

Instead, the remaining elements of the system, namely 

customer orders and mixed pallets, have been 

considered as passive entities that need agents’ actions 

to advance in the simulation model, thus they have been 

modelled as standard classes of objects. Finally, the 

system area has been modelled by means of a graph 

through which AMRs can reach any point of the system 

area without crossing palletizing stations and storage 

racks.  

The model has been developed in Python language 

using Mesa, an open-source framework for building 

agent-based simulation models (Masad and Kazil 2015).  

 

Simulation Model Structure 

The developed model is structured in three main blocks. 

The first block corresponds to a pre-processing phase in 

which customer orders are generated and divided into a 

list of mixed pallets to be built. Each mixed pallet in the 

list is associated with the sequence of palletizing 

stations needed for its construction and the quantity of 

boxes required at each station.  

The second block corresponds to the simulation of the 

system’s operations. In this block, the agents’ behavior 

and interactions determine the advancement of the 

system’s operations, causing periodic changes in the 

states of the agents themselves. To represent this 

dynamic side of the modelled system, UML statechart 

diagrams have been produced. Statechart diagrams 

schematize the behavior of an agent by showing its 

possible states and the events-triggered transitions to 

and from the different states, with the agent’s eventual 

responses and actions (Booch et al. 1999). As an 

example, Figure 3 reports the statechart diagram of 

 

Figure 2: Palletizing station layout 
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fulfilment-system AMR agents in the system. A 

fulfilment-system AMR agent stays idle until receiving 

a transfer task. Consequently, it starts moving and 

transitions to “Moving” state. AMRs move in the graph 

at constant speed from their origin node to their 

destination following the shortest path computed by 

means of the Dijkstra algorithm. Following previous 

literature (e.g., Bozer and Aldarondo 2018; Lienert et al. 

2018), acceleration and deceleration delays are 

considered negligible, and aisles are assumed to be wide 

enough to avoid congestion. The transfer tasks assigned 

to fulfilment-system AMRs correspond to the transfer of 

a mixed pallet to the next palletizing station or to the 

output point. Therefore, two separate paths are 

generated for the two portions of each task. The first 

path goes from the current position of the AMR to the 

node where the mixed pallet needs to be loaded. Such 

loading node coincides with a pallet location in one of 

the output aisles or, in case the palletization request has 

just entered the system, with the empty pallet storage 

area. The second path goes from this location to the 

unloading node. The latter corresponds to the station 

where the mixed pallet needs to be processed or, in case 

the mixed pallet is complete, to the system’s output 

point. Both in case of the first and the second path, upon 

the arrival at the last node before destination, the AMR 

checks the status of the loading/unloading node to 

ensure it is not occupied by another AMR. If the node is 

occupied, the AMR transitions to “Waiting” state and 

waits until the destination becomes available. Then, it 

resumes the “Moving” state. Else, if the node is empty, 

the AMR remains “Moving” and the loading/unloading 

node is declared occupied as the AMR is about to reach 

it. Once the AMR arrives at the loading node, it stops 

and loads the pallet. Then, its movement is resumed and  

the loading node is declared empty. Instead, upon the 

arrival at the unloading node, the AMR unloads the 

pallet and evaluates whether such destination is the 

system’s output point. If this is the case, the AMR 

assumes the “Moving_to_dwell_node” state and travels 

to a nearby area to make the output node available for 

other AMRs. Once arrived at the dwell node, the AMR 

returns to the initial “Idle” state. Otherwise, if the 

unloading node is a pallet location at a palletizing 

station, the AMR becomes “Idle” and remains at such 

location until receiving a new task.  

The third block of the model is a post-processing phase 

in which performance measures are computed. When 

the simulation time is reached, the model checks how 

many and which of the orders and related mixed pallets 

released into the system have been completed. At this 

point, the model also computes utilization and 

productivity measures. The utilization of AMRs and 

palletizing stations is computed as the percentage of the 

system operating time in which such resources are 

performing their tasks (i.e., not idle). Productivity is 

measured as the number of boxes palletized per 

operating hour at each station and in the whole system..  

 

Validation and Verification 

The design and development of the simulation model 

are not the sole activities to be performed in the process 

of modelling and simulation of a system. Indeed, model 

validation and verification activities are necessary to 

ensure simulation model accuracy (Balci 1997) and 

should be performed throughout the entire lifecycle of 

the modeling and simulation process (Yin and McKay 

2018). 

Figure 3: Statechart Diagram of the Fulfilment-System AMR agent 
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Validation and verification concern the conceptual 

model, computer model, and simulation results (Franzke 

et al., 2017). 

Conceptual model validation aims at evaluating the 

accuracy of the model in representing the real-world 

research problem (Sargent 2010). As in Winkelhaus et 

al. (2022), considering that AMR-based APPS are a 

novel technological solution and their application in 

real-world cases is still scarce, the conceptual model 

was built and validated based on both relevant research 

on AMR-based order fulfilment solutions and on 

practical observations. Indeed, before building the 

model, the authors visited two grocery distribution 

centers where the AMR-based APPS solution had 

recently been introduced for the creation of respectively 

fresh produce and beverage order pallets. Although the 

systems were still in a testing phase and not fully 

operational yet, it was possible to gain some qualitative 

and quantitative insights on the systems’ structure and 

operating conditions. Furthermore, the model structure 

and assumptions were discussed with the technological 

provider that has developed the AMR-based APPS 

solution under analysis. 

For the verification of the computer model, namely the 

assurance that “the computer programming and 

implementation of the conceptual model are correct” 

(Sargent 2010), software engineering offers various 

techniques. Among these, dynamic techniques are 

among the most widely used (Heath et al. 2013; 

Winkelhaus 2022). Accordingly, a debugging activity 

was performed on the developed simulation model. As 

finding the source of error is often challenging, 

additional code lines and printed statements were 

inserted at specific locations of the model to monitor its 

behavior. Moreover, the computer model was created 

using a bottom-up testing approach which entails the 

development of the code “from the sub-model up” 

(Whitner and Balci 1989). Once terminated, each 

portion of the model was extensively tested both by 

itself and after being integrated with the rest of the code. 

Finally, the simulation model output validation aims at 

determining whether the model is sufficiently accurate 

for its intended purpose (Sargent 2010). To obtain the 

simulation output, the computer model must be 

provided with input data. The latter include layout 

parameters, operational parameters, as well as demand- 

and item-related parameters. These data have been 

selected from different sources (the visited AMR-based 

APPS, simulation studies on AMR-based warehousing 

systems, and material handling providers) according to 

their availability and appropriateness. Specifically, 

layout parameters are based on one of the two visited 

distribution centers. The considered layout includes 12  

 

palletizing stations (2 picking modules composed of 2 

rows of 3 palletizing stations each) and two areas for 

full pallets’ storage. On one side of each station there is 

a picking aisle with 12 full pallet locations. On the other 

side, there is an output aisle with 8 mixed pallet 

locations. Picking aisles are replenished by a fleet of 3 

replenishment-system AMRs, while output aisles are 

served by 15 fulfilment-system AMRs.   

Operational parameters characterize palletizing robots 

and AMRs. Palletizing robots pick one box at a time 

and place it onto a mixed pallet. For the picking and 

placing of the box a fixed time of 7 seconds has been 

considered, while the time palletizing robots spend 

running on the slide is estimated considering a speed of 

1 m/s. For fulfilment-system and replenishment-system 

AMRs a speed of 1,3 m/s and 1 m/s has been 

respectively considered. The pallet loading/unloading 

time has been set equal to 25 s for both AMR fleets.  

Finally, parameters related to the characteristics of the 

customers’ demand and of the items handled in the 

system have been set as follows. Based on the data 

gathered during the distribution centers visits and on 

relevant scientific literature (Winkelhaus 2022), the 

number of lines per each order has been generated from 

a triangular distribution (12,15,18). Similarly, each line 

has been associated a quantity of boxes chosen from a 

triangular distribution (2,5,8). Given such 

characteristics, each order corresponds to one or more 

mixed pallets composed of up to 60 boxes.  Instead, the 

number of boxes per full pallet goes from 50 to 80 

depending on the item features. The system handles 120 

items with different demand profile: 24 best-selling 

items account for 50% of the overall quantity of boxes 

to be palletized. Because of this difference, alternative 

allocations of the items to the palletizing stations can be 

evaluated. For the validation, the same choice made by 

the supplier for one of the visited distribution centers 

has been replicated: 4 palletizing stations are dedicated 

to best-selling items to minimize the expected number 

of stations needed for mixed pallet creation. 

Furthermore, these items are assigned 2 full pallet 

locations instead of a single one to avoid an excessive 

workload on the 4 dedicated stations.   

Given the presented input parameters, simulation results 

(Table 1) have been obtained by performing 10 

replications of a finite simulation horizon of 8 hours. 

The number of replications has been selected to obtain a 

ratio between the half-width of the 95% confidence 

interval and the mean value of system productivity over 

the sample of runs lower than 0,5%. The simulation 

horizon has been set to study the system under working  

conditions (e.g., working hours, overall material 

consumption and resources’ utilization) that are close to 

Performance measures (avg) System Palletizing robots Fulfil.-system AMRs Replen.-system AMRs 

Productivity [boxes/h] 2413 201 - - 

Utilization  - 83,4 % 82,5 % 22,2 % 

Table 1: Simulation model output 
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the ones in which the visited distribution centers 

operate. 

The validation technique of directly comparing the 

model results with the results of a real-world system 

was not deemed feasible as both the performance and 

the complete set of parameters were not available yet 

for either one of the visited sites. Indeed, the systems 

were in an early implementation phase at the time of the 

visits, thus still undergoing fine-tuning and testing 

operations. Anyhow, the resulting performance 

measures (Table 1) are in line with the expected values 

discussed with the technology provider for the visited 

distribution centers. In particular, the relatively low 

utilization of replenishment-system AMRs was also 

expected by the technology provider because most 

replenishments are concentrated in a narrow time frame. 

Therefore, the small fleet size cannot be further reduced 

to avoid slowing down the palletizing operations due to 

delays in full pallets replenishments. Furthermore, to 

determine whether the model behaved as intended, its 

input-output behavior was evaluated. For this purpose, 

as in Franzke et al. (2017), several of the presented 

parameters were modified. For instance, by increasing 

the maximum number of boxes per mixed pallet, the 

number of stations visited by each pallet increases as 

expected and so does the time needed to create a mixed 

pallet. Even by changing the demand profile of the 

items the model behaves as expected. Indeed, as 

operations become increasingly more concentrated 

around few items, the average number of stations visited 

by a mixed pallet decreases, as the picking of best-

selling items is performed at few dedicated stations. 

 

CONCLUSIONS AND FUTURE WORK 

This work deals with AMR-based Automated Pick To 

Pallet Systems, a novel solution for mixed-case 

palletizing operations that has never been studied in 

scientific literature. Specifically, an agent-based 

simulation model for the estimation of such systems 

performance has been developed and validated. 

Although developed starting from real cases, the model 

can be adapted to different layout configurations by 

changing input parameters such as the number of 

picking modules in the system or the number of full and 

mixed pallet locations per station. With simple 

modifications to some of the agents’ methods, the 

model can also be adapted to consider different 

operating policies. Therefore, it can be employed both 

to support practitioners in the adoption and management 

of AMR-based APPSs and as a base for future research 

on such systems. A natural development of this work 

could leverage the presented simulation model to 

evaluate the robustness of AMR-based APPSs to 

varying parameters related to customers’ demand and to 

items’ characteristics. For instance, some preliminary 

experiments have been carried out, suggesting that the 

effect of changing demand profile on system 

performance is a worth-exploring aspect. Further 

experiments on the system could also study the effect of 

different operating policies on its performance, for 

instance by comparing alternative task dispatching rules 

to the AMRs or item allocation policies to palletizing 

stations. Moreover, future studies could perform an 

economic evaluation of AMR-based APPS in different 

fields, also in comparison with other systems in which 

palletizing stations are served by different transportation 

technologies. Finally, future works could extend the 

model to overcome some of its limitations, with a 

particular focus on considering the effects of congestion 

within the aisles and modelling the charging activity of 

AMRs.  
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ABSTRACT

This paper presents results of coupling actual milling
processes from the aircraft industry to a related simu-
lation by collecting process data. This allows both,
an immediate real time process monitoring on the one
hand and a long-term evaluation of the process reliabil-
ity on the other hand. The immediate process moni-
toring compares the time series of the spindle torque
with the precomputed simulation results and stops the
milling process when there is a significant deviation be-
tween both. The long-term evaluation of the spindle
torque is used to find anomalies in the milling processes
like a drift of cutting forces, frequent tool breakage in
the same NC-program over a lot of workpieces, or to
analyse the tool wear behaviour.
To build up such a system the data flow between the
NC-programming, the machines, and the simulation
system had to be analysed to build an information
model. This has been necessary for an optimal develop-
ment of the communication channels between all sub-
systems (CAM-system, milling machine, process moni-
toring system, and simulation) which were originally
not meant to work together. Therefore, a big challenge
has been to transform a theoretical information model
into a running short- and long-term process monitoring
system that not only works in a university environment
but in the actual aircraft industry as well.

INTRODUCTION

Milling

Milling is a machining process that uses a milling cut-
ter to remove material from a workpiece. The milling
cutter is a rotary cutting tool with multiple cutting
edges. The cutting edges come into contact with the
workpiece, cutting away material in small chips. The
cutter is typically mounted on a spindle, which rotates
at high speeds, and the workpiece is held in a fixture or
clamp to keep it steady (Fig. 1). The cutting edges are
designed to be geometrically well defined and sharp to
provide a cutting action that is as efficient as possible.
In the aircraft industry milling is commonly used to
produce complex structural integral parts of sizes rang-

ing from 100mm up to 10m. Particularly the large
parts require safe machining processes of high reliabil-
ity. A tool breakage may lead to scrap and to costs of
some 10000e. Also, the quality of the surface finish
and dimensional accuracy of the workpiece is of high
importance and depends on various factors such as:
• The type of milling cutter being used
• The dynamic vibration behaviour
• The spindle speed and feed rate of the cutter
• The material properties of the workpiece
• The rigidity of the machine and fixture
Since milling of geometrically complex parts is a very
sophisticated process it is necessary to monitor as many
process parameters as possible to assure the needed
high quality and efficiency. In addition to that, any ad-
ditional information about process parameters helps to
investigate the reason for occurring problems. The fol-
lowing parameters are of high interest when analysing
milling processes:
• Actual tool diameter. To reuse tools, they are re-
ground after their lifetime. This lowers the diameter
which is automatically compensated by the milling ma-
chine. Anyway, reground tools behave slightly different
than new tools.
• Wear state. Worn tools produce higher forces and
therefore higher surface error.
• Spindle torque. From the measured spindle torque
one can analyse if the process ran like intended. This
can be done by comparison between measured and

Fig. 1. In milling a moving and rotating tool with cutting edges
removes chips from the stock and therefore forms the final shape
of a work piece. [Image: Hoffmann GmbH Qualitätswerkzeuge]
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simulated torque progressions (Fig. 6).
• Actual tool identity number and position in the NC-
program to relate reality to simulation.
• Timestamp and job number in order to relate meas-
urements to the specific part.

The acquisition and analysis of some of the above-
mentioned data is subject to this paper.

Research Objectives

The goal of the research project ”AUTODAT - AU-
TOmated, holistic use of manufacturing DATa“ is to
increase the utilization of cutting machines while at
the same time making better use of tool resources and
ensuring a consistently high level of quality. To achieve
this, the data that is already collected in parts in pro-
duction today must be made usable, evaluated holisti-
cally and automatically, and correlated to one another
and to quality data as well. In addition, further high
frequent measurement data must be collected and eval-
uated in relation to the condition and reliability of the
process, tool and workpiece. The Jade University for
Applied Sciences supports the project partner Premium
AEROTEC GmbH (PAG) in the AUTODAT project
with expertise in the areas of information modelling,
condition monitoring and user experience design in or-
der to optimize the process chain and the flow of in-
formation in milling processes and to achieve economic
advantages for the project partner.
One main objective of the research work is to close the
information gap between the machine operators and
the NC-programmers. The operators currently report
problems such as tool breakage or bad processes by fill-
ing out a paper report with a low level of details of
what might have happened and at which position in
the NC-program. This report together with the related
machined part is then sent to the quality inspection. It
often takes some days time until all the information
reaches the NC-programmer who has to investigate the
reason of the problem. With the acquisition of high
frequent process data such as spindle torque together
with some meta data about time and date, the milling
tool, and the related part the NC-programmer can use
the milling simulation in order to find the problematic
position in the NC-program and compare the measured
data to the simulated ideal one. This strongly helps to
investigate the reasons for bad processes or low quality
of the part.
Recent achievements are:

• Tool wear model [18] made possible by the measure-
ment of the influence of tool wear on the spindle torque
and therefore on the cutting force.
• Process Condition Monitoring information from sen-
sors mounted on the workpiece.
• A Dashboard for the visualization of the derived in-
formation

Structure

After this introduction, the unique simulation capa-
bilities at PAG are presented in the following section,
along with examples for the recent results. The integra-

NC-Programming

NC-Program

- HTZ :String
- MaschineID : String
- ContolCommand : String

generates

NCC-Simulation
inter

pretes

Machine Control Millingprocess

interpretes

control

simu
lates

1

0-n

aggregates

1

0-n

identifies

Raw Geometry

aggregates

aggregates

Point

- coordinates : [Double]

- Rating : Double
- NC-sentenceNum : Integer

Fig. 2. Excerpt of the UML diagram as a result of the object-
oriented analysis

tion of additional information from process monitoring,
tool information and quality assurance into the exist-
ing information flow is followed by two implementation
variants on different technical readiness levels.

EXTENDED SIMULATION CONCEPT

The implemented simulation environment at Pre-
mium AEROTEC and the AUTODAT project develop-
ments show unique specialties in the CAD/CAM and
simulation toolchain and methods, which are described
in the following section.

Information model

This information model is the basis for analysis and
visualizations. Furthermore, a model should support
the documentation of the system and the reusability of
parts. The model also serves as a means of commu-
nication for interdisciplinary cooperation and makes it
possible to identify and map potential that has not been
noticed until then.
Fig. 2 shows a fraction of the simplified information

model, which focuses on central classes in the con-
text of this paper for communication purposes. The
model has been developed as a UML2 class diagram,
see UML Infrastructure definition [12]. It is a result
of an object-oriented analysis [1], [7], [13]. Different
instances of the model can be derived from the struc-
ture, e.g. JSON notation for machine communication
or relational database models.
Fig. 2 illustrates the raw geometry of the blank,

which is the relevant starting point for the program-
ming and is aggregated by the simulation. The NC-
program is interpreted by the controller of the milling
machine and the NCChip simulation (described in more
detail in the following section) likewise. The simulation
identifies critical points on the surface of the tool and
the workpiece and computes a maximal value for the
expected torque on the tool.
Existing concepts and relations are added to the

model and the model grows and becomes more detailed.
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Fig. 3. Extended Simulation information flow in project AUTO-
DAT
CAD/CAM: Computer Aided Design & Manufacturing
DNC: Direct Numerical Control
NCC: NC Chip as described in[15]
PP: Post processor
QA: Quality Assurance

The model has proven to facilitate a common under-
standing of concepts and relations in the team. In the
inverse direction, the identification of new relations is
a goal of the project, indicated for example between
NC-Programming and Point.

Information Flow

The development of complex information systems re-
quires a plan or, with different words, a model before
the start of the development - an abstraction of reality
with a focus on the essential object of observation. The
aim is to avoid errors, to achieve better quality during
implementation and fertilize a common understanding
of the structure to the information sets. The develop-
ment of an information model that meets the special
requirements in aircraft construction and the current
possibilities of information processing is the first step.
The extended information flow is illustrated in

Fig. 3. The flow starts with the implied conventional
CAD/CAM process, labelled by the round marker (1).
Right after the generation of the CAM Model, derived
from the CAD Model, the cutting process is verified
with a two-step (inner and middle loop) approach. The
inner simulation loop (2) is performed by conventional
geometrical verification of the NC programs. This pro-
cess is covered by commonly known CAD/CAM meth-
ods [5], [8], [10], [19] and software tools CATIA V5
(Dassault Systèmes) and VERICUT (CGTech Deutsch-
land).
The interesting middle loop (3) is the technological

simulation loop performed with the software NCChip,
which is an individual development of the author and
Premium AEROTEC GmbH. You can find details in
the next section. Since this loop is independent from
any information management system, possibilities and
challenges arise likewise.

• The technological simulation considers tool deforma-
tion, vibration and wear to an atomic level of detail.
The simulated result is often more precise than the ac-
tually milled result.
• The maturity level of the software development as
managed process reaches level 2 on the CMMI maturity
scale [3].
• The user group of the tool is limited to selected per-

sons, which are trained on the job and individual ex-
periences.
• The simulation is not integrated in the development
cycle for every NC programmer. It is a manual task,
which must be triggered by request and includes profile
and parameter variation, tool and material definition
and low-level result interpretation.
• Company critical know-how within one brain leads
to a single-source of failure situation.

The outer loop (4) indicates the information flow
within modern production, referring to automation
pyramid (SAP, MES, etc.) [19], production informa-
tion systems according to ISA-95, especially Part 2:
Object Model Attributes [6], CIM related methods and
tools [14], [9] and quality systems [2], [11].

The interesting middle simulation loop (3) will be
described in detail in the following section to show a
successful example for the aggregation of information
according to the concept. The implementation of the
concept leads to two different architectures with an aca-
demic and with an industrial focus.

Machining Simulation NCChip

In order to verify the geometric and technological
correctness of NC-programs the technological milling
simulation NCChip has been developed that is capable
of computing cutting forces, spindle torque, tool wear,
and deflections as well as vibrations of the cutting tool
along arbitrary NC-programs [15], [16], [17]. The main
idea of a milling simulation is the modelling of the con-
tact situation between the cutting tool and the work
piece i. e. the undeformed chip. From this undeformed
chip the local cutting forces along the cutting edge can
be derived and integrated along all cutting edges in
order to get the overall tool load. Furthermore, the
tool revolution is divided into small angular steps to

Fig. 4. The basic idea of the milling simulation is the modelling
of undeformed chip forms. By a set-theoretical approach the chip
D is the result of the intersection of the current tool model A with
the local model of the work piece C one step before, which itself
is the difference between the local sweep volume B of the earlier
tools and the stock.
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compute the progression of the cutting forces along the
chip formation. The undeformed chip Cn at the time
of the n-th chip can be modelled by a set-theoretical
approach:

Cn = Wn−1 ∩ Tn. (1)

Here, Tn is the model of the rotationally symmetric
envelop of the milling tool tip (Fig. 4A) at the position
of the n-th chip removal and Wn is the related work
piece after the n-th chip removal (Fig. 4C):

Wn = W0 \
n⋃

i=0

Tn. (2)

The model of the union in the equation can be seen in
(Fig. 4B). The result is a high detailed geometric model
of the undeformed chip (Fig. 4D) which is the basic
model for any further computation of milling forces.
Please refer to [15] for detailed information.

NC-Program Verification and Optimization

After programming, the NC-code is tested by the
simulation if it will exceed the technological restric-
tions, i. e. maximum allowed force, spindle torque or
power. Additionally the milling simulation is used to
optimize the feed rate in order to not waste machining
time by a too low tool load. Therefore, we developed a
specific optimization algorithm that optimizes the feed
rate in a way that the tool gets the optimal uncut chip
thickness at any position within the NC-program. Es-
pecially in the machining of titanium parts the average
saving of machining time is 20% without increasing the
tool wear. In the industrial environment it is not easy
to ensure that simulations are always well calibrated.
E. g. milling simulations need the calibration of the cut-
ting force model which relates the uncut chip thickness
to the cutting forces. This calibration must be made

Fig. 5. Milling simulation of an aluminium latch of the cargo
door of an Airbus A320. The shown tool path (green lines) of
the operation relates to Fig. 7.

Fig. 6. Time series from two milling operations of a titanium
door frame. Shown are the actual spindle torque (blue), the
high resolution simulation result (black), the ideal lower resolved
upper and lower limits that are given to the process monitoring
system (green), and the related limits for a machine stop (red).
The second image shows a similar time series but with an almost
worn tool.

for each combination of work piece material and geo-
metric form of the cutting edge of the tools. Since in
aerospace industry mostly Al7075 and TiAl6V4 alloys
are used and there are only a few different cutting edge
geometries the calibration is not too difficult.
Anyway, in order to check both simulations against re-
ality and vice versa, a simulation based process moni-
toring (PM) has been developed. Therefore, the spindle
torque time series of a milling process is computed by
the simulation and transferred to the milling machine
together with the related NC-program. While machin-
ing the actual spindle torque is continuously measured
and compared to the related simulated value (Fig. 6).
In case of an obvious difference between both signals
the machine stops and the machine operator may check
the final reason for that.
The most interesting outcome was, that tool wear can
be recognized by an increase of spindle torque. The
process monitoring stops heavily worn tools before they
break fatally which is a high increase in process safety.
Additionally, all machining problems that cause a rise
of the spindle torque e. g. breakage of a cutting insert
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Fig. 7. Top: Two torque measurements of the same milling
operation within an aluminium part. The green one refers to a
new tool and the red one to a worn tool. Bottom: The time
series shows the maximum torque of the above shown operation
along the production of 280 parts.

can be detected. This process monitoring works im-
mediately on the actual running milling process which
can be referred as short time process monitoring. When
storing all the process data together with the related
meta data (tool ID, actual diameter, remaining life-
time, etc) and some key values (maximum, duration,
etc.) from a measured torque time series a long term
observation is possible.

Long-Term Process data

In the machining of titanium the tool lifetime is with
30 minutes rather short. Therefore, it is easily possible
to conduct wear measurements in order to formulate an
empiric wear model. In the machining of aluminium the
tool life is at least 60 hours. Thus, the measurement
and analysis of long term data is of high interest. Us-
ing the process monitoring system the spindle torque
is measured and saved along each tool. An automatic
data analysis runs each night and saves all relevant data
of the torque time series (maximum torque, duration,
maximum deviation between measurement and simu-
lation, actual tool diameter, remaining lifetime, etc.)
into a database. This allows to analyse e. g. the max-
imum torque of the same milling operation over many
weeks. Fig. 7 shows the maximum torque of a roughing
operation of an aluminium part over a number of 280
parts. It can be seen that the torque continuously rises
due to the tool wear starting at the point where a new
tool was put into the machine (shortly after the begin-
ning of the data) until the end of the lifetime where the
tool is replaced again.

Upcoming Research

With the use of long-term data it will be possible
to analyse the tool wear especially for the machining
of aluminium parts. Today, tools for aluminium ma-
chining are replaced after a fix time of 60 hours. In
future, it will be possible to predict if a tool could be
used longer. When defining a standard process for each
different tool like shown in Fig. 7 from a part that is
produced frequently it is possible to define a torque
limit that defines the end of the lifetime. An auto-
matic message from the analysis software to the MES-
system (manufaction execution system) could invoke
the replacement of the worn tool. Furthermore, the
analysis software can search for anomalies in the long-
term data. E. g. discontinuities in the time series mark
particular events like a tool replacement (Fig. 7 after 6
parts from the beginning of the data). Other anoma-
lies could denote tool breakages or other problems. A
frequent occurrence of anomalies in the same milling
operation reveals an unsafe process and a technologist
can investigate and solve the problem with the help of
the related high resolution torque measurements.
In addition to that, predictive maintenance of the spin-
dle will be applied. Hereby, the idle torque will be
measured at the beginning of each milling operation. A
slow but continuous rise of the idle torque could show
the wear of the spindle bearings. Again, a limit of the
idle torque could mark the point in time where the
spindle should be replaced latest in order to prevent a
sudden spindle failure during a milling operation.

SYSTEM DEVELOPMENT AND
IMPLEMENTATION

Implementation at Premium AEROTEC

One challenge in data acquisition is to merge data
from various sources together. In the case shown here,
the process monitoring systems saves the spindle torque
starting from the point in time where it is turned on
until it is turned off again by related commands in the
NC-program. The supplier of the process monitoring
hard- and software provides the possibility to relate the
name of the NC-program, the number of the measure-
ment within the current NC-program, and the times-
tamp to the measured data. Additional data like tool
ID, tool diameter, remaining lifetime, etc. are stored in
a log file by the NC-program. Using the same times-
tamp as in the torque measurement the data can be
merged. This merging is done by a software that runs
at night and fetches the torque measurements and the
log files via FTP. The measurements are analysed and
for each process (i.e. from each start to each end of a
measurement) one data set is added to a database con-
taining all the data from many different machines. The
lower diagram in Fig.7 is the result from a database
query. For the analysis of anomalies a link to the file
of the measured time series of the torque signal is also
stored in the data set. So it is easily possible to take a
look to past processes in order to assure a high process
reliability.
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Fig. 8. Kafka Architecture for the stream processing of the milling process information

Implementation at Jade University for Applied Sciences

An extended version of the processing architecture
has been developed and implemented at the Jade Uni-
versity for Applied Sciences and is illustrated in Fig. 8.
It is based on big data approach considering scalability
and near-realtime (compared to nightly fetches) pro-
cessing of the information sources.

The known CAD/CAM process is illustrated on the
top, while different systems, mainly in docker contain-
ers hosted in a cluster perform the following specialized
functions. The explanations below follow the feedback
loop from right to left. The communication is ensured
via defined communication ports in green.

• The process information is gathered at the machine
with a dedicated edge computing machine which is
adding the tool information from the tool data man-
agement system (TDM) to the information package as
well. The information from the QA is mainly stored in
SAP and is aggregated from there manually.
• Different docker containers interact to transfer and
process the gathered information. While zookeeper,
control-center and schema registry are basic com-
ponents for the administration of Apache Kafka, en-
hanced by the functionality of Confluent [4]. Broker

handles the information queues and accepts messages
from the information sources within topics.
• Connect connects the optional containers for persis-
tent storage in a MongoDB and potential processing by
Python scripts in a Spark container.
• The rest-proxy exposes the processed information
via a webserver, which presents a dashboard to the in-
terested addressee: CAD/CAM active engineers, de-
signers and programmers.

This concept and prototypical implementation exist
within a cluster at the Jade University for Applied Sci-
ences. The obstacles for the industrial implementation
are the following:

• a lack of Kafka connectors provided by the machine
vendor. Since the setup is specific to the company,
there is no universal product these would have to be im-
plemented and maintained by the shopfloor IT, which

all the development challenges listed earlier.
• Security regulations divide shopfloor and office net-
work. The defined passthrough of JSON messages is
not (yet) permitted.

FUTURE TOPICS & DEVELOPMENTS

The information acquisition is a crucial factor for the
approaches and offers still room for improvements. The
following three issues will be addressed with priority
in the future. As a limitation of the approach, some
error types are not identified by the setup. For exam-
ple, chatter detection is not possible with the existing
torque measurement, since it requires high-frequency
vibration recording (1). The torque signal level dur-
ing the finishing milling process is lower than the noise
threshold, therefore the described approaches cannot
be applied in this production phase (2). Due to the
characteristic transfer behavior of the torque signal sur-
face errors of the milled part cannot be identified in
most cases (3).
In the future the integration of the academical and

the industrial approaches should lead to the combina-
tion of the stated advantages and avoid existing limita-
tions: Extended collection of raw data by aggregating
further information sources (existing milling machine
sensors and control information) and adding more sen-
sors (extended condition monitoring) to the production
facilities (1). Extended implementation of the informa-
tion model (from the experience of the project qual-
ity information is challenging to integrate) (3). Ex-
tended analysis of the data with recent Data Mining
approaches to detect anomalies in the information flow
(4). Advanced professional software development (de-
vops) to increase the maturity level of the software (5).

CONCLUSIONS

The machining simulation capabilities of Premium
AEROTEC are unique in the milling industry. The
presented insights as example reveal the potential of
the correlation of advanced simulation information and
process data. The company specific implementation of
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a combined CAD/CAM and simulation data manage-
ment solution illustrates the opportunities and chal-
lenges. Success Factors and key lessons learned are the
following:

• Information collection Collect as much raw but
structured data as possible. The information model
of this data is the key to a common understanding and
information structures of e. g. databases, which emerge
in the context.
• Security concept The early involvement of
shopfloor IT is crucial to overcome information secu-
rity obstacles.
• Information competence and literacy are a suc-
cess factor, which is related to individuals. These com-
petences are the key to out-perform the competition.
Top-level management must identify, understand and
keep these individuals within the company.
• The sharing of information is based on trust and
the basis to propagate competences to upcoming gen-
erations to ensure the future success of the company.
• The acquisition and analysis of long-term data
can reveal interesting and new process information that
has been hidden so far.
• A continuously running data recording turns
the serial production into a large laboratory that per-
manently produces experimental data that helps to im-
prove both the production and the simulation.
• The implementation of a comprehensive data
acquisition needs the tight collaboration of the tech-
nological, and IT departments of a company in order
to meet all of the related restrictions and requirements.

Please contact the authors for an exchange of experi-
ences and information.
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temen - teil 2: Objekte und attribute für die integration
von unternehmensführungs- und leitsystemen (iec 62264-
2:2013); englische fassung en 62264-2:2013, 2014-06-00.

[7] Martin Fowler. UML konzentriert: Eine kompakte
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ABSTRACT

The Norwegian fishing industry is facing increasing pressure

to find more sustainable energy solutions. In response to

this, a modeling and simulation based case study of a rep-

resentative Norwegian pelagic trawler/purse seiner is pre-

sented to evaluate the emission reduction potential of tran-

sitioning from traditional marine gas oil to alternative fuels.

The objective is to begin developing a framework for calcu-

lating relevant parameters and key performance indicators,

to support more detailed analysis of various fishing activ-

ities. A data based simulation model of the fishing vessel

is presented, and some potential benefits and drawbacks of

switching to some alternative fuels are demonstrated, from

an energy perspective. While practical challenges related to

this transition were not considered in detail, our results indi-

cate that emission reductions are achievable. We also found

that the simulation results aligned closely with real-world

measurements, supporting the validity of our models. The

study highlights the need for continued research and devel-

opment of sustainable solutions for the Norwegian fishing

industry.

INTRODUCTION

The Norwegian fishing sector is meeting increasing pressure

to become more sustainable in the upcoming years (Nor-

wegian Maritime Authority 2020). Some of the pressure is

from controllable measures, like the EU taxonomy (SALT

2023) and national regulations. Fisheries is a part of the

non-quota sector in Norway, which is required to reduce its

climate gas emissions by 50 % by 2030 from 2005 levels.

The Norwegian Environment Agency reported in “Klimakur

2030” in 2020 an estimated reduction potential of emissions

from Norwegian fisheries of around 0.18 Mt CO2-equivalents

(18 %) (The Norwegian Environment Agency 2020,Kystver-

ket 2023). The current Norwegian fishing fleet is largely fossil

fueled (Norges Fiskarlag 2020), which has increasingly being

penalized by carbon taxes (Kaushal and Yonezawa 2022).

These costs are currently being reimbursed for the fishing

industry, but this might not be permanent. Other factors

are more volatile, like consumer choices and fuel prices.

Norwegian wild-caught fish is by SINTEF considered among

the more carbon-efficient animal protein sources available

(Winther et al. n.d.), but there are still major emissions

from the sector. Norway exports wild-caught fish for around

35 MNOK annually (Norwegian Directorate of Fisheries

2022), and being able to advertise worldwide with sustain-

ably harvested food could give the sector and nation an even

bigger competitive edge moving forward. Consumers com-

paring different suppliers based on a set of sustainability in-

dexes may arguably become a reality, for example from the

carbon footprint of the end-product.

Work is already being done in various fields to make fish-

ing vessels more sustainable. Some areas of focus are emis-

sion reductions through energy efficiency measures, as well

as introducing alternative fuels with a lower carbon footprint

than the current fuels.

There has for example been reported reduction in the water

resistance of fishing vessels by optimazing the hull design (Yu

et al. 2021,Liu and Zhang 2022), and reduced fuel consump-

tion from reducing the vessel velocity (Chang and Chang

2013). Some other examples are regenerative equipment,

wavefoils, shore-power, optimization of the dimensioning and

utilization of technical equipment, as well as peak-shaving

using batteries (FHF 2021).

There are only a few fuel technologies which are regarded

mature enough for large-scale implementation in the mar-

itime sector. Fishing vessels typically have a high energy de-

mand per trip and require volumetrically dense fuels, which

can have either fossil or renewable origin (Parikyan 2022).

Heavy fuel oil (HFO) is the most used maritime fuel (Oil-

tanking 2015), but is currently largely fossil Marine Gas Oil

(MGO) (Norges Fiskarlag 2020).

The first fully electric fishing vessel was completed in 2015

(Maritimt Magasin 2016), but this solution is limited to

coastal fishing vessels which can charge/refuel often. The

first fishing vessel fueled by Liquified Natural Gas (LNG)

was finished in 2021 (Fiskeb̊at 2021), but this has not yet

become a standard in the fishing industry, although it is a

mature technology for other ship segments. Several compa-

nies are looking into introducing hydrogen and ammonia to

the maritime sector, but there are currently several unsolved

challenges.

Another possible alternative is Methanol (MeOH), which by

DNV is considered a mature fuel with potential in future

ships (DNV 2022), although it’s highly corrosive and has

ignition problems at low temperatures. Methanol is often

mixed with petroleum to get enhanced properties (Salameh

2014), but this reduces its sustainability if the methanol is

created from sustainable sources.
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Some studies have been conducted on the current emissions

from fishing vessels, for example a study SINTEF did of the

trawler Ramoen (Ramoen 2021). Other companies might

have run other thorough analyses of such systems, but there

seems to be no comprehensive collections of good models

publicly available to quickly evaluate different fuels for dif-

ferent fishing vessels, and their impact on the sustainabil-

ity of the end-product. More knowledge about the current

emissions as well as the future emission reduction potential

in the Norwegian fishing fleet is, thus, of growing interest

and importance. To better evaluate different fuel alterna-

tives against each other, but also to better convey to the

end-users the quality of their products.

Objectives

Emissions from the fuel consumption is a major component

to the emissions over the life-time of a fishing vessel, and

knowledge about feasible fuel alternatives and their limita-

tions needs to be further explored. The objective of this

article is to introduce generic data-based models to evaluate

and compare different fuels, which will constitute the basis

for further analysis of such systems.

Scope and limitations

The scope of the analysis presented in this article is an ex-

isting Norwegian fishing vessel equipped to perform both

pelagic trawler and purse seiner operations. It is worth not-

ing that the models are not yet compared to equivalent re-

sults from other vessels, and applying these models to anal-

yse other machinery or vessels should be done with caution.

The name and other specific details of the vessel is

anonymized for the sake of its owners, and the system de-

scription is therefore generalised to avoid revealing the spe-

cific vessel. The existing vessel is about 70 m long and 10

years old, and it is representative for a fair share of the Nor-

wegian fishing fleet.

The current vessel is equipped with one main engine (ME)

and two auxiliary engines (AE1, AE2), all run on fossil ma-

rine gas oil. The power production is covered by a shaft

generator (SG) connected to the main engine and two equal

generators (DG1, DG2) connected to the auxiliary engines.

A separate emergency diesel generator covers emergency

power, but this is rarely in use and its details is out of the

scope of this analysis. These systems are modeled using his-

toric data from two years, and the models do not take into

account details on variations over time, due to for example

different fuel composition or maintenance.

The analysis is limited to three currently available fuels, the

currently used Maritime Gas Oil (MGO), Heavy Fuel Oil

(HFO) and Methanol (MeOH). This is a short-term out-

look, and does not take into account all future possible fu-

els. Details about necessary differences in the machinery to

accommodate the different fuels are not included and this is

one of the reasons why very different fuels such as methanol

and hydrogen is not included.

The emissions calculations only include direct emissions from

burning the fuel – not a complete life-cycle analysis.

METHODOLOGY

Measurements from the vessel constitute the basis of the

analysis, which was provided by SINTEF Ocean. These are

pre-processed before being used to model the system, run

simulations, validate the simulation results, and calculate

the emissions per weight unit of fish.

A variety of parameters related to the ship operation is avail-

able through the onboard logging system. These measure-

ments are related to the navigation, hull motion, machinery

and the environment, and the measurements used in this

study are

• Vessel velocity
• Engine load and generator powers
• Fuel rate measurements

Automatic Identification System (AIS) data are available

through The Norwegian Coastal Administration (Kystver-

ket). This data contains, among other things, values for

speed over ground (SOG), longitude and latitude. The AIS

data has a time resolution of 20 seconds, and has no values

for velocities below 0.3 m/s. Additionally, the Norwegian

Directorate of Fisheries stores catch data from each fishing

trip. The catch data covers a wide variety of parameters for

when the vessel delivers the fish to shore.

The vessel data is pre-processed to exclude outliers, before

further analysis. The AIS velocity data is used to check for

and remove such outliers in the measurements, where all such

points are replaced by linearly interpolating between the ex-

isting data points. In particular some AIS data points are

physically infeasible, and would not give meaningful results

if included.

The vessel measurements are used to model relationships

between various parameters of the energy system in terms of

its fuel and power efficiencies. This is done for the purpose of

obtaining simplified models which can replace the real data

in further analysis. The simplified models are of interest in

particular in time periods where some parameters are not

logged or for calculating fuel consumption at different load

conditions.

Some of the models are then validated against real mea-

surements through time-simulation in MATLAB with step-

length of 10 s. The input data to both the modeling stage

and the simulation stage is 10 s mean values of the measure-

ments. The time resolution of the vessel data is 1 s, but there

are not available values for all parameters in every time step

of the two years covered. Considering also computational

memory challenges, using 10-s mean values is chosen.

The models are further used to evaluate different scenarios,

to calculate the difference in the fuel consumption using dif-

ferent fuels. The fuel consumption is further combined with

the catch data to find the environmental footprint given as

CO2 emissions per weight unit of caught fish.
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Fuel Assumptions

The current vessel is using MGO, and the analysis was run

for the three fuels MGO, HFO and MeOH. Volumetric den-

sity ρfuel, gravimetric energy density efuel and gravimetric

CO2 density kCO2

fuel for the different fuels is found in Tab. 1.

Table 1: Fuel parameters: gravimetric energy density, volumet-

ric mass density (25 ◦C, 1 atm) and CO2 density (Bunker Oil

2023,The Engineering Toolbox 2023,Hydrogen Tools 2023).

Symbol Unit HFO MGO MeOH

ρfuel kg/l 0.900 0.855 0.786

efuel MJ/kg 39.0 42.7 19.9

kCO2
fuel tCO2

/tfuel 3.2 3.17 1.375

It was assumed a constant density, gravimetric energy den-

sity and CO2 factor, regardless of the operating conditions.

It is further assumed that the fuels do not have any ignition

issues, and that pure methanol can be used.

Data Investigation and Modeling

The engines and generators are first modeled based on each

year separate, as well as on the whole data set of two years,

in order to look for deviations from one year to the next.

The models are generated as piece-wise linear (PWL) func-

tions, where the size of the range depends on the number of

data points in the current range, to get reasonable lines com-

pared to the density plots. The final curves are generated

from the average of the edges between each sub-function,

and compared to the density plots of the data.

The quality of the models are then validated by applying

each model on the other half of the data set, to compare

the performance against the measured values. Data for the

whole two-year period is then used to investigate the prop-

erties of the different vessel components related to energy

consumption and to further model the system components.

Modeling of the Generators

A model for the mechanical-to-electric power efficiency,

ηG(pGm), is made for DG1 and DG2, as stated by (1). This

is generated from calculated efficiencies using the auxiliary

engine loads, Pm, and the electric generator outputs, Pe,

for the engine/generator pairs. It is assumed that the shaft

generator had the same per unit properties as the other gen-

erators, i.e. power values given relative to the nominal value.

Superscript “G” denotes generator.

ηG(pGe ) =
PDGi
e

PDGi
m

=
PDGi
e

pAEi
m PAEi

N

(1)

In (1), pGe and ηG are the electrical power output and as-

sociated efficiency for a generator, respectively. pAEi
m is the

mechanical load acting on diesel generator i by its respec-

tive auxiliary engine, and pDGi
e is the electrical output of

the same generator. Lowercase p denotes a per-unit power

in Wpu and uppercase PN denotes the nominal power of the

equipment.

Modeling of the Engines

The fuel-to-shaft efficiency efficiencies of each engine are

modeled directly from the available fuel rate, V̇ , and load

measurements, pm, using (2). Here, V̇fuel, ρfuel, and efuel
are the combustion rate (l/s), density (kg/l), and energy ca-

pacity (J/kg) of the fuel, respectively.

ηE(pEm) =
PE
m

Pfuel
=

pEm PE
N

V̇fuel · ρfuel · efuel
(2)

Due to a lack of representative efficiency curves for engines

running on different fuels, the same fuel-to-shaft efficiency

curve as for the existing engines is assumed representative

for all cases.

Calculations and Model Validation

The quality of the models are investigated by calculating

the generator input power and engine fuel combustion rates

based on the models, and then comparing the results to the

real measurements.

Calculation of Combustion Rate of different Fuels

The engine models are used to calculate the consumption

of different fuels. Under the assumption of equal efficiency

performance of the engine, regardless of fuel type, the com-

bustion rate, V̇fuel, is found from rearranging (2) into (3)

using different fuel properties. Linear interpolation is used

between each point, and it is assumed that the operation of

the machinery is unchanged from the original usage.

V̇fuel =
pEm · PE

N

ηE(pEm) · efuel · ρfuel
(3)

Calculation of Carbon Emissions

The carbon emissions are assumed to be proportional to the

amount of combusted fuel, as stated by (4). Here Vfuel and

kCO2
are the volume (L) and CO2 coefficient (tCO2

/tfuel) of

each fuel.

mCO2
= ρfuel · Vfuel · kCO2

fuel (4)

Calculation of Emission Reduction

Calculating the total carbon footprint of the fish products

from a thorough LCA was not included in this analysis. In-

stead, the focus is on the reduction of fossil carbon emissions

per weight unit of fish. This was calculated as stated by (5),

where mfish is the total weight (kg) of the delivered fish.

∆m̄CO2 =
∆mCO2

mfish
(5)

RESULTS

The following section presents the results of the analysis.

First a presentation of the resulting models and their prop-

erties are given, followed by a validation of the quality of the

models. Subsequently, the fuel and emission results for the

evaluated fuels are presented to give an idea of the impact

of switching to different fuels.

Modeling

Fig. 1 shows a density plot of the generator efficiencies, cal-

culated from measured auxiliary engine load and generator

power output, together with a PWL model of the generator

measurements.
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Figure 1: Density plot and PWL models of generator efficiencies

for different per-unit power ouputs. The efficiency axis is cut off

for readability.

Based on the figure, the PWL model seems to follow the

trend in the real data. There are, however, many data

points both below and above the modeled lines. It could

be observed that all three models are fairly similar, but have

some deviations both in areas with many data points and in

areas with fewer.

An analysis of the two auxiliary engines showed that there

is a clear trend in the power-to-fuel-efficiency relationship,

as visualised by Fig. 2. Here, pAE
m is the mechanical power

output of the auxiliary engine given in pu. Again there are

some deviations between the three models, but mainly for

engine loads below 23 %.

Figure 2: Density plot for the fuel efficiencies for different aux-

iliary engine (AE1, AE2) mechanical loads, visualized together

with PWL approximations for the first part, second part and full

data set. The efficiency axis is cut off for readability.

The density plot of the same data set is given together with

PWL approximations for each engine both separately and

for the two engines together in Fig. 2. The trend lines are

for the most part overlapping, except for at very high loads,

where there is a slight deviation. The density appears as a

dark line which follows the trend lines for the most part and

has darker areas around 0 %, 20–30 % and 40–55 % power

load.

The corresponding models for the main engine is visualized

in Fig. 3. As opposed to the auxiliary engines, the PWL

approximation for the main engine does not follow the data

as well for all loads. There are several darker lines in the

data set, instead of only one. Furthermore, the deviations

between the three models are larger than for the generator

and the other engines.

Figure 3: Density plot for the fuel efficiencies for different me-

chanical engine loads of ME, visualized together a PWL approx-

imation. The efficiency axis is cut off for readability.

Model Validation

The total deviation in the generator input power is presented

in Tab. 2 for the diesel generators and three engines, for three

combinations of data sets (D) and their respective models

(M). The numbers refer to the whole data set (0), the first

year (1) and the second year (2).

Table 2: Annual deviation in generator load and engine fuel

consumption, resulting from using the models instead of the mea-

sured data for the generators and engines.

Model/Data Component Deviation

M0/D0 DG1 −2.51 %

DG2 +0.79 %

AE1 −0.05 %

AE2 0 %

ME −1.61 %

M1/D2 DG1 −2.63 %

DG2 +0.38 %

AE1 −0.26 %

AE2 +0.05 %

ME +1.89 %

M2/D1 DG1 −2.65 %

DG2 +1.67 %

AE1 +0.29 %

AE2 −0.1 %

ME −5.34 %

Tab. 2 shows that there were larger deviations in the gen-

erator input power when M2 was used. It should be noted

that DG2 was used less in year 2 than in year 1, which gave

the model a smaller data basis. The auxiliary engine fuel

consumption was not much different between M1 and M2,

but the main engine had considerably larger deviations of

−5.34 % when M2 was used. Overall model M1 gave the

best results of the two.
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Tab. 3 shows calculated parameters for the fuel consumption

and associated CO2 emissions, for different fuels compared

to the current fuel MGO.

Table 3: Output parameters for different fuels: Change of fuel

volume (∆Vfuel) and mass (∆mfuel), and change of CO2 emis-

sions per mass unit of fish (∆m̄CO2 ).

∆Vfuel ∆mfuel ∆m̄CO2

Fuel [m3
fuel] [tfuel] [tCO2/tfisk]

MGO 0 0 0

HFO −80.0 +0.13 +0.017

(−5.0 %) (+0.09 %) (+10.5 %)

MeOH +2 093.8 +1.55 −0.01

(+131.7 %) (+1.15 %) (−6.6 %)

Tab. 3 shows that the necessary mass of the fuel is not in-

creased more than a maximum of 1.15 %, in the case of

MeOH. The volume, however, had an increase of 131.7 %

when switching to MeOH. The emissions were simultane-

ously reduced by 6, 6 %.

The HFO gave a low reduction in the fuel volume of 5 %,

a negligible increase in the fuel mass and an increase in the

carbon emissions of over 10 %.

DISCUSSION

There were some clear deviations between the calculated and

measured values presented above, as well as larger changes in

the fuel and emission parameters in the different fuels being

applied. The results are further discussed in this section.

The mean deviations between the results using the real val-

ues and the models lie in the range from −5.34 % to +1.89 %.

The total deviation in the results from year to year could,

thus, vary quite a lot. It could be argued that a deviation

of 5.34 % is a bit large to be able to use it to conclude on

emissions reductions, however, it is only for the ME. The

rest of the engines and generators have deviations which are

around half of this at the most. These deviations may have

been reduced if some of the underlying mechanisms were

investigated further to develop the models further. Maybe

one single model for each component is not enough for all

situations.

There are many outliers in the measurements which are not

reflected in the simple models. In particular on the auxiliary

engine efficiencies, where there is a cloud of data points with

a clear upwards trend in Fig. 2. What causes these were

outside of the scope of this study, but could be investigated

in further detail.

Some deviations between the models which were made from

different parts of the full data set could have been caused by

the limited number of available data points, which was few

and spread-out for some load ranges, which gives the model

low precision in these areas. In this analysis this might not

affect the results drastically, since the loads with few data

points also make up a smaller part of the time. However, if

the model is combined with other data where the machinery

is operated a larger share of the time around these loads,

this could give even larger deviations in the annual results.

Visibly large deviations were observed in many of the gen-

erator efficiencies compared to the values calculated directly

from measurements. One likely contributor to this could

be dynamics in the machinery delaying the mechanical and

electric response and, thus, cause transient deviations from

the steady-state output. Additionally, imprecise or lagged

measurements of both the mechanical and electric generator

power values could cause some deviation, which potentially

could skew the data in time and, thus, make the models less

precise. It could however be argued that such phenomenon

are limited since the 10 s mean data are used which smooths

out the fast variations, compared to the 1 s data.

All the data were used to make the models, not only steady-

state values. It could have been interesting to see the effects

of only using parts of the data set which to some degree does

not include transients. However, this would exclude a large

amount of data points which in turn would both skew the

results away from the total picture, and furthermore result

in even less data points in potentially critical areas of the

models for which the vessel operates in longer time periods.

Similarly as for the generators, the engine efficiencies de-

viated some from the models. This was in particular the

case for the main engine. A large part of this could maybe

be attributed to the fuel measurements which can be quite

imprecise, in particular for small volume rates. There were

some clear differences between the models of the main engine

in the different periods, but some changes in the machinery

properties may have occurred over time.

Some of the variations could be due to differences caused by

wear and tear over time, reparations or replacements of the

equipment or different fuels used. Changes in the composi-

tion of the fuel which is being used could explain some of

it. Information on such changes over time were not available

for this study. It should be mentioned that the presented

results are average values per year, and that the period-wise

variations from one trip to the next could be larger than

assumed here. This analyses was not detailed enough to

identify these, but it could be worth analysing further.

Another relevant aspect to look into, is the time resolution of

the modeling data and the simulation. The effects of using

10 s mean values instead of the original 1 s data could be

investigated further.

There was demonstrated in Tab. 3 an approximate 130 % in-

crease in the necessary fuel volume when switching to MeOH.

This could potentially lead to challenges on the longest fish-

ing trips during the year, which lasts for days without refu-

elling. How large the current fuel tanks are compared to the

current fuel consumption is not considered in this study, and

should be included in further analysis to be able to conclude

which impact this increase has on the feasibility of using

MeOH as fuel for such a vessel. It could be conceivable that

this would lead to issues for some vessels which do not have

the option to refuel often and, instead, will have competing

needs for space on the vessel with the caught fish. This would
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as presented above become better if it had been switched to

HFO, but this is a more polluting fuel with higher life-time

emissions than methanol. And the long-term goal is to move

away from fossil fuels to more sustainable alternatives.

It was further demonstrated that the necessary fuel mass

wouldn’t change drastically to deliver the same energy over

the two years. The draft and time of the vessel should,

thus, not be largely affected by the change of mass, unless

there needs to be large changes to the engines themselves.

However, if the fuel tanks need to have different sizes, a

potential relocation of the fuel tanks could change the draft

or trim of the vessel.

It was demonstrated that the emissions could be reduced

somewhat by switching to methanol. It could be argued,

however, that this is a conservative estimate which might be

drastically improved if a more comprehensive LCA analysis

was included which considered the origin of the fuel. By

calculating such detailed emissions per weight unit of fish,

this could lead to specific KPIs that the sector could use in

marketing. This would be interesting to look further into, in

particular when introducing other alternative fuels.

Further Work

The study presented was made to constitute the foundation

for further analysis, with higher detail, precision and more

alternative fuels. Both in terms of more knowledge on the

existing system, as well as more reliable information about

the relevant fuel options.

One single model represented whole years of data, which

arguably doesn’t make it possible to focus on the details of

changes over shorter time periods and the impact of other

parameters on the machienery efficiencies. One natural next

step would be to make models for similar periods, like for

all pelagic trawler trips or all purse seiner trips separately.

Another approach is to divide the data set by more detailed

operations, like different transits, setting the seine, towing

the trawl and similar.

No dynamics are included in the model at this point, which is

a weakness with the method. The analysis could further be

expanded to either focus on stationary periods or by includ-

ing dynamics in the simulation of the components. Such

high-fidelity models would complicate the analysis and it

could be of interest to investigate to which degree a high-

fidelity model actually contributes largely to increased pre-

cision in the results or if the simplified analysis are precise

enough.

The engine efficiency was assumed equal regardless of fuel

type. A natural next step is to find representative models

for each type of fuel and run the analysis again. This would,

arguably, be crucial if other power technologies using ammo-

nia engines or fuel cells were to be included in the analysis.

The only key performance index (KPI) included currently is

the CO2 emission reduction per weight unit of fish. It could

be of interest to expand with other KPIs in future analysis,
like other pollutants (NOx, SOx, particular matter) and cost

KPIs.

In addition to calculating a larger range of results, it could

be interesting to calculate the KPIs for each fish species and

quality, specifically, in order to get more detailed information

relevant for the fishing industry. This is nothing new, but

establishing an open standard of how to calculate this would

be interesting. This has been done before but the input data

an analysis method is, again, not publicly available.

Another natural next step is to further dig into the practical

challenges related to the machinery, namely tank volume,

weight and draft issues and similar. One example of this

is how the draft and trim of the vessel impacts the energy

demand for navigation.

When a more detailed analysis is established, it would be

interesting to include data from several vessels and compare

the variations in the results. This, to further evaluate which

parameters has the biggest impact on the results, and further

highlight the possible variation in this sector.

CONCLUSIONS

The analysis demonstrated that the simplified models gave

quite similar results as the measured values, but with some

deviations. There were some differences is both fuel volume

and emissions by switching to the alternative fuels which

were investigated. It could also be partly explained by the

measurements being imprecise, in particular the fuel mea-

surements. This could potentially get better with more de-

tailed models, or by generating models from a larger set of

measurements. However, the average performance over the

whole period of two years was quite good compared to the

measurements.

Although the method of calculating the fuel and emissions

results worked to satisfaction as a first assessment, it is clear

that further work is needed. In particular, the models need

to be further developed, more fuels need to be investigated,

and more information about the realistic efficiencies for dif-

ferent loads needs to be found and applied. It also needs to

be investigated how the models would change over time and

under different conditions.

List of Symbols

η [%] Efficiency

ρfuel [kg/l] Volumetric mass density

efuel [MJ/kg] Gravimetric energy density

kCO2

fuel [tCO2/tfuel] Gravimetric CO2 density

m [kg] Mass

P [W] Power

p [−] Power per unit

Vfuel [m3] Fuel volume

V̇fuel [m3/s] Volumetric fuel combustion rate
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Nomenclature

AE1,AE2 Auxiliary Engines

DG1,DG2 Diesel generators

HFO Heavy Fuel Oil

MeOH Methanol

MGO Marine Gas Oil

PWL Piece-wise linear

SG Shaft generator
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ABSTRACT

A system coordinator for the intelligent forwarding
of transport orders enables the combination of several
fleets of intralogistic transport vehicles such as robots
in one material flow system without them having to
exchange information with each other. Evaluating the
operation of this coordinator requires a simulation en-
vironment that represents all adjacent systems, creat-
ing a Software-in-the-Loop (SiL) environment. This in-
cludes upstream systems, e.g. enterprise resource plan-
ning or manufacturing execution systems, several fleet
controllers as well as a material flow system with all
vehicles including their interactions and possible fail-
ures. In this article, the conceptual design of such
an SiL system is presented. Additionally, a proof-of-
concept shows the fundamental functionality by com-
paring the perfomance of two different configurations of
the system coordinator. While the results are plausible
relative to each other, an improvement of the system
configuration is needed for the absolute validity of the
values.

Python is used for the system coordinator and the
analysis, openTCS for the fleet controllers and Tecno-
matix Plant Simulation for the material flow simula-
tion. The communication in between uses HTTP and
raw TCP packets, respectively.

I. INTRODUCTION

Intralogistics is currently experiencing a trend to-
ward comprehensive automation. This is reflected in a
growth of 45% in the number of transport robots used
from 2021 to 2022 [4]. Companies, especially small and
medium-sized enterprises (SMEs), are facing high pres-
sure to produce efficiently, which is due, among other

things, to intense competition and the increased num-
ber of variants in small quantities. In order to be able
to produce efficiently and flexibly at the same time,
automation is increasingly being used, including in in-
tralogistics. In this context, mobile robots (MR) such
as automated guided vehicles (AGVs) or autonomous
mobile robots (AMRs) are again the most flexible so-
lution, as they require little infrastructure and can be
quickly adapted to changing environments. Another
driver for the introduction of robotics in intralogistics
is the shortage of skilled workers. Since many transport
requirements are traditionally carried out by manually
operated industrial trucks, the shortage of personnel
can be countered relatively easily by replacing the ve-
hicles with those with automatic or autonomous driving
functions.

Transport robotics is therefore an important part
of the development of companies that want to remain
competitive. In SMEs, however, the introduction of
MRs is hampered by limited innovation capability, long
investment cycles, high competitive pressure, and the
complexity of existing production environments. As a
result, many companies can only introduce MRs suc-
cessively for individual, delimited transport needs.

The steadily increasing variants of MRs favor this,
but also lead to an increasing number of different MR
types being used in parallel in a material flow system.
The extension of existing MR systems by further vehi-
cles with new transport capabilities is difficult today,
because the interfaces are not standardized. New sys-
tems are already partly supporting interface standard-
izations such as those defined by the guideline VDA
5050 [8] . However, these do not cover all the necessary
communication content and are not prepared for the
integration of existing systems.

Consequently, an optimization problem arises be-
tween the goals of low cost, low innovation effort, wide
choice of suppliers, and high transport efficiency, as vi-
sualized in Figure 1.

This optimization problem can be solved by means of
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Figure 1: Contrary optimization criteria SMEs face
when implementing a heterogeneous robot-based trans-
port system.

a novel coordinator: It is placed between ordering sys-
tems and master controllers of inventory as well as new
systems and takes over an abstraction of the transport
systems by forwarding transport orders and optionally
performing traffic control. The coordinator as an inter-
mediate link in the chain of systems involved in trans-
port order execution is shown in Figure 2.

Figure 2: Structure of systems that participate in trans-
port order management and execution in a material
flow system with several fleets of transport vehicles fol-
lowing the coordinative approach.

For effective and at the same time economical oper-
ation of the overall system with a system coordinator,
good dimensioning of the interfaces between coordina-
tor and fleet controllers is essential. Consequently, the
algorithm for the selection of the best-suited fleet must
be selected wisely to be suitable for the available infor-
mation.

The concept of the coordinator including its algo-
rithms and interfaces to other systems were developed
in the research project EPoSysKo – Development and
Potential Analysis of a System Coordinator for the
Cross-Type Use of Industrial Trucks [3]. In addition
to MRs, also manually operated industrial trucks like
forklifts or tugger trains were taken into consideration.
On the abstraction level of our research, they behave
almost identical to MRs, therefore we will keep using
the term “MR” in the following.

The performance of the coordinator in material flow
systems with several fleets of MRs can only be deter-

mined experimentally due to its complexity. In the re-
search project, this was achieved by simulation. Com-
pared to the implementation in a real system, the in-
tegration effort is smaller here. At the same time, the
repeatability of experiments under standardized con-
ditions is better. The system coordinator simulation
consists of several components that represent the sys-
tems involved. Therefore, the architecture around the
system coordinator can be regarded as a Software-in-
the-Loop test bench.
In this article, these subsystems and the communica-

tion among them are presented, as well as the organiza-
tion and evaluation of simulation experiments. At first,
we give an overview of the state-of-the-art regarding
simulation of MRs and hierarchical control structures.
Subsequently, we explain the conceptual design of the
simulation environment. After that, we present the re-
sults of a proof-of-concept simulation experiment, that
were achieved using a prototype implementation of the
simulation environment. Finally, we summarize the re-
sults and point out open questions for future research.

II. STATE-OF-THE-ART

At first, we present prior work in the field of robotic
fleet simulation. Afterwards, we take a short look at
the theory of hierarchical control structures and some
algorithms that can be used in robotic fleet manage-
ment.

A. Simulation of Fleets of Mobile Robots

For the evaluation of the performance of intralogis-
tic transport systems, simulation is a widely used tool.
These transport systems usually contain several pro-
duction stations with specific behaviors as well as a high
number of vehicles that fulfill the material demands of
the stations.
The vehicles can be modeled in a way that the basic

physics of the whole process are respected. Berndt et al.
used this approach to test a newly developed fleet con-
troller for MRs in intralogistics in a simulation [2]. In
their fleet controller software, they implemented special
mechanisms for task scheduling, deadlock detection and
collision avoidance. The driving commands are sent to
robots via hierarchical control loops consisting of one
“Mission Control Center” and several “Robot Control
Centers”. The authors evaluate these mechanisms in a
physical simulation using the software Gazebo in com-
bination with the Robot Operating System.
Simulating the physical properties of several robots,

each with several complex sensors, in real-time leads
to a very high computational effort. To reduce this
complexity, intralogistic systems are usually simulated
in discrete-event simulations. This type of simulation
relies on a more abstract way of modeling processes.
A very widespread software tool in the industry for
this kind of simulation is called Tecnomatix Plant Sim-
ulation from Siemens. In comparison to Tecnomatix
Plant Simulation, the open-source fleet controller soft-
ware openTCS is very simple, but can also be used for
the simulation of transport vehicle fleets. In the fol-
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lowing, we show how these two tools have been used
previously for research in the field of MRs.

Tecnomatix Plant Simulation. Viharos et al. [10]
present a discrete-event simulation model applied to
the control of AGVs in an automated assembly system.
For this purpose, an exemplary model is first created in
Tecnomatix Plant Simulation. The goal is to automate
the transport of products within the assembly system
to the next station. These products are transported to
the respective industrial robots with the help of AGVs.
The number of AGVs that can travel through this sys-
tem is not fixed and can therefore be freely specified.
The unprocessed product is loaded onto an AGV at one
of two sources and, after passing through the process-
ing steps, is transported via the robots to one of two
sinks.

Lienert [5] presents a methodology for simulation-
based throughput analysis of AGV-based picking sys-
tems. The aim of the methodology is to model different
system types of AGV-based picking systems so that a
uniform mapping in a simulation environment is pos-
sible. Furthermore, a time window-based routeplan-
ning approach is integrated into the methodology. As
a simulation environment, Lienert uses the Tecnomatix
Plant Simulation software to perform the systematic
throughput analysis.

openTCS. Wißing et al. [11] combine openTCS with
a self-developed control framework for omnidirectional
FTF. Here, the interface for so-called vehicle drivers
is used, which allows to implement individual vehi-
cle functions. In this case, the vehicle driver contains
the functions required for the exchange of information
with other network partners, such as TCP communi-
cation. For the smooth processing of transport orders,
a so-called Map Manager is located downstream of the
openTCS control system, which is informed about ob-
stacles and forwards driving orders in a targeted man-
ner.

Another possible application of openTCS is pre-
sented by Ai et al [1]. Here, openTCS is combined with
the MQTT (message queue telemetry transport) com-
munication protocol. In this case, the MQTT protocol
serves as a means of communication between a station
and the transporter. openTCS is used as an instance
for the further processing of transport orders. The cre-
ation of transport orders is handled by other services
such as enterprise resource planning (ERP) systems,
manufacturing execution systems (MES) or other sys-
tems. The Operations Desk of openTCS serves as a
visual overview of the map.

III. CONCEPTUAL DESIGN

As the previous section shows, the authors could not
find any references of existing concepts for the simu-
lated testing of a coordinative control system for intral-
ogistic transport systems. In this section, we present a
concept that should fill this gap. The whole simulation
concept can be broken down into several components
and their interactions. We will present a brief sum-
mary of the idea behind the system coordinator itself to

make the purpose of the simulation environment more
understandable. Furthermore, we give an overview of
the other involved components as well as their link-
ages. Afterwards, we take a deeper look at the com-
ponents fleet controller, material flow simulation and
ERP system. Finally, we explain our methodology for
evaluating the coordinator’s performance by measuring
specific parameters.

A. System Coordinator

The goal of the system coordinator is to simplify the
combination of several fleets of industrial trucks in a
common material flow system. This is achieved by
letting the coordinator decide which of the incoming
transport orders is forwarded to which one of the fleets
of transport vehicles. The coordinator uses the usually
incomplete information he gets from the controllers of
these fleets for his decision. The more information it
gets from the fleets, the better his forwarding decision
should get in terms of transport efficiency and avoid-
ance of blocking. It is worth emphasizing that the co-
ordinator does not choose a single vehicle which should
fulfill a transport order, but only a fleet.
Hence, the coordinator performs some of the tasks

that, according to the Association of German Engi-
neers, are part of a master control system [9]: A dis-
position is carried out partially, up to the fleet level.
Scheduling, i.e. the timing and sequence change of or-
ders, can also be carried out as an option.
The fleet controllers, on the other hand, do not know

about the other fleets that are participating in the ma-
terial flow. They do the scheduling and dispatching of
incoming transport orders just as if they were the only
system of transport vehicles.
Figure 3 illustrates the sequence of subtasks the coor-

dinator and the fleet controllers fulfill in the coordina-
tive control system for transport tasks. Details about
the coordinator concept and the development of its in-
terfaces and algorithms can be found in [3].

Figure 3: Sequence of tasks in the coordination process
of a transport order.
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B. Architecture of the System

For effective and economical operation of the overall
system with a system coordinator, good dimensioning
of the interfaces between the coordinator and fleet con-
trollers is essential. Consequently, the algorithm for
transport order forwarding must be suitable for the
type and amount of available information. For ana-
lyzing these design parameters, the system coordinator
needs to be put in a test bench that allows for repro-
ducible experimental conditions.

We achieve this with a Software-in-the-Loop system.
It consists of the components depicted in Figure 4. An
ERP system mockup sends transport orders to the
system coordinator. This is achieved by method calls
inside a Python program. The coordinator sends each
transport order to one of several instances of the fleet
control software openTCS via HTTP requests. The
openTCS instances send driving orders to the simu-
lated vehicles in Tecnomatix Plant Simulation via raw
TCP packets. The confirmation of successfully finished
orders goes back in the same manner.

C. Fleet Controllers

The software around the system coordinator should
work as realistically as possible. Consequently, it is
beneficial to use software from the real context for
the simulation environment. For the fleet control soft-
ware, there exists an open source software project called
openTCS (open transport control system). It consists
of four parts:
• a kernel that computes the decisions regarding
scheduling, order-to-vehicle-assignment as well as
routes, receives transport orders and sends drive orders
to the vehicles,
• an organizational graphical user interface called
“KernelControlCenter” for connecting vehicles to the
kernel,
• a “ModelEditor” for modeling the network of trans-
port paths and load handling stations that can also
import XML-based network descriptions,
• the “OperationsDesk” for observing the operation
of the fleet and optionally feeding in transport orders
manually.
The kernel also has a web application programming in-
terface for receiving transport orders or returning sta-
tus information via HTTP requests. [7]

For our Simulation environment, we use several in-
stances of the whole software structure, running on dif-
ferent physical computers which are connected by a lo-
cal area network (LAN). This is because of possible
interferences of several systems running on the same
computer. Also, preliminary experiments showed that
moving the openTCS instances to Virtual Machines on
one physical computer lead to a reduced performance
in receiving transport orders.

For the communication between openTCS and the
vehicles in Tecnomatix Plant Simulation, we developed
a lightweight, text-based protocol. openTCS offers
the possibility to develop so-called adapters for special
communication methods with vehicles. We used this

interface for writing a respective Java-based adapter.
Details about the communication contents can be found
in the following section.

D. Material Flow Simulation

For simulating the behavior of the transport system
with its vehicles, loading/unloading stations, paths and
intersections, we use the software Tecnomatix Plant
Simulation. This tool is widely used in the industry for
simulating production facilities and intralogistic trans-
port systems.
In another research project at the Chair of Materi-

als Handling, Material Flow, Logistics at the Technical
University of Munich, an automatic layout generator
was developed for Tecnomatix Plant Simulation [6]. By
reading in an XML file with the respective information,
paths, intersections, load handling stations and differ-
ent vehicles can be generated. We use this for gener-
ating our system from the same XML file we use for
import in the openTCS ModelEditor.
For the model of the transport network, the following

assumptions have been made:

• Vehicle types are differentiated by the maximum for-
ward and backward velocities, maximum accelerations
and minimum curve radius.
• The footprint, i.e. length and width, is the same for
every vehicle type.
• Load handling stations, i.e. sources and drains of
load carriers, are created via light barriers attached to
edges of the transport network. Therefore, if an edge
is bidirectional, the load handling stations at this edge
can be reached in both driving directions.
• The load handling process itself is modeled by a wait-
ing time of constant duration.

In Figure 5 on the right side, the described elements
can be seen in a screenshot of Tecnomatix Plant Sim-
ulation. The representation of the same elements in
openTCS can be seen in the left half. Here, one of the
intersections has been zoomed in to see its four sub-
points as well as the in- and outgoing path lines.
To tell the vehicles which route to follow, we use net-

work communication with raw TCP packets. They are
exchanged between the Vehicle Driver in openTCS and
a “Socket” object in Tecnomatix Plant Simulation. The
Socket is configured to be a server socket for TCP pack-
ets which means that it can handle several client con-
nections at the same time. The clients are made up by
the several instances of the Vehicle Driver in openTCS,
as each vehicle gets its own instance for communication
there.
The TCP packets contain a string in a special struc-

ture: Several sections are separated by semicolons. The
first section contains the vehicle’s name, the second sec-
tion contains the message type and the optional third
section contains the payload, e.g. a route as an array
of node names or a position update. See Table I for
the message types from fleet controller to Tecnomatix
Plant Simulation and Table II for the message types
returned to the fleet controller.
Discrete-event simulation tools like Tecnomatix
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Figure 4: Architecture of the Software-in-the-Loop system around the system coordinator.

Figure 5: Examplary elements of the transport network, modeled in the fleet controller openTCS (left) and the
discrete-event simulation software Tecnomatix Plant Simulation (right).

Table I: Messsage types for the communication from
the fleet controller openTCS to the simulated vehicles
in Tecnomatix Plant Simulation.

Message type Parameter
connect vehicle name

disconnect –

route
vehicle name + route as
array of node names

Plant Simulation offer the feature of jumping over time
intervals where no events occur. This is usually ben-
eficial for speeding up simulations and efficient usage
of computing power. In our case, however, the result-
ing fluctuations in the scale of simulation time would
be a disadvantage: The other software parts expect re-
alistic and constant velocities of the vehicles as they
incorporate estimations about the future system state
into their control commands. Therefore, we used the

Table II: Messsage types for the communication from
Tecnomatix Plant Simulation to the fleet controller
openTCS.

Message type Parameter
conn ack –

disconnect –
position vehicle name + node name

so-called “1:1” mode of Tecnomatix Plant Simulation
that keeps the simulation speed at the constant factor
of 1.

E. ERP System Mock-Up

For feeding transport orders into the system coor-
dinator, we need a realistic mock-up of an upstream
system. This could be an ERP or ME system. The rel-
evant characteristics of the system mock-up are sending
the right information at the right time. The right in-
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formation contains one or more stations and related
actions (loading, unloading, charging etc.). The right
time means sending transport orders in a frequency
that is aligned with the size of the material flow sys-
tem. Additionally, the frequency should fluctuate in a
realistic manner.

We meet these requirements by pre-generating a list
of transport orders, each with two stations. At the first
station, a loading operation is added and at the second
station, an unloading operation is added. This corre-
sponds to the most common form of transport orders.
The list contains timestamps relative to the simulation
start for the moment they should become active. The
interval between two timestamps is chosen according to
the size of the transport layout and randomized in an
interval of 30 percent around the expectancy value.

The list of transport orders is read in and sent to the
coordinator by a separate software module during the
runtime of the simulation.

F. Performance Measurement Methodology

An important criterion for a material flow system to
be regarded as effective is the timing: Transport orders
should be fulfilled as soon as possible after their arrival
at the control system. Additionally, they should not
take a long time so that the transport system can fulfill
more orders per time. And thirdly, deadlines of orders
should be met. This sometimes requires prioritizing
orders. Other criteria of effectiveness like low energy
consumption, few encounters with human workers etc.
are less important.

We measure the effectiveness of the coordinative con-
trol approach by taking three timestamps of each pro-
cessed order:

• the moment the coordinator sends it to one of the
fleet controllers, Tsend,
• the instant the fleet controller starts the fulfillment
of the order by sending the planned route to a vehicle,
Tstart,
• the moment the order is finished, Tfinish.

As openTCS has neither built-in support for push-
ing events like these to external software nor for a cus-
tomized logging, we get the timestamps by a polling
mechanism in the coordinator. Once a second, the
state of all transport orders in each participating fleet
controllers is gathered. State changes can thereby be
tracked and logged centrally in the coordinator soft-
ware. The polling method limits the timestamp reso-
lution to 2 seconds which is considered sufficient as the
relevant time intervals are in the dimension of one to
several minutes.

From the three different time stamps, we can extract
three time intervals that are relevant to assess the effi-
ciency of a material flow system:

• the cycle time tC = Tfinish − Tsend,
• the processing time tP = Tfinish − Tstart,
• the waiting time tW = Tstart − Tsend.

In the following, we concentrate on the cycle times,
as these allow a judgement of the whole process of order
distribution and order fulfilment at the same time.

IV. EVALUATION

The feasability of the overall concept of a software-
in-the-loop test bench for a system coordinator shall
be proven by a preliminary experiment. In this section,
we firstly list the used parameters and secondly present
and interpret the results. The proof-of-concept is as-
sumed successful if there is a significant improvement
in the results of Configuration 2 of the coordinator in
comparison to Configuration 1.

A. Parameters of the Experiment

We use the following parameters for the proof-of-
concept:

Layout. The transport network has a square pattern.
It consists of 51 intersections and 155 pieces of road
(both uni- and bidirectional) connecting them. Along
the edges, there are 21 loading and 13 unloading sta-
tions, distributed on the layout. The dimensions of the
layout are 300 by 150 meters in total. The layout char-
acteristics are derived from a real facility of a German
manufacturer of heavy duty vehicles.

Vehicles. There are three types of vehicles used in the
material flow system. Each has a transport capacity
of one load carrier. All vehicles can handle the same
standard type of load carrier. The differences of the
vehicle types are their velocity as well as their number
in the respective fleet. These data are listed in Table
III.

Table III: Vehicle types with differing parameters and
their multiplicities.

Vehicle type Max. velocity Number
Forklift 2m s−1 6
AGV 1ms−1 6

Order List and Simulation Interval. The simula-
tion interval was chosen to be one hour, which repre-
sents one eighth of a shift. In the first 5 minutes of
the simulation interval, there are transient effects as
the empty vehicles move from the spawning point to
the starting points of their first orders. After these
effects settle, the simulation can be considered stable
since we use a random order list. While this approach is
sufficient for comparing different configurations of the
system coordinator, it would not be sufficient to make
absolute statements about a configuration of the sys-
tem coordinator with a specific set of vehicle systems
and a particular layout. This would require a simula-
tion interval of at least 8 hours and an order list that
reflects variations in transportation demand over the
course of a shift.
The input order list was set up as described in Section

III-E with a waiting time between two orders of 5 to 9
seconds. In total, the list consists of 550 orders.

Tested Coordinator Configurations. The aim of
the presented software-in-the-loop test bench is to com-
pare different configurations of the system coordinator
described in Section III-A. For the proof-of-concept,
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we select two configurations and check, if the respec-
tive result data show a reasonable difference:
Configuration 1: In the reference configuration, the
system coordinator does not have any intelligence. It
has no information about the status of the connected
fleets like system usage or vehicle positions and there-
fore cannot choose a good system to fulfill the orders.
Every incoming order is forwarded to a random fleet
controller.
Configuration 2: Here, the coordinator knows about
the current routes and positions of all vehicles. It feeds
them into a time window graph so that it can plan
collision-free routes for vehicles to fulfill newly incom-
ing orders. A newly planned route is not added to the
time window graph, as the transport order is not di-
rectly forwarded to the foreseen vehicle but only to the
respective fleet controller. The fleet controller might
select another vehicle for the completion of the order
than the coordinator. Therefore, the coordinator only
stores routes from the fleet controllers in his internal
representation. The time window-based preprocessing
as well as other algorithms for the coordination with
different information needs will be subject to future
publications. The basics can be found in [3].

B. Results of the Experiment

Now we take a look at the results of two one-hour
simulation runs with the two above-mentioned coordi-
nator configurations. For each run, the same order list
was used as input. For the comparative analysis of the
two runs, we concentrate on the cycle times and num-
bers of processed orders.

In Figure 6, the distributions of cycle times are de-
picted for both simulation variants. We can see a sig-
nificant difference in the median . Also, the 50 percent
interval as well as the 95 percent interval are smaller
and lower for Configuration 2. All these characteristics
show that Configuration 2 yields lower, less scattered
cycle times for transport orders. Another evidence of
this are the outliers with the highest one being under
200 seconds for Configuration 2 compared to more than
600 seconds for Configuration 1.
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Figure 6: Distribution of cycle times of transport orders
for the system coordinator in reference configuration
(left) and time window sort algorithm (right).

Looking at the sums of cycle times for both variants
(see Figure 7), we realize that the sum is higher for Con-
figuration 2, which has smart routing. Here, it is ap-
proximately 5496 seconds compared to approximately
4460 seconds for the reference configuration. Given the
same simulation period (tSim = 1h = 3 600 s) for both
configurations and the higher number of fulfilled orders
in Configuration 2 (88 vs. 31), we can suppose that
the vehicle usage ρ is higher for Configuration 2. For
calculating ρ, we need the simulation period tSim, the
number of vehicles nV ehicles and the sum of processing
times

∑
tP :

ρ =

∑
tP

nV ehicles ∗ tSim

With the sums of the processing times of all orders
being

∑
tP

∣∣
Configuration 1

= 2052.71 s for Configura-

tion 1 and
∑

tP
∣∣
Configuration 2

= 5314.11 s for Con-

figuration 2, we can calculate the values for ρ:

ρConfiguration 1 =
2052.71 s

8 ∗ 3 600 s
= 7.13%

ρConfiguration 2 =
5314.1 s

8 ∗ 3 600 s
= 18.5%

The higher vehicle usage is also reflected by the dif-
ference in the number of fulfilled transport orders. One
reason for this could be the more frequent occurrence
of deadlocks between vehicles in Configuration 1 (see
the outliers in Figure 6). These were resolved manu-
ally. Deadlocks are more likely to occur when vehicles
follow routes that have not been aligned with the routes
of other vehicles, like in Configuration 1.
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Figure 7: Sums and absolute numbers of cycle times
of transport orders for the system coordinator in ref-
erence configuration (left) and time window sort algo-
rithm (right).

In conclusion, the results of the experiment show that
intelligent order distribution by the coordinator using
a time window-based algorithm is superior to random
order distribution. The working hypothesis is justified
and we therefore assume that the overall software-in-
the-loop test bench is valid for testing coordinative or-
der distribution in material flow systems.
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V. CONCLUSIONS AND OUTLOOK

We have shown in this article that simulation of mul-
tiple independent vehicle fleets in a common material
flow system can be achieved by combining several soft-
ware packages. We were also able to show that the co-
ordinative control approach for intralogistic transport
systems works.

The results of the two test runs are plausible relative
to each other. However, the absolute values are ques-
tionable, since significantly higher utilization rates are
achieved in reality.

Current Drawbacks. First, the deadlock avoidance
in the Tecnomatix Plant Simulation model should be
improved. Furthermore, the edges in the transport net-
work in openTCS have zero capacity, so there is signif-
icant difference between the vehicle positions in Tec-
nomatix Plant Simulation and openTCS during sim-
ulation runs. As a result, openTCS cannot always
make good decisions about which vehicle should exe-
cute which transport order. Also, orders are sometimes
registered as completed too late and thus vehicles that
are actually free again are not considered by openTCS.

The pull principle in acquiring the timestamps limits
their accuracy and leads to a high data traffic at the
kernel, in the local network and in the coordinator. An
investigation whether this amount of communication
has a negative impact on the simulation is still pending.

Outlook. With regard to the asynchrony of the vehi-
cle positions in openTCS and Tecnomatix Plant Simu-
lation, the goal is to discretely subdivide the edges in
openTCS. This should allow several vehicles to drive
one after the other on one edge in openTCS and thus
block the intersections for a shorter time. This can be
done by adapting the XML layout being imported into
openTCS.

Finally, a detailed simulation study is to be carried
out after the aforementioned improvements. In this,
several configurations of the system coordinator with
different interfaces and distribution mechanisms are to
be compared. This should ultimately enable a state-
ment to be made on the optimum interface design of
the system coordinator.
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ABSTRACT 

Different approaches are proposed for simulating 
processes in process mining. There are open challenges 
while designing the simulation models of processes: (1) 
the quality of the designed models is mostly evaluated 
using simulation results, and the models themselves do 
not get validated, (2) the choice of process aspects to be 
considered in the simulation models of processes as 
simulation parameters is rather arbitrary, e.g., 
considering multitasking, and (3) the distinction 
between the acquiring simulation parameters step and 
the parameters' regeneration step is not defined. This 
paper aims to introduce a reference meta-model for 
simulation in process mining. We derive the meta-model 
using the provided insights from process mining and the 
required parameters from the simulation techniques for 
simulating processes, i.e., Discrete Event Simulation 
(DES). This model enables the creation of process 
simulations and the comparison of approaches in 
relation to the process aspects under consideration. We 
illustrate the use of the model in practice by developing 
an automatic simulation model generation approach 
based on the reference model. 
 
INTRODUCTION 

Data-driven simulation models of processes are able to 
act as digital twins (Friederich et al. 2022), i.e., by 
providing a digital platform that reflects the real process 
while the changes in the real process are reflected in the 
digital twin. A holistic overview of simulation in 
process mining is presented by van der Aalst 2018, 
where process mining techniques are exploited to 
discover describing models, and then performance 
analysis techniques add to the models and transform the 
models into prescribing models.  
The focus of this paper is on data-driven simulation 
approaches in process mining to provide prescribing 
models. Prescription models are process models in 
which the flow of activities as well as the flow of process 
instances through the process are clear and trackable 
while simulating. Currently, the accuracy of the 
simulation results is used to select a simulation model 
                                                   
1 https://www.bpsim.org/specifications/2.0/WFMC-
BPSWG-2016-01.pdf 

over others. There is no reference while developing the 
process simulation model using event data. A model 
should not only present accurate outcomes but also 
determine how much of the available historical 
information, e.g., captured and presented in event logs, 
is used and how close the simulation model is to the real 
process (van der Aalst 2010). As a result, a reference 
model is required for constructing process simulation 
models. We define the process simulation reference 
meta-model as a model that illustrates the required 
simulation parameters extractable from event logs, their 
relations, and how a simulation model of processes can 
be generated while considering the provided 
information (insights) in the event logs. 
In the area of business process simulation, some meta-
models are introduced as reference models for the 
design phase, such as the reference models proposed by 
Tumay 1996 and García et al. 2014. The provided XML 
standard, BPSIM1, includes the common simulation 
parameters such as arrival rate and duration of tasks. In 
addition, a high-level meta-model for a business process 
simulation based on event logs is proposed by Martin et 
al. 2014. However, some components, such as resource 
pooling or queuing methods, e.g., batching, are not 
explicitly considered. Furthermore, the execution steps 
are also not considered in the current meta-models. 

 In this paper, (1) we investigate current approaches for 
simulating processes in process mining and define 
aspects of a process from event logs. Afterward, (2) we 
identify the required information for accurate simulation 
of processes, and then, (3) we design a reference meta-
model for generating simulation models of processes. 
Finally, (4) we present a practical implementation of the 
introduced model for generating data-driven simulations 
of processes. This model is a reference model, i.e., it is 
built upon the data-driven insights of processes using 
their event logs and also the parameters of the 
requirements for simulating a process. The model is also 
a meta-model and can be used to develop, benchmark, 
and categorize existing and future simulation 
approaches in process mining. 

In the following sections of this paper, we will first 
present relevant concepts in the preliminary section. In 
the related work section, existing work for designing 
simulation models of processes is introduced and 
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compared. We explain the approach for designing the 
reference model in the reference meta-model section 
and demonstrate its usage in practice, and we conclude 
this paper by discussing the results and presenting future 
work in the conclusion and discussion section. 

PRELIMINARIES 

Event Log. An event log represents the execution of 
different process instances. The process instances are 
referred to as traces where they contain a sequence of 
events, i.e., 𝜎𝜎 = ⟨𝑒𝑒1, . . . , 𝑒𝑒𝑛𝑛⟩. Each event of 𝜎𝜎 such as 
𝑒𝑒𝑖𝑖  contains various attributes. We denote #𝑚𝑚(𝑒𝑒𝑖𝑖) which 
indicates the values of attribute 𝑚𝑚. The general 
attributes for an event in an event log are case ID, 
activity, resource, and timestamp. A set of process 
instances forms an event log (𝐿𝐿). For instance, for an 
event 𝑒𝑒𝑖𝑖, #𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎(𝑒𝑒𝑖𝑖) is register request, #𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑎𝑎𝑟𝑟(𝑒𝑒𝑖𝑖) 
is Peter, and #𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐  is 3. Given event logs, insights are 
provided using process mining techniques. 

 Process Mining Techniques and Insights for 
Simulation. According to van der Aalst 2016, four main 
perspectives based on the general attributes of event logs 
are considered the baseline of the process mining 
techniques, i.e., control flow, organizational, case, and 
time perspectives. In terms of their inputs, we consider 
two general categories of techniques in backward-
looking process mining: Discovery (𝐷𝐷𝑖𝑖𝐷𝐷) and 
Conformance Checking (𝐶𝐶𝐶𝐶). 𝐷𝐷𝑖𝑖𝐷𝐷(𝐿𝐿) and 𝐶𝐶𝐶𝐶 (𝐿𝐿,𝑀𝑀) 
provide insights into four perspectives for a given event 
log (𝐿𝐿) and process model (𝑀𝑀). All the techniques under 
discovery use event logs, e.g., process discovery or 
organizational mining. Techniques under conformance 
checking, use both event logs and models as inputs, e.g., 
deviation detection. The common backward-looking 
process mining techniques providing insights that can be 
used for executing processes, i.e., simulation and what-
if analysis, are:  

• Process Model Discovery: process model
discovery algorithms are one of the general
discovery algorithms (𝐷𝐷𝑖𝑖𝐷𝐷). Process model
discovery algorithms such as the Inductive
Miner return the flow of activities in different
notations, e.g., BPMNs, Petri Nets, Directly
Follows Graphs (DFG), or Process Trees. The
existing information in an activity flow is the
sequence of possible paths which can be taken
by a process instance when entering a process
(van der Aalst 2016).

• Performance Analysis: considering the time
perspective in event logs, the performance of
different aspects or processes such as activities,
cases, or resources can be assessed (Hornix
2007). Considering the purpose of performance
analysis, they can be both 𝐷𝐷𝑖𝑖𝐷𝐷 or 𝐶𝐶𝐶𝐶. For
instance, bottleneck analysis is a 𝐶𝐶𝐶𝐶 technique
since it requires the process model as well as
an event log.

• Conformance Checking: the compliance of an
event log with a process model is considered
w.r.t. precision and fitness (Carmona et al.
2018). How the recorded event logs are in line
with the discovered models is a CC technique.
Conformance checking techniques such as
deviation detection are able to return the
unexpected paths in a process taken by the
cases.

• Social Network Analysis: all techniques w.r.t.
resources, shared or hand-over of tasks in
processes are considered as social network
analysis (Song and van der Aalst 2008). These 
techniques can be categorized into both
categories (𝐷𝐷𝑖𝑖𝐷𝐷 and 𝐶𝐶𝐶𝐶). For instance,
discovering the resources performing the
same roles 𝐷𝐷𝑖𝑖𝐷𝐷, a set of activities that should
be performed by a specific set of resources,
i.e., organization, or hand-over of task which
requires process models to 𝐶𝐶𝐶𝐶.

• Decision Mining: attributes of cases are taken
into account to find the possible and probable
path inside the control flow that cases can
take. The choices in the flow of activities can
be determined using decision mining
techniques (de Leoni and van der Aalst 2013)
as one of 𝐷𝐷𝑖𝑖𝐷𝐷 the techniques. When
alignments in decision mining are used, they
are considered as 𝐶𝐶𝐶𝐶.

• Queue Mining: we refer to the discovery of
the queues inside the process w.r.t. activities,
resources, or organizations and the
corresponding metrics as queue mining
techniques. Performance spectra project
timestamps of activities visually w.r.t. the
process segments they pass, i.e., taken paths
by every case in the process model (Denisove
et al. 2018). It reveals the existing patterns for
handling the cases, e.g., handling the cases in
batches.

 Sendrovich et al. 2016 propose an approach to estimate 
the length of existing queues inside processes using 
event logs. Most of these techniques require both 
process models and event logs, therefore, we categorize 
them as 𝐶𝐶𝐶𝐶.  

While the majority of the techniques are supported by 
visualization methods, some visualization techniques, 
such as Dotted Charts (Song and van der Aalst 2007), 
provide direct insights into the processes. The 
introduced techniques provide the four main 
perspectives inside event logs for designing executable 
models of processes. 

Discrete Event Simulation. The flowchart of DES 
simulations of processes is depicted in Figure 1. It is 
important to note that the process model discovery and 
initialization steps in process mining are data-driven and 
supported by event logs and process mining insights. In 
discrete event simulation, events are considered to be 
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the arrival of a new case and the execution of an activity 
(Fishman 2001). Therefore, when talking about a new 
event, it means the system clock gets updated based on 
one of the two types, i.e., the simulation clock is updated 
based on every occurrence of events in a discrete 
manner. Also, it is different from the defined event 
notation in event logs, i.e., specific activity in a process 
has been performed at a specific timestamp. For 
instance, in the CPN tools (Ratzer et al. 2003), each of 
the generated tokens which flow through the models is 
the case (process instance) in the context of business 
processes.  
 

 
Figure 1: Process simulation flowchart using DES. It 
starts with discovering/designing process models and 
initializing the simulation parameters such as arrival 
rate, or execution time. The simulation models start with 
generating a new case (an event in DES) and after each 
update of the simulation clock, checking for the stop 
condition of the simulation. 
 
Consider the following scenario as an example: let 𝐷𝐷 ∈
ℕ be steps of simulation and 𝑐𝑐 ∈ ℝ be the system clock. 
For a given set of available events to occur such as 
{𝐴𝐴2,𝐸𝐸4}, where 𝐴𝐴2 is the arrival of a new case at time 2 
and 𝐸𝐸4 is the end of the activity for a case at time 4, after 
one step of simulation (i.e., 𝐷𝐷 = 𝐷𝐷 + 1) the earlier event 
(𝐴𝐴_2) is executed and the system clock is updated (i.e., 
𝑐𝑐 = 𝑐𝑐 + 2). 
 
RELATED WORK  
 
Different simulation techniques can be used in process 
mining. The most commonly used simulation 
techniques for simulating processes at different levels 
are: Discrete Event Simulation (DES) (Rozinat et al. 
2009), System Dynamics (SD) (Pourbafrani and van der 
Aalst 2022), and Agent-Based Modeling (ABS) 
simulation techniques (Macal and North 2009). These 
simulation techniques model and simulate systems at 
various levels and for different objectives, see Table 1.  
 

                                                   
2 ALL({process mining} {simulation}{event logs})AND(LIMIT- 
TO(EXACTKEYWORD,”Process Mining”)) AND (LIMIT-
TO(LANGUAGE,”English” 

Table 1: Comparisons of three main simulation 
techniques in process mining. 

Discrete Event 
Simulation 

(DES) 

System 
Dynamics 

(SD) 

Agent-Based 
simulation 

(ABS) 

Detailed level Aggregated 
level Detailed level 

Simulation steps 
are single 

events 

Simulation 
steps are time 

steps 

Simulation steps 
are single 

events 

For decision-
making and 
prediction 

For capturing 
dynamic 
feedback 
behavior 

Focusing on the 
interaction of 
agents in the 

process 
  
Existing Data-driven Simulation Approaches 
Several approaches are proposed to generate process 
simulation models based on process mining insights. 
Most business process simulations completely rely on 
the user and BPM techniques. They do not use event 
logs of processes and process mining techniques, thus it 
is not considered in this study. As for primary sources, 
we looked into Scopus and Google Scholar. Scopus 
queries with the main keywords process mining, 
simulation, event logs, and business process simulation 
were used.  

 
Figure 2: The number of publications w.r.t. the type of 
publication (black) and the used simulation techniques 
in the approach (gray). 
 
Results were limited to English publications, with an 
emphasis on process mining keywords.2 The search 
resulted in a total of 96 publications. We reviewed the 
results based on the focus of the publications. We 
identified 76 publications that directly use event logs for 
simulation and 62 that employ DES as the simulation 
technique, see Figure 2. We also categorized the 
publications w.r.t. their purpose, whether to design a 
practical framework to generate simulation models, 
discuss the potential of the simulation and provide 
methodological approaches, or use case studies such as 
healthcare.  
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Table 2: Different criteria for comparison of process 
simulation approaches. 

Process Activity Resource 

Case attribute 
Arrival rate 

Business hours 
Activity flow 

(process model) 
Decision logic 

(Choices in 
process model) 

 

Activity 
duration 
Activity 
queuing 
pattern 

Activity 
interruption 

Activity 
resources 

Schedule 
Shared roled 

(resource pooling) 
Social network and 
hand-over of work 

Multitasking 
capacity 

Decision logics 
(resource assigning 

rules) 
 
For designing a reference meta-model, only practical 
approaches for generating DES models of processes are 
considered. The framework proposed by Rozinat et al. 
2009 is still the most comprehensive framework in 
process mining for simulation. Therefore, we use this 
work as a baseline for comparing other approaches w.r.t. 
different process aspects. Table 3 represents the 
comparison criteria w.r.t. the process aspects. The result 
of comparing the approaches considering the defined 
criteria are shown in Figure. It is important to note that 
we only listed the pioneering techniques, and 
subsequent work that use the same approaches and do 
not include new aspects and parameters are not 
mentioned. 
 
Data-driven Simulation Tools 
To complement the review of the current approaches, 
we created a separate comparison for the available tools. 
One of the most significant components of simulation 
model generation is their practical execution, including 
the aspects that they are managed to consider. There are 
various tools available for business process simulation 
and general-purpose simulation (Jansen-Vullers and Netjes 
2006). 
 Our focus is on the set of tools that are based on event 
logs or employ event logs' insights for simulation model 
generation and execution. Table 3 compares simulation 
tools in process mining. The important criteria for 
process simulation tools are presented in Table 2.  
For instance, tools can generate a ready-to-execute 
simulation model such as CPN Tools as an output. 
Furthermore, value generators indicate various 
functions used for regenerating different process 
aspects, e.g., as random functions based on random 
distribution generators. Given the fact that many tools 
did not mention this, we excluded it from the direct 
comparison. 
 
Table 3: The comparison parameters for simulation 
tools in process mining.  

Inputs Event logs, process models, and 
users. 

Results Event logs, aggregated KPIs, and 
executable models. 

Simulation 
model 
generation 

Manually designed by the user, 
directly simulated. 

Platform 

General-purpose tools, standalone 
tools, Python library, ProM (van 
Dongen, B. et al. 2005) plugin based 
on Java. 

Visualization Static, dynamic. 
Process 
model 
notations 

Petri Nets, BPMN, Process Tree, 
Directly Follows Graphs (DFGs). 

 

 
Figure 3: Comparing simulation tools in process mining, 
w.r.t. execution aspects. The input can be event logs (el), 
users, or both. The results can be in the form of event 
logs (el), executable models such as CPN Tools, KPIs, 
or a combination of them. Models notations are Petri 
nets (PN), BPMN, or CPN. Simulation model 
generation is also considered to be directly generating a 
model (direct transformation), or the results (direct 
simulation). 
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Figure 4: The comparison of current process simulation approaches in process mining w.r.t. the presented criteria in 
Table 2. pm indicates the insights are based on event logs or process mining techniques, and WFM represents 
workflow nets. “-“ indicates the aspect is not supported, or it is not mentioned in the paper. 
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 DESIGNING the REFERENCE META-MODEL  
 
Considered Process Aspects 
 
Techniques to discover the describing models and later, 
values of the simulation parameters are different from 
the execution and regenerating values. In most of the 
existing approaches, the focus is only on the discovery 
of the simulation models and parameters while the 
execution of the simulation models is mostly ignored. 
For instance, it is considered that using event logs of 
processes, the average arrival rate of the cases in the 
process is extracted, however, it has not been 
systematically addressed how the extracted insights are 
used for reproducing the same behavior, e.g., fix values 
or random generator functions such as the Poisson 
distribution. 
 
To create a process simulation model, two main steps 
should be taken: (1) the design phase for determining 
and extracting the required information and parameters, 
and (2) the execution phase for regenerating that 
parameter. After discovering the information such as the 
execution time of activities, their distribution or the 
aggregated value, and the way they are reproduced, 
using random generator functions, e.g., based on a 
normal distribution with the discovered average or fixed 
value. 

 
Figure 5: The designed flowchart for creating each 
aspect of a simulation model of a process, is based on 
two required phases: design and execution 
 
The possibility of the aspects w.r.t. the two phases of 
designing simulation models and executing the designed 
model is presented in Figure 5. Throughout the design 
phase, the flow chart begins with one specific feature of a 
process and provides choices for discovering simulation 
parameter values automatically based on event logs and 
process mining techniques or setting these manually. It 
should be noted that the user can also use the provided 
information from the process mining techniques to design 
the simulation models and parameters manually. In such 
cases, we consider the design to be hybrid. For instance, 
performance spectrum techniques in process mining show 
the queue pattern of an activity visually, and the user can 
inject that knowledge into the simulation model. The 
execution phase follows, which entails reproducing the 
values of the aspects in the simulation. Fix values, random 
generator functions based on distribution, programming 
rules, and predictive models such as machine learning 
methods, e.g., Camargo et al. 2022, deep neural networks 
are used for generating the execution time, are all the 

possible methods for regenerating the simulation 
parameters. 
 
Reference Meta-model  
 
We extend the provided insights in van der Aalst 2015 
to the required stimulation parameters with different 
possible execution models to design the reference 
model. In Figure 6, the high-level meta-model of a 
process simulation model in process mining is shown. 
The simulation meta-model is defined based on event 
logs and users' inputs. 
 

 
Figure 6: The high-level meta-model of processes 
simulation. 
 
The designed reference meta-model is shown in Figure 
7. To have an executable simulation model of processes, 
two main blocks are considered, the process model 
based on the event log, and the execution configuration. 
The execution configuration is the required parameter 
for running a simulation model, which is similar to most 
general simulation techniques. The start of the 
simulation, its duration, end time, or condition for 
ending the simulation. Moreover, for processes, the 
number of generated cases can be the determining factor 
for ending a simulation model.  

 
Figure 7: The Reference Meta-model of Simulation 
Models of Processes 
 

Event 
Log

Process 
Simulation 

Model

User

<is define by>
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The process 
aspect is 
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end
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Manual
(user domain 
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(process mining 

techniques)

Manual

Auto Discovery Conforman
ce checking

Execution 
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Rule-based 
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Predicting 
model

Random function 
generator Fix value
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In the designed reference model, the objects and their 
relations are defined as follows: 
• Execution Configuration: (1) the Execution Time 

indicates the time that the simulation should start 
and end, (2) the simulation stop point is based on 
a specific timestamp, or when specific conditions 
are met, e.g., the number of generated cases or the 
duration of the simulation being 30 days. 

 
• The Case Generator is a function (rule) 

generating new cases to be simulated. It can 
consider generating cases with attributes, the 
number of cases to be generated, the interval 
between cases, and interruption. For instance, 
using SML (Standard ML) with two types of 
customers (normal or VIP), and 1000 as the 
number of cases, the case generator can be 
defined as if Discrete (1-10)>1, then case type 
=normal, else casetype= VIP. Then a random 
generator function based on Poisson distribution 
with 𝜆𝜆=10 (10 customers per hour) can generate 
90% normal and 10% VIP customers. 

• Process Model is the base of simulating processes 
that consist of activities. (1) Activity is the main 
element of a process model, and they have many-
to-many relations to the Resource object. For 
instance, registration can be done by John and 
Sarah. Registration as an activity also has 
multiple properties, which makes its execution in 
the simulation possible. (2) Resource also has 
many-to-many relations to the Activity object. 
For instance, John can perform both Registration 
and Review tasks in the process.  

• Properties define the information for Activity and 
Resource in the process and have the following 
attributes:  
o Name: the name of the properties such as 

activity name or organization name, e.g., 
the radiology department. 

o Data type: such as registration as an 
activity, and it has a processing time as a 
property where the data type of processing 
type is float.  

o Value: the processing time of activity 
registration as a property is its value, e.g., 
30 minutes.  

o  Function: for the processing time of 
activity registration as a property, with the 
value of 30 minutes, the function is a 
random generator based on a normal 
distribution with an average of 30.  

•  Properties are: 
o Organizations: every activity or resource 

can have a property of an organization 
indicating the organization they belong to, 
e.g., resource R belongs to the Audit 
department.  

o  Role: in addition to organizations, every 
resource can be assigned to one or more 
roles as well, e.g., the role of Doctor or 

Nurse. Note that the roles might belong to 
different organizations.  

o  Type: an activity can have a type 
mandatory or optional as property or 
resource, which can be a type of nurse.  

o  Activity-flow: the flow of activities that 
can happen in the model, e.g., registration 
always happens before submitting a 
request.  

o  Processing Time: is a property of a 
resource or an activity that shows how 
long it takes for an activity to be 
performed, or how long it takes for a 
resource to perform an activity.  

o Decision Logic: how to execute each part 
of the process, including the choices for 
specific cases.  

o  Schedule: the working or active time that 
an activity can be executed, or a resource 
can execute activities, is a property of 
resources and activities.  

o  Cost: the cost of each resource or the 
execution of each activity, can be 
presented as a property of them.  

o  Count: the number of times an activity can 
be executed or the number of resources 
that exist, e.g., the number of welding 
machines as a resource.  

o  Interruption: whether any specific state or 
condition, such as the end of business 
hours, can disrupt the resource task or 
activity execution. 

o  Queue (serving strategy): including FIFO, 
LIFO, SIRO, Priority Queue, KPI-related, 
and Batching. Note that the mentioned 
condition in Martin et al. 2016 for queues, 
such as queue abandonment, is also 
covered in the introduced meta-model. For 
instance, a queue strategy like FIFO is a 
property of activity, and it can have an 
abandonment condition with more than 20 
cases in the queue. 

   
While designing the meta-model, the following design 
choices are made to make the model easier to interpret 
and to make it extensive enough to cover the required 
aspects. Under the Execution Configuration, for the 
Execution Time, as discussed, End Time, and Duration 
can be considered as the End Conditions. It is shown that 
they have association relations together as well. For the 
Case Generator, the same condition applies to the 
Function for generating the cases, which might include 
the Type of Cases or the Number of Cases. Moreover, 
the concept of business hours is considered in both the 
Case Generator by the Interruption and for Activity and 
Resource and their properties using Schedule. 
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PROCESS SIMULATION REFERENCE META-
MODEL IN PRACTICE 

We categorize the application areas of the designed 
meta-model into three main categories: (1) design and 
(2) verification of process simulation models, and (3) 
comparing different simulation models w.r.t. used 
insights from event logs. The introduced model serves 
as the foundation for creating simulation models of 
processes based on the insights gathered from event logs 
and process mining techniques. The use of the model in 
practice is demonstrated by (1) formally initializing the 
model, and (2) implementing an approach using based 
on the model. 
 

 
Figure 8: A Part of the generated simulation model of 
BPI Challenge 2012 
 
We introduce one of the potential formal representations 
of the reference model based on the defined process 
mining concepts. Let 𝑀𝑀 be the discovered process model 
from event log 𝐿𝐿 and 𝐴𝐴 be the set of activities for the 
process. 𝑃𝑃𝑃𝑃 is the set of properties such that 
𝑃𝑃𝑃𝑃 ={Organizations, Role, Type, Activity-flow, Process 
Time, Decision Logic, Schedule, Interrup, cost, count}. 
𝑃𝑃in={Data Type, Name, Representative Value, 
Generator Function, Rule} is the set of indicators of a 
property that illustrates what a property is in practice. 
Property function 𝑃𝑃𝑃𝑃:𝑃𝑃𝑃𝑃 → 𝐷𝐷𝑒𝑒𝑠𝑠(𝑃𝑃𝑖𝑖𝑛𝑛) returns the 
indicators of a property. An activity 𝑎𝑎 ∈ 𝐴𝐴 has a set of 
properties, each of them having a set of indicators and a 
set of resources. 𝐴𝐴 ∈ 2𝑃𝑃𝑟𝑟 × 2𝑅𝑅 × 𝑃𝑃𝑃𝑃. For instance, 𝑎𝑎 ∈
 A= ({Processing Time}, {𝑃𝑃1}, PF), where 
PF(Processing Time)={float, duration, 10 minutes, 
Random Normal (𝜇𝜇=10 minutes, std=1 minutes)}, and 
𝑃𝑃1 as the resource has a similar structure.  
To demonstrate how the model can be used in practice, 
we use the model-based application to automatically 
generate the process simulation model in the form of 

                                                   
3https://github.com/mbafrani/AutomaticCPNModelGen
erator 

Colored Petri Nets (CPN). We extract the possible 
automatic aspects from the event logs, including the 
main objects of the reference meta-model, and translate 
them to the CPN Tools model in the XML format, i.e., 
readable for the CPN Tools engine. Figure 8 is a part of 
the designed model for the BPI Challenge 2012 event 
log (van Dongen 2012) utilizing the developed tool. The 
code and data sets are also publicly available.3 For 
instance, activity A_SUBMITTED has the properties of 
resource role group_4 or attribute Generator Function 
for that activity is based on a normal distribution.  
The first main block is the process model (M) which the 
realization here is a Petri net (M= (P, T, F)), where P is 
the set of places, T is the set of transitions and 𝑃𝑃 ⊆  𝑇𝑇 ×
 𝑇𝑇. The realization of the activity block is a tuple (R, 
Decision Logic, Activity-flow, Processing Time, 
Queuing Strategy), such that the resources, decision 
logic, flow of activities, processing time, and queuing 
strategy are considered. Note that except queuing 
strategy the rest of the properties are discovered 
automatically from event logs and yet the queuing 
strategy is considered as FIFO, and can be changed but 
not automatically discovered.  
 
 

 
Figure 9: A sample of the process simulation model 
presented in Pourbafrani et al. 2021 considering the 
reference metamodel. 
 
The other initialization of the meta-model for designing 
a simulation model of processes is presented in 
Pourbafrani et al. 2021. The activities have the 
properties of processing time and probability (decision 
logic). The resources also have the decision logic, as the 
handover matrix is also considered. A different 
realization of the meta-model for designing a simulation 
model of processes is shown in Figure 9. The code and 
instructions to execute the code including the 
implementation detail based on the reference model are 
publicly available4. In this realization of the reference 
meta-model for generating simulation models from 
event logs, the process model M is a process tree. The 
activity block in the design of simulation models from 
event logs is the tuple (R, Decision Logic, Activity-flow, 
Processing Time, Count, Interruption, Queuing 
Strategy). For instance, property interruption has a type 
of Boolean in this implementation and has a rule that if 
it is set, the activity is interrupted when the working time 

4https://github.com/mbafrani/SIMPT-
SimulatingProcessTrees  
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is over, and if the activity continues outside the working 
time, i.e., Pin(Interruption)= {Boolean, if 0 continue 
until the end, else stop until the working time starts}.  
The shown implementations, i.e., both data-driven 
simulation model generation processes based on event 
logs, illustrate the first use case of the reference meta-
model. The extracted, used, and implemented blocks of 
the model are ready to be benchmarked and compared 
for the approaches required to be focused. However, the 
comparison of the simulation models and considered 
aspects is provided with the help of the referenced meta-
model. This shows the requirement and support for 
tackling the limitation of the current techniques, i.e., the 
inconsistency of considered aspects for simulation, and 
makes the execution of simulation clear. 
 
CONCLUSION and DISCUSSION 
 
Process mining support can be extended to provide 
organizations with their digital twins, which enables 
faster and more confident decision-making. One of the 
practical realizations of digital twins, specifically in 
production processes, is executable simulation models. 
In this paper, we introduced a reference meta-model for 
generating simulation models based on an extensive 
literature review. We also exploited the potential of 
event logs, process mining techniques, and process 
simulation requirements. The comprehensive model 
includes all the possible extractable insights from 
processes as simulation parameters and all the possible 
directions to regenerate those insights. The reference 
meta-model supports designing, comparing, and 
evaluating simulation models of processes. This model 
provides the possibility of designing simulation models 
of production systems and checking their compliance 
with their historical data. However, the role of technical 
issues in designing and addressing all components of the 
process should not be overlooked. For example, there is 
an ongoing study into automatically detecting the type 
of queues inside event logs. These technical challenges, 
as well as the impact of human factors in generating 
realistic simulation models of processes, should be 
highlighted. Following the introduction of the 
comprehensive model as a reference model for process 
simulation, the model should be made directly 
executable. It should be designed in a generic 
framework in which, by using the generated XML 
format, the execution of or populating the simulation 
model for different tools will be possible, as illustrated 
by the developed tool for automatic CPN model 
generation. 
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ABSTRACT

Much effort is put into researching the simulation of
manufacturing systems and operations, typically Dis-
crete Event Simulation for systems and machining sim-
ulations. These simulations are often limited to ideal-
istic behavior within the systems (e.g., no physics in-
volved) and infinitely rigid objects (e.g., no bending
or other impacts from tools). This research presents
a development of a simulator for soft bodies within a
physics engine; the case studied is the effects of physics
on fish within a production system. The developed sim-
ulator was benchmarked against a physical production
system through a quantitative experiment, and the so-
lution shows promising results in mimicking the behav-
ior of fish within a production system. The research
also suggests that data must be mapped to create an
accurate digital representation of a fish.

INTRODUCTION

This paper presents a simulation study in which a
novel developed digital fish model is proposed to aid in
the testing of Fish Processing Equipment (FPE) in fish
processing plants (FPPs). The study was conducted in
the Norwegian aquaculture industry (NAI).

The high throughput of fish in current FPPs is
challenging for installing and commissioning complex
equipment/retrofit. Furthermore, most plants run two
processing shifts five days a week throughout the year.
These factors make the allotted time window for in-
stallation and commissioning very short. Violating the
allotted installation time due to errors during planning
has a significant cost impact, with fish prices exceeding
5 USD per kg [1]. In addition, doing such retrofitting
into existing FPPs is accompanied by an increased risk
of bacterial contamination [2], [3] and [4] and the threat
increases with installation time. These factors create a
need for an efficient method to reduce commissioning
costs and time. NTNU Aalesund has dedicated work
to developing concurrent engineering tools and digital
twin and virtual models through Manulab for manufac-
turing excellence, Industry 4.0 and Engineering Educa-

Fig. 1: Technology roadmap for the development of realistic

digital fish

tion 4.0 [5], and their collaboration with the Biome-
chanical lab at Aalesund General Hospital. As part
of the collaboration, the team developed 3D-Scanning
technology for organic surfaces [6], [7] to enable rapid
scanning of objects. Further, the collaboration effort
also developed robotic testing of material properties
and rigidity in human joint flesh [8], and methods for
quick setup for testing many samples [5]. The technol-
ogy roadmap in figure 1 shows interaction and technol-
ogy development in collaboration with Manulab and
the Biomechanical lab, which may also be used as a
roadmap for achieving realistic virtual fish.
This research utilizes these experiences to explore the

first steps for creating digital fish and virtually testing
FPE in a simulator to reduce flaws and shorten the
time to the market.

Theory - Simulation

Virtual testing of production flows, material han-
dling, and robot welding are examples of discrete event
simulation (DES) applications. DES tools are used to
simulate events at discrete points in time inside virtual
environments and models; moreover, these events em-
ulate events that could occur in a physical production
system [9] to evaluate and predict the real-world sys-
tem’s behavior. For a while, DES models have been
standard as 2D visualizations; however, as CAD ca-
pabilities have grown, DES visualizations in 3D have
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become more common [10], [11]. In addition, DES vi-
sualization models are essential for validation and veri-
fication processes, aiding the communication of results
and attaining a shared understanding of both models
and results [9], [10], [11] [12].

Numerous methodologies for carrying out DES stud-
ies have been developed [9], [13]; however, all of them
include a combination or derivative of the steps pro-
posed by Musselman [14]: 1) Problem formulation, 2)
Model conceptualization, 3) Data collection, 4) Model
building, 5) Verification and Validation, 6) Analysis, 7)
Documentation and 8) Implementation. A few of these
steps may be omitted, a few could overlap, and a few
could be iterated. Overlap can occur when data collec-
tion continues during model construction owing to time
constraints, or iterations may occur if the analysis fails
to satisfy the requirements of the problem formulation
[9].

Furthermore, DES studies often imply the idealistic
behavior of the parts in the simulation. However, for
developing FPE, the fish cannot behave as an ideal rigid
object within the developed equipment, as the fish has
a soft body with variations in size and weight. There
is, therefore, a need to account for the behavior of the
soft body within the simulation environment when sim-
ulating the performance of FPE. In this research, the
researchers have still chosen to use the DES model steps
to structure the study, as the researchers did not find
any other adequate models.

METHOD

For this study, steps 1 to 5 in the DES framework
have been applied. 1) Model Conceptualization, 2)
Data Collection, 3) Model Building, 4) Verification and
Validation. Steps 6 through 8, Analysis, Documen-
tation and Implementation, were not used in this re-
search.

Problem Formulation

The underlying need is to be able to test machines for
fish processing without involving real fish. Solving this
need reduces development time and costs, as mentioned
in the section on Simulation Theory. The problem is
that there are no virtual models of fish with fish behav-
ior as part of the model, and all other fish simulations
only consider fish as ideal rigid bodies without gravity
affecting them.

Model Conceptualization

The research team started by building a fish model
like a rag-doll [15]. The fish model consisted of five rigid
bodies connected with joints from an open-source unity
model. The hypothesis behind this choice of model was
that the fish would have different rigidity and weight
distribution along the length of the fish, and this type
of model would consider those differences.

The following data has to be collected to create a
virtual fish: 1) Weight and weight distribution. 2) De-
grees of freedom (DOFs), deflection limit, and rigidity
for each joint. 3) Texture mapping.

Fig. 2: Relationship between length, height, width, and weight

of the fish

Data Collection

The researchers gathered data from many farmed
salmon specimens to make this digital model more like
a real fish. Height, width, length, weight, and weight
distribution were measured for several fish. An exam-
ple of the logging setup is seen in Fig. 3. The fish
data set consisted of 49 farmed Atlantic Salmon (Salmo
salar). The data were normally distributed and put
into a virtual fish model. The length of the fish consti-
tuted the base as it was deemed to be the variable that
changed the overall shape of the fish to the greatest
extent. Polynomial regression mapped all other values
to the length (Fig 2). The following steps were taken
to capture the data: 1) Measure stiffness before rigor,
which here was measuring how much the fish would
bend; 2) Measure dimensions, length, height and width,
and total weight; 3) Picture for texture mapping; 4)
3D-scanning; 5) Cutting and dividing each fish sample
into pieces to measure weight distribution.

Model Building

The Unity model is based on a 3D model with a
simulated skeleton and a simple collision system. The
model built in Unity is relatively simple, but it works as
a good analog and a simple proof of concept model for
the dynamics of a dead fish. Functions were written
to generate a normally distributed length, and other
values were calculated. The relationship between each
length and each parameter was calculated in Python
using polynomial regression (as seen on the graph) and
then implemented in the Unity script in C#.

The salmon model had its skeletal structure mod-
eled in Blender [16]. Next, the visual models were im-
ported into Unity 3D and rigged with” Capsule Collid-
ers” and” Rigid Bodies” for physical simulation, as seen
in Fig 7. These components add an interactable shape
to the object, which enables the computer to calculate
physics and collisions. Finally, the skeleton was rigged
with ”Character Joints” to simulate realistic skeletal
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Fig. 3: Logging setup for Atlantic Salmon (Salmo Salar)

Fig. 4: Measuring stiffness for fish

movement. The character joints pivot around their con-
nected joint and constrain their movement. Angle con-
straints for the joints were extrapolated from photos of
bent fish, as seen in Fig. 4. During the development of
the models, no actual data was used, and testing was
done iteratively by eye until it ”looked right” from the
researchers’ perspective. After creating a model base-
line, the collected data was used as input.

Verification and Validation

The simulation model was exported to WebGL [17]
through the built-in support in Unity to facilitate user-
friendly testing and evaluation of the simulation model
in a web-browser environment, which consists of con-
veyors moving fish. The development mainly consisted

Fig. 5: Parting fish for measuring weight distribution

Fig. 6: Measured diemnsions - Length (L), height (H) and

width (W)

of watching a captured video of fish behavior and modi-
fying values within Unity. For example, when spawning
a fish in the simulation model, a normally distributed
random value is selected for the size, and weight and
other values are mapped accordingly to each size value.
The simulation software was then used to predict fish

behavior within the conveyor system, and the behavior
was tested with live fish, Atlantic salmon, for compari-
son afterward. Finally, the same conveyor system used
in the virtual environment of Unity3D was built and
tested with fish to validate the digital fish behavior.
The version used throughout was Unity 2021.3.9f1.

RESULTS

The results are represented through the final parame-
ters which are used for the digital fish, which performed
well against a physical test for comparison. That test
setup is also presented, along with a qualitative evalu-
ation of it.

Data Collection

The rigidity is measured alongside its length and
weight to map the fish. The fish was then partitioned
to measure the weight of each part of the fish. Example
values from one fish (sample #16) in table II. Species
salmon. Length 68 cm, Height 18 cm and width 8 cm,
measured as seen in Fig. 6.

Sample Length Height Width Weight
#14 65 cm 16 cm 7 cm 3,271 kg
#15 42 cm 9 cm 4 cm 0,570 kg
#16 68 cm 18 cm 8 cm 3,698 kg
#17 61 cm 14 cm 7 cm 2,406 kg
#18 57 cm 13 cm 6 cm 1,866 kg
#19 63 cm 14 cm 7 cm 2,525 kg
#20 62 cm 14 cm 7 cm 2,321 kg

TABLE I: Measured values for sample #14 to #20 Atlantic

Salmon (Salmo Salar)
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Body Name Weight Distribution
Body 1 Head 0,492 kg 13,3 %
Body 2 Upper body 1,277 kg 34,5 %
Body 3 Lower body 1,085 kg 29,3 %
Body 4 Tail 0,761 kg 20,6 %
Body 5 Back fin 0,083 kg 2,2 %
Total 3,698 kg 100,0 %

TABLE II: Weight values and distribution for body parts for

sample #16

Fig. 7: Five rigid bodies and four rigid joints defined

Model Parameters

The Unity model was built as described in the section
on Model Building.

Rigid bodies and rigid joints with movement limits
approximate the fish’s behavior. Angular drag Fig. 10
has been added to achieve satisfying behavior and simu-
late tissue/flesh around joints and rigid bodies. Joints
have the parameters as shown in Fig. 11 which is a
customized joint for the fish. The parameters are indi-
cated around the joints’ local coordinate system which
are aligned with the global coordinate system as seen
in Fig. 9. The joints are of the type ”character joints”
which are used for rag-doll effects and they are extended
ball-socket joints that allow you to limit the joint on
each axis as seen for one specific joint in Fig. 12. In
Table III the different values for each joint are shown.

Each bone structure is modeled as a rigid body with
joints connecting them. They control a set part of the
model based on the weight distribution data described
in table II. For example, for the figures below, the head
is selected, and it will control everything not blue in
Fig. 8. There is, however, a gradient, indicating that
the parts colored green are also affected by what is
happening to the bone representing the head (i.e., the
bones are linked). The models were then used to test
what configuration looked most realistic and added con-
straints. Further, the fish were collided into the ground
in Unity to iterate toward a natural behavior of the fish
model. Fig. 11 shows a snapshot of the values of a spe-
cific random generated fish at a point in time.

Lastly, for the virtual model, a picture of a salmon
was scaled and mapped directly onto the unity model
to create a more realistic visual representation.

Fig. 8: Five rigid bodies and four rigid joints defined

Fig. 9: Joint 1 between rigid body 1 and rigid body 2

Fig. 10: Rigidbody parameters
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Characteristics Joint 1 Joint 2 Joint 3 Joint 4 Comments
Connected bodies 1 and 2 2 and 3 3 and 4 4 and 5 Bodies connected to each indi-

vidual joint
Twist Limit Spring [0, 0] [0, 0] [0, 0] [0, 0] Spring force to bring back the

joint if going past the limit
position in twist axis [spring,
damper]

Low Twist Limit [0, 0, 0] [0, 0, 0] [0, 0, 0] [-22.5, 0, 0] The lower limit of the joint [limit,
bounciness, contact distance]

High Twist Limit [0, 0, 0] [0, 0, 0] [0, 0, 0] [22.5, 0, 0] The higher limit of the the joint
[limit, bounciness, contact dis-
tance]

Swing Limit Spring [0, 0] [0, 0] [0, 0] [0, 0] Spring force to bring back the
joint if going past the limit
position in swing axis [spring,
damper]

Swing Limit 1 [13.75, 0, 0] [13.75, 0, 0] [30.5, 0, 0] [21.5, 0, 0] Limits the rotation around the
swing axis [limit, bounciness,
contact distance]

Swing Limit 2 [3.5, 0, 0] [3.5, 0, 0] [13.5, 0, 0] [15, 0, 0] The axis orthogonal to the two
other axes [limit, bounciness,
contact distance]

TABLE III: Joint Characteristics from Unity Model

Fig. 11: Features defining the body components

Physical Test Comparison

The table only shows one run of the simulation vs.
one test set-up on the shop floor with real fish. In the
simulation, the conveyor speeds were not significant.
The mutual behavior between the fish and between the
fish and the conveyor system were the most important
parameters to study. Therefore, the capacity of the
simulated system is much higher than what is achiev-
able in the real world due to the unrealistic speeds of

Parameters Real Simulation
Number of fish in system 18 23
Time for throughput 45 s 8 s
Fish per minute in 24 173
Singulated fish 10 12
Singulation rate 56 % 52 %
Fish per minute out 13 90

TABLE IV: Comparison of performance between virtual and

physical test

the conveyors in the system. Table IV therefore shows a
high capacity, but the rate of singulation was the driv-
ing parameter. In reality, there are other bottlenecks of
approximately 30 fish per minute (FPM) which limits
the capacity.

The industrial board of six fish industry experts com-
pared the virtual and physical settings. Eighteen fish
were dropped at the left end of the system, and con-
veyor belts with increasing speed moved the bulk of fish
to the right. The observations showed that the speed
changes caused the fish bulk to be stretched identically
in both the virtual and physical models (figures be-
low). The actual fish movements and distribution on
the physical conveyor were like the digital fish in the
simulation environment, albeit not with the same accu-
racy. The similarity applied to fish-to-fish and fish-to-
conveyor interaction, and the interaction was accepted
as an initial approach that shows promise but needs
further refinements to be used as a tool.
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Fig. 12: Character joint parameters

Fig. 13: Comparing simulation and physical environment

DISCUSSION AND CONCLUSIONS

The preliminary results show that a DES model was
suitable for setting up the experiments and developing
the simulation model and that it is possible to virtu-
ally recreate and represent a fish with realistic behavior.
The work, however, needs to be validated with quanti-
tative data. Below is a list of parameters the authors
foresee as being necessary to represent a fish and its
behavior virtually: - Static and kinetic friction in 4 di-
rections (along the fish length from head to tail and tail
to head) and across the fish length (from back to belly
and belly to back) - Weight distribution across the dif-
ferent body parts - Maximum angles along the three
axis (roll, pitch, yaw) - Including the angle gradient
along the fish length - COG of the fish - Standardized
method of measuring length and weight

The authors also suspect that many of these vari-
ables will change with time from harvest and death.
The rigor progress, for instance, will impact the fric-
tion between joints and their maximum angle due to
the varying stiffness of the fish. In addition, the fric-
tion along the fish, both static and kinetic, will change
with time and the mucus layer. Mapping these vari-
ables over time and creating time-dependent functions
are necessary for further work to accurately represent
a fish within a virtual realm, if it is at all possible to
do. In this research, the rigidity of the fish was only
measured right after slaughter, so the impact of rigor
was not considered. As the testing with real fish was
performed with fish that had been dead for more than
one day, they likely did not have the same rigidity as
the measured and simulated fish. Furthermore, the pa-
rameters may be impacted by the season, feed, capture,
transportation, and slaughtering methods.

In future research, the authors suggest developing
standardized measurement methods to capture the fish
parameters needed to design a virtual fish, such as the
work done at Ålesund Biomechanics Lab. Further, the
authors recommend testing the method on more fish
species.
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ABSTRACT 

Industry 4.0 technologies have led to the affirmation of 
the Smart Manufacturing. In this paradigm Digital 
Twins (DTw) are defined as simulation models that are 
both getting data from the field and triggering actions 
on the physical equipment. With this paper, our aim is 
to extend the existing analysis of DTw in manufacturing 
from a technical and architecture point of view, trying to 
define correlations among DTw features. This work 
proposes a new framework, illustrating three reference 
architectures for the DTw that could help to define a 
guideline for the design and implementation of this 
technology. The results found are proposed as a driver 
for future research, aspiring to identify an architecture 
enabling a complete integration between DTw in 
manufacturing systems. 

INTRODUCTION 

In recent decades, a mass demand market and fast 
changing environment has put forward the need of 
flexibility and interoperability within the manufacturing 
field. A greater amount of information, obtained with 
the computing power from industrial equipment, needs 
to be processed and managed. Indeed, the industry 4.0 
(I4.0) paradigm has paved the way for the concept of 
“smart factory” (Villalonga et al., 2020), a flexible 
environment that creates the conditions for a highly 
modular and digitalized production facility (Negri et al., 
2020) that responds in real time to meet the changing 
demands and disruptions in the factory, supply network, 
and customer requirements (Yang et al., 2022). In such 
a context, simulation becomes an increasingly useful 
and important tool. The main enabling technologies of 
the I4.0 are the basis for a new simulation approach, 
which leverages on the pervasive connectivity in 
production systems to offer a real-time synchronization 
with the field (Cimino et al., 2019) and replicate real 
world behaviours in virtual environments. 

However, synchronization requires full data models to 
be simulated. This issue led to the concept of Digital 
Twin (DTw) in manufacturing (Rocca et al., 2020), 
considered as the “cyber” side of the Cyber Physical 
Systems (CPS), the core to achieve smart manufacturing 
(Zhuang et al., 2018). Defined as a digital copy of a 
physical asset, DTw is a system that can replicate, plan, 
control and directly interact with its physical side.  
However, a univocal definition of DTw does not exist, 
and no common understanding concerning this term can 
be found since it is used differently over disparate 
disciplines (Negri et al., 2020). 
In this sense, some influential DTw reviews have made 
their contribution in the literature. Among them, 
(Kritzinger et al., 2018) proposes a classification of 
DTw into three subcategories, focusing on the data 
exchange between the Physical and the Digital object. 
Based on this,  (Cimino et al., 2019) introduces a review 
of DTw applications in manufacturing. Lastly, 
(Semeraro et al., 2021) tries to collect over 30 DTw 
definitions found in literature, generalizing them in a 
common definition. Despite their contribution, DTw 
concept is still at its infancy, confirming that the 
proposal of a common and unambiguous definition, 
especially in manufacturing, is still yet to be proposed. 
In addition, evidence shows that DTw is still a 
misunderstood technology that is not yet fully explored, 
lacking a bidirectional link with the shopfloor that can 
only be overcome through combined use with other 
existing systems, such as the Manufacturing Execution 
System (MES) (Galli et al., 2023). According to this, 
with this paper we want to go beyond the general 
reviews found in literature and explore such technology 
from a more practical and conceptual perspective. Our 
purpose is to analyze and review the various framework 
and architecture of DTw in manufacturing that have 
been proposed, with a special focus on the interaction 
and synergy with other operation management tools 
such as the MES, as it is an essential element of the 
digital thread, both to channel shopfloor data and send 
manufacturing order to machines. By reviewing these 
proposals and taking into consideration the contribution 
given by the previous reviews, we aim to give a new 
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perspective on the understanding of the DTw concept 
which has not yet been proposed in the literature. 
Looking for the gaps and limitations, we aim to identify 
existing frameworks describing DTw implementation or 
design. 

LITERATURE REVIEW 

Purpose of the review 

In this section, our purpose is to develop a review 
regarding DTw frameworks that have been found in 
literature and proposed or adopted in the manufacturing 
field. Since there is no evidence of a standard 
framework for the DTw, but a large variety of 
proposals, our aim is to analyze them to highlight the 
differences and trying to find some important 
similarities. This will help us to identify some 
hypothetical clusters and resulting trends that could act 
as guidelines for the adoption of a specific framework in 
accordance with the purposes or technologies 
requirements. Indeed, trying to define some relevant 
clusters, we analyzed the papers according to specific 
features that have been recognized as fundamental in the 
manufacturing field. Particular attention was given to 
the application purposes of the DTw and its services, the 
technologies and software that have been integrated or 
used belong this tool, and the architecture defined for 
the framework itself. Taking (Cimino et al., 2019) 
literature review approach as a reference for our 
analysis, we extended its main analysed features to 
propose our updated review table. Considering newer 
papers found in literature since 2018, important 
elements for our purposes have been considered. 
Additional DTw services emerged in this review 
(“Scheduling” and “Layout optimization”) as illustrated 
in Table 1. Also the combination of DTw and new 
technologies within Smart Manufacturing have been 
studied (“MES”, “ERP”, “IoT”, “CPS”, “AI”) and 
reported in Table 2. Finally, we focus on DTw 
frameworks, proposing different architecture clusters.  

Digital Twin Services 

The first features that have been analysed refer to the 
“Application purpose” of the DTw, showing how this 
technology has been conceived and implemented for 
different scopes within the manufacturing field (see 
Table 1). Referring to the distinction introduced by 
(Cimino et al., 2019), only few of the features defined 
from the authors have been identified in the literature. 
The main purposes that we highlighted regard the 
“Support to the management of the production system”, 
by providing a support for decision-making operations 
and the management in general. Then, DTw can help to 
“Monitor and improve the production process”, 
monitoring the various parameters during production, 
integrating in some cases accurate algorithms or 
modules for optimizing it. Finally, evidence showed that 
DTw can be used to “Handle the flexibility” of the 
production systems and for “Maintenance” purposes. 
From the Table 1 we can see that the majority of the 
DTw are implemented to monitor and improve the  

Table 1: Digital Twin application purposes and services 
review  

production process, often combined with the purpose of 
supporting the management. 
Going into more detail with the Digital Twin “services” 
features (see Table 1), also defined by (Cimino et al., 
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Coronado et al., 
2018

⌵ ⌵ ⌵ ⌵

Zhuang et al., 
2018

⌵ ⌵ ⌵ ⌵

Cimino et al., 
2019

⌵ ⌵ ⌵

Negri et al., 
2020

⌵ ⌵ ⌵ ⌵ ⌵

Villalonga et al., 
2020

⌵ ⌵ ⌵ ⌵ ⌵ ⌵

Ruppert et al., 
2020

⌵ ⌵

Rocca et al., 
2020

⌵ ⌵ ⌵ ⌵ ⌵

Ward et al., 
2021

⌵ ⌵

Martinez et al., 
2021

⌵ ⌵ ⌵

Barbieri et al., 
2021

⌵ ⌵ ⌵ ⌵ ⌵

Negri et al., 
2021

⌵ ⌵ ⌵ ⌵ ⌵

Ragazzini et al., 
2021

⌵ ⌵ ⌵ ⌵

Villalonga et al., 
2021

⌵ ⌵ ⌵ ⌵ ⌵

Bárkányi et al., 
2021

⌵ ⌵ ⌵

Wang et al., 
2021

⌵ ⌵ ⌵ ⌵ ⌵

Guo et al., 2021 ⌵ ⌵ ⌵ ⌵ ⌵ ⌵

Choi et al., 
2022

⌵ ⌵ ⌵

Xin et al., 2022 ⌵ ⌵ ⌵ ⌵ ⌵

Novák et al., 
2022

⌵ ⌵ ⌵ ⌵ ⌵

Yang et al., 
2022

⌵ ⌵ ⌵ ⌵ ⌵ ⌵

Eyring et al., 
2022

⌵ ⌵ ⌵ ⌵ ⌵

Eunike et al., 
2022

⌵ ⌵ ⌵ ⌵ ⌵

Magalhães et 
al., 2022

⌵ ⌵

Li et al., 2023 ⌵ ⌵ ⌵ ⌵ ⌵

Application 
purposes

Digital twin services
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2019), we focused on the typology of DTw services that 
are implemented or considered while developing the 
simulation purposes.  
The services “Real time state monitoring”, “Failure 
analysis and prediction/maintenance”, “Behaviour 
analysis for user operation guide”, “Analysis for 
optimization” and “Energy consumption monitoring” 
refer to those illustrated by (Cimino et al., 2019). Then, 
more features were discovered during the analysis. With 
the “Layout optimization” feature, we refer to the use of 
the DTw as a simulation environment to improve the 
layout configuration of a production line (Guo et al., 
2021); (Yang et al., 2021). Finally, the “Scheduling” 
column aims to show the use of the DTw to fulfil a 
function that is inside the MES scope. 
Indeed, evidence from the analysis has shown that 
there’s an emerging wide use of the DTw for 
“scheduling” functions within the manufacturing field. 
This, demonstrates how the DTw is considered a key 
approach to enhance the system reactivity to uncertain 
events and provide a new solution for the optimization 
of production line system (Barbieri et al., 2021; Guo et 
al., 2021). According to (Villalonga et al., 2020), the 
scheduling and the global optimisation modules are 
responsible to carry out actions of reconfiguration and 
optimization based on the information collected from 
the global DTw, the MES, the performance indices and 
other parameters and variables defined by the operators. 
Indeed, DTw is able to integrate actual processing data 
and simulated data, while considering more 
comprehensive information to support the precise 
scheduling decisions (Li et al., 2023). 
Finally, trying to identify some correlations between the 
DTw services and the application purposes, we can state 
that any clear or significant correlations have been 
highlighted.  
The only relevant result is given by the common trend 
that the totality of the papers uses the DTw as a “Real 
time state monitoring” service, with no distinction to the 
application purpose. In this regard, we can assume that 
DTw is an incompletely exploited technology. In this 
sense, considering (Kritzinger et al., 2018) distinction, 
despite the numerous services that DTw can provide, 
the trend among manufacturing applications is a mere 
use of a Digital Shadow. Consequently, research for 
systems that can provide the required bidirectionality is 
necessary. 
 
Technologies and Software Adopted 

In this section we want to analyse the various DTw from 
a technical and practical point of view, giving a look to 
its interfaces to the real system, and trying to identify 
some similarities among the technologies that have been 
integrated or adopted alongside the DTw to ensure the 
interoperability and synergy required by the smart 
manufacturing. Firstly, according to (Cimino et al., 
2019), some technical characteristics were analysed (see 
Table 2). Through the “Simulation features”, we 
reported the “Software” used to create the simulation 
environment and the type of simulation “Model” 
implemented. Indeed, referring to (Kritzinger et al., 

2018) distinction, a DTw is mainly based on a Digital 
Model (DM). In this sense, a proper analysis of these 
features is necessary. Regarding these, we can identify a 
trend which characterizes a wide use of a Discrete Event 
Simulation (DES) model to represent the production 
system.  
Then, compared to (Cimino et al., 2019) review, we 
searched for additional evidence of interfaces with 
technologies and software that have been adopted 
belong to the DTw, highlighted by the “Technologies” 
columns.  
 

Table 2: Digital Twin features and related technologies 
review 
 
Among them, important evidence is represented by the 
“MES” feature, collecting papers referring to its 
theoretical or physical integration within DTw or its use 
alongside DTw. Results from the review show that the 
majority of the papers refer to the MES, demonstrating 
an important emerging trend in the manufacturing 
applications. Indeed, following the classification 
introduced by (Kritzinger et al., 2018), which defines a 
proper DTw when data flows between an existing 
physical object and a digital object are fully integrated 
in both directions, the MES is recognized by (Negri et 
al., 2020) as the system that can actually recreate a 
proper DTw. In this sense, the MES can guarantee the 
required bidirectionality between the digital and 
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Coronado et al., 
2018

Android Acquired data ⌵ ⌵ ⌵

Zhuang et al., 2018 ⌵ ⌵ ⌵

Cimino et al., 2019 Matlab/Simulink ⌵ ⌵

Negri et al., 2020 Simulink ⌵ ⌵ ⌵

Villalonga et al., 
2020

MatLab/Simulink ⌵ ⌵ ⌵

Ruppert et al., 2020 Plant Simulation DES model ⌵ ⌵

Rocca et al., 2020 Simulink ⌵ ⌵

Ward et al., 2021 Plant Simulation DES model ⌵ ⌵

Martinez et al., 2021 ⌵ ⌵ ⌵ ⌵ ⌵

Barbieri et al., 2021 Simulink DES model ⌵ ⌵

Negri et al., 2021 Matlab/Simulink DES model ⌵

Ragazzini et al., 2021 Simulink (SimEvents) DES model ⌵

Villalonga et al., 
2021

DES model ⌵ ⌵ ⌵ ⌵ ⌵

Bárkányi et al., 2021 Plant Simulation DES model ⌵ ⌵

Wang et al., 2021
3D model 

CAD/CAM
⌵ ⌵ ⌵

Guo et al., 2021 Plant Simulation DES model ⌵ ⌵ ⌵

Choi et al., 2022
3D model (CAD, 

..)
⌵ ⌵ ⌵ ⌵

Xin et al., 2022 DES model ⌵ ⌵ ⌵ ⌵

Novák et al., 2022 ⌵ ⌵ ⌵

Yang et al., 2022 Plant Simulation DES model ⌵ ⌵

Eyring et al., 2022 FlexSim DES model

Eunike et al., 2022 ⌵ ⌵

Magalhães et al., 
2022

CIMSoft V 88-113D 
Amatrol tool

⌵ ⌵ ⌵ ⌵ ⌵

Li et al., 2023 3DMAX; Unity ⌵

Simulation features Technologies
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physical world and appears as the ultimate support tool 
within a smart manufacturing.  
In the remaining columns, attention was paid to the use 
of DTw combined with other technologies that have 
been considered influential in a I4.0 background. 
Among them, we reported the use of the Enterprise 
Resource planning “ERP”, the Internet of Things “IoT”, 
and the presence of an environment that had reached a 
Cyber Physical System “CPS” configuration. For the 
“cloud usage” aspect, we highlighted those papers that 
use a cloud or build a cloud-based DTw application. 
Lastly, the “AI” column refers to the presence of 
Artificial Intelligences (AI). In this feature we 
considered the use of proper AI technologies or the 
presence of “intelligence layers” or “intelligent 
algorithms” within the architecture of the DTw. Among 
them, (Barbieri et al., 2021) consider an intelligent 
layer, developed with Matlab, that receives information 
of a breakdown from the PLC, and the remaining jobs to 
be produced from the MES. Once the DTw has updated 
the plant status, and the Genetic algorithm has generated 
different production sequences, the DTw will test and 
calculate the time difference between the start and finish 
of a sequence of jobs or tasks for each one of them and 
the new optimal sequence will be sent to the MES. 
According to this, we tried to find some correlations 
between the application purposes introduced in the 
previous section and the technologies used along the 
DTw. However, no relevant results have been identified.  
Finally, a general result can state that the DTw never 
comes as a stand-alone technology. Indeed, evidence 
from the Table 2 proves that, in the manufacturing field, 
there’s a trending effort to provide a higher degree of 
integration among such tools.  
 
Architectures 

In this last section we want to analyse the DTw from a 
new perspective. Our purpose is to identify similarities 
among the manufacturing DTw frameworks found in 
the literature, focusing on the structure of the proposed 
architecture, and trying to find some correlations in 
terms of form and conceptualization. In this sense, we 
identified three hypothetical clusters which can 
represent the architectures found in the Table 3.  
First, the “Traditional” column identifies a wide cluster 
grouping architectures that represent an evolution of the 
first DTw framework introduced by Grieves in 2002 
(Grieves & Vickers, 2017), illustrating a basic 
representation of data flows between a real object and a 
virtual object. Among them, some frameworks 
reinterpret this structure, showing explicitly the 
(Kritzinger et al., 2018) distinction of a “Digital 
Shadow”, a “Digital Model” and a full DTw (Cimino et 
al., 2019; Negri et al., 2020). 
Therefore, in general, this cluster collects basic 
architectures where the DTw is in parallel with the real 
system, discussing interfaces and interoperability with 
operations management systems such as MES, ERP and 
optimization modules (Cimino et al., 2019; Magalhães 
et al., 2022). Looking at the result within this cluster, we 
can assume that (Barbieri et al., 2021; Negri et al., 2020; 

Novák & Vyskočil, 2022; Ragazzini et al., 2021) 
present similar architectures, revisited with the specific 
inclusion of optimization modules or intelligent layers. 
In particular, we can assume that (Barbieri et al., 2021; 
Novák & Vyskočil, 2022) propose the same 
architectures. In both cases the DTw is synchronized 
with the real production system through an MES, 
allowing optimization procedures that reflect the actual 
state of the system. The proposed architecture conforms 
Industry 4.0 design principles and fills the gap between 
Industry 4.0 components on the shop-floor level and the 
traditional ERP system level, managing 
production/customers’ orders (Novák & Vyskočil, 
2022). 
Some authors proposed DTw concepts based on  
(Kritzinger et al., 2018), namely (Cimino et al., 2019; 
Negri et al., 2020). On the other hand, those referring to 
(Tao & Zhang, 2017) differ. Instead, they emphasize the 
presence of a shared database and a service-oriented 
instance.  
 

Authors Traditional 
Service 

Oriented
Fractal

Zhuang et al., 2018 ⌵

Cimino et al., 2019 ⌵

Negri et al., 2020 ⌵

Villalonga et al., 2020 ⌵

Ruppert et al., 2020 ⌵

Martinez et al., 2021 ⌵

Barbieri et al., 2021 ⌵

Negri et al., 2021 ⌵

Ragazzini et al., 2021 ⌵

Villalonga et al., 2021 ⌵

Wang et al., 2021 ⌵

Xin et al., 2022 ⌵

Novák et al., 2022 ⌵

Yang et al., 2022 ⌵

Eunike et al., 2022 ⌵

Magalhães et al., 2022 ⌵

Li et al., 2023 ⌵  
Table 3: Digital Twin architectures clusters review 
 
Thus, the second cluster concerns the adoption of the 
architecture of the Digital Twin for the Shop-floor 
(DTS), introduced by (Tao & Zhang, 2017). Its 
evidence is shown in the “Service Oriented” column. 
The DTS architecture consists of four components. A 
Physical Shop-floor (PS) that includes a series of 
entities existing objectively in physical space. A Virtual 
Shop-floor (VS) that consists of models built in multiple 
dimensions. A Shop-floor Service System (SSS) that 
represents an integrated service platform, encapsulating 
functions of information systems, computer aided tools, 
models and algorithms. Finally, the Shop-floor Digital 
Twin Data (SDTD) that includes PS data, VS data and 
SSS data, as well as the existing methods for modelling, 
optimizing and predicting. (Tao & Zhang, 2017).  
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Three articles refers to this specific architecture (Li et 
al., 2023; Wang et al., 2021; Zhuang et al., 2018), 
adapting it to their specific scenario and improving it 
with a specific intelligent algorithm in one evidence. 
Indeed, (Li et al., 2023) considers a real-time 
optimization strategy of scheduling scheme based on 
rolling window mechanism and grey wolf optimization 
algorithm that are encapsulated into the job shop service 
system to drive the service composition and the 
subsequent scheduling processes.  
However, the relevant element introduced in this shared 
architecture is the big data storage and management 
platform that is the driving force and foundation in a 
smart production management and control system 
(Zhuang et al., 2018).  
The last cluster is illustrated by the “Fractal” column, 
showing DTw containing local or specialized DTw. 
Among them, (Villalonga et al., 2020) defines a DTw 
that can be classified into three main detail levels: local, 
system and global, according to the system that it 
represents. At the local level, DTw represent the 
dynamics of the equipment pieces that compose the 
different production systems. At system level, the 
interaction between the equipment pieces that make up a 
production line. Finally, at global they replicate the 
behavior of the entire shop floor production. Depending 
on the DTw level, different actions can be carried out 
aimed to optimize the production, perform predictive 
maintenance, scheduling, reconfiguration and, decision 
making to assist the operators. Its structure is centred on 
promoting local decision-making through the DTw 
module. 
Finally, we searched for correlations between the 
application purposes and the architecture adopted in the 
specific case, trying to discover if the objective of the 
application could influence the architecture of the DTw 
proposal. Despite the definition of clusters have helped 
to identify some recurrent features adopted by different 
  

authors, no relevant correlations to their purposes have 
been identified. However, evidence of integration of 
tools such as the MES in some architecture provides 
further demonstration of the level of synergy that should 
exist between this technology and the DTw, enabling 
the required bidirectionality. 
 
Findings of the Review 

To summarise the results obtained from the review 
tables, we can confirm that DTw is used over disparate 
applications within the manufacturing. However, 
despite the various services that DTw can offer, we have 
observed that it is mainly conceived as a unidirectional  
tool to monitor the status of the equipment in real time. 
Anyway, searching for interfaces with technologies and 
systems that could guarantee the DTw services, we 
highlighted an emerging effort to provide the synergy 
and bidirectionality with the real system required for the 
Smart Manufacturing. In particular, several references 
to the integration or conceptualization of the MES were 
highlighted. Indeed, the MES appears as a necessary 
system to enable DTw functions. In this regard, we 
noted an emerging trend in the use of such technology 
for scheduling services, whose evidence results in an 
additional feature compared to those identified by 
(Cimino et al., 2019). Another trend that emerged from 
the review is the use of AI, which seems a growing field 
within the Smart Manufacturing. However, searching 
for correlations between the application purposes and 
the different features highlighted in the review tables, 
we can state that no relevant trends could be identified.  
In addition, only 2 of the purposes defined by (Cimino 
et al., 2019) have been largely adopted, resulting in an 
combination them in many cases. Since the DTw can be 
implemented for various purposes within a 
manufacturing, the use of specific technologies or 
functions cannot be confined to a single application.  
 

Figure 1: Architecture clusters identified in the review 
 
Finally, an important contribution of the review 
concerns the similarities found among the various DTw 
architectures, resulting in the definition of three clusters. 
For each of them, a reference framework that generalize 
the common features is provided (Figure 1). For the 
“Traditional” cluster, an adaptation from the framework 
of (Grieves & Vickers, 2017) is proposed. The physical 
and digital systems present a parallel connection and, 

according to (Kritzinger et al., 2018), the data flows 
between the two systems should be fully integrated. For 
the “Service Oriented” cluster, we can observe a 
generalization of the architecture introduced by (Tao & 
Zhang, 2017), where the presence of the three 
components, the common data base and their 
connections is highlighted. Finally, for the “Fractal” 
cluster, we propose an adaptation from the architecture 
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defined by (Villalonga et al., 2020), whose redundancy 
comprehensively illustrates the features of the cluster. 
However, even in this case no correlations with the 
application purposes were found, but a resulting trend in 
the integration of the MES has been highlighted. 
 

CONCLUSIONS 

The review that we conducted has shown that DTw is 
still an ambiguous term. The results have demonstrated 
that DTw services, technologies used, and architectures 
are independent: we could not find any correlation 
architecture, technologies or DTw services. 
However, some important trends have been identified:  
 Scheduling is a promising area of application for 

manufacturing.  
 MES and AI are two emerging tools within DTw 

development. 
 DTw with similar application purposes can be 

described with different architectures. 
In accordance with these, future research should focus 
on the definition of more accurate application purposes, 
in order to consider the adaptability and versatility of 
the DTw over different scopes. This could facilitate the 
identification of further correlations with the different 
features that the DTw can implement. In particular, a 
correlation between specific application purposes and 
the architecture clusters that we have identified should 
be provided. In this sense a guideline could be defined 
to support implementation, and the proposed 
frameworks could serve as a basic architecture the 
designer can refer to, adapting it to the specific 
scenarios and requirements. Lastly, taking the identified 
trends into account, any proposed architecture should 
include the MES, as it is recognized as an essential 
element of the digital thread. 
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ABSTRACT 

The rapid changes in social, political and economic 

policies in today’s European landscape create an 

increasingly turbulent and demanding market. In 

response to disruptive internal and external factors, the 

manufacturing industry strives to establish integrated, 

intelligent and digital solutions, targeting sustainable, 

reconfigurable and resilient systems capable of swiftly 

ramping up to maximum production capacity, enabling 

rapid adaptations in product functionality, process 

technology and production volume. In this context, 

Digital Twins (DTs) are means to map complex 

manufacturing systems and process chains for fast and 

efficient reconfiguration of production lines and entire 

value chains. This paper proposes a holistic architecture 

for digital twins spanning various hierarchical levels: (i) 

product level, (ii) process level, (iii) system level, and 

(iv) system of systems level. The benefits and 

challenges of the proposed approach are discussed in a 

real case study from automotive industry. 

 

INTRODUCTION 

Traditional manufacturing systems are vulnerable to 

sudden changes in their local ecosystem and market 

environment. Co-evolution of products, processes and 

production systems necessitates a transformation 

enabled by state-of-the-art technologies in order to 

remain globally competitive (Tolio et al. 2010). Early 

implementations of digitally-enhanced systems were 

oriented towards boosting system’s productivity, 

resource efficiency and mid-term responsiveness (Tolio 

et al. 2014). However, the adoption of digital 

technologies in the context of Industry 4.0 to date 

typically follows a gradual approach. Nowadays, this 

gradual adaptation falls short to proactively compensate 

production losses imposed by ever-fluctuating demand 

and higher customer expectations. Hence, 

reconfigurable manufacturing systems (RMSs) gain 

particular attention to cope with these issues. RMSs 

exploit the advantages of decision-making mechanisms 

and the set of technologies to design, develop, monitor 

and control manufacturing systems (Koren et al. 2018). 

Digital Twins (DTs) are one of the widely adopted tools 

in RMSs for representing both the physical and logical 

state of a specific product, process or multi-stage 

manufacturing system in a digital domain (Boschert and 

Rosen 2016; Schleich et al. 2017; Wang et al. 2019). 

DTs are able to elaborate in-line gathered heterogenous 

planning and process data (Tomiyama et al. 2019), 

which allows them to explore and evaluate a priori the 

possible future scenarios and provide the best strategy 

in decision support framework that optimizes certain 

production aspects: for instance, final quality (Yemane 

et al. 2018; Colledani et al. 2018; Ceglarek et al. 2020; 

Magnanini and Tolio 2021a;  Matta and Lugaresi 2021), 

predictive maintenance (Makris et al. 2019) or 

production planning (Magnanini et al. 2021b). On the 

other hand, the factors that are outside the process 

chain, such as inter-organizational circumstances and 

external environment dynamics (e.g., raw material 

shortage, technological advancements), also need to be 

considered for the consistent mapping of DTs (Hänel et 

al. 2021a). Indeed, the logistical disruptions and high 

market variability in demand-driven production (Just-

In-Time or Just-In-Sequence) continuously raise 

significant challenges in delivery strategy and 

warehousing. Therefore, logistics DTs can be utilized 

for supply chain networks to early detect changes and 
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simulate alternative intralogistics scenarios to respond 

promptly (Ivanov and Dolgui 2021; Moshood et al. 

2021). 

Even though these contributions to scientific 

literature are relevant, they primarily focus on the 

development and implementation of individual DTs at 

single level within a manufacturing system or their 

horizontal collaboration. The term horizontal 

collaboration here refers to the DTs collaborating at the 

same hierarchical level. On the contrary, to achieve 

completely sustainable, agile and smart manufacturing, 

a holistic approach that incorporates both the horizontal 

and the vertical linking of digital representations in the 

form of DTs is required. In RMS context, this means 

deriving the optimal network-level solution by 

embedding product, process, system and system of 

systems DTs in an integrated framework to provide a 

comprehensive reconfiguration strategy. 

This paper discusses the vertical integration of several 

DTs acting at various levels in a unified, human-centred 

architecture that leverages the benefits of digital 

technologies to demonstrate a synthetic view of the 

value chain and feasible reconfiguration options. In 

fact, the advantage of having a unique and 

comprehensive model for the performance evaluation 

and joint parameter adaptation of the manufacturing 

system, based on data gathered from the operating 

system and its surroundings, is discussed in particular 

when tactical, but also strategic decisions are to be 

considered.  

The paper is organised as follows: the proposed 

framework is presented in Section 2; in Section 3, a real 

case study is introduced, challenges and solutions are 

explained; lastly, the conclusions and future research 

directions are addressed in Section 4. 

PROPOSED VERTICAL FRAMEWORK 

The developed framework for rapid repurposing, 

adaptation and ramping-up of production lines and 

dynamic networks to match new production 

requirements is provided in Figure 1. 

DTs can fulfil divergent functions at each level. A 

uniform subdivision has not yet been established in the 

literature, as there are peculiar views on classifying part 

of a manufacturing system as a self-contained system or 

an integral part of a larger system. A systematisation 

into hierarchically arranged system levels is however 

widespread. While some industrial enterprises use 

production-specific terms such as equipment, process or 

plant (Wanasinghe et al. 2020; Cinar et al. 2020), a 

broader division is given as unit, system and system of 

systems in (Barth et al. 2020; Tao et al. 2019). In this 

article, the terms product-level, process-level, system-

level and system of systems-level DTs are considered.  

Product-level DTs include a product model, which 

can be based on data-driven, physics-based or hybrid 

approaches. It contains the material and product design 

information and correlates Key Quality Characteristics 

(KQCs) of the constituent components to predict the 

output product functionality and quality. This 

information is elaborated in process-level DTs, 

simulating the process behaviour and running an 

optimisation algorithm to select the optimal process 

parameters and settings for each associated unit (e.g., 

the trajectory of a robotic arm) depending on measured 

KQCs of incoming parts. The increased use of sensors 

              

            

          

                                 

                      

                        

            

                  

             

             

                   

                    

                          

               

                       

                              

          

                   

                              

       

                          

                             

                    

Figure 1. Vertically integrated DTs framework connecting product, process, system and system of systems-level DTs. 
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and in-line measurement instruments allows the 

synchronous analysis of simulation models during 

manufacturing, using empirical data acquired through 

systematic in-line observations as an input, for 

downstream adjustment of machine settings for the next 

operations. Thus, before the actual physical 

changeover, simulation results in the virtual domain can 

support the decision-making of the operator, or directly 

adapt the process parameters, preventing the defect 

generation or their superimposition into end-of-line 

waste. In order to increase usability, scalability and 

interpretability, while reducing the computational 

burden of these models, proper order reduction and 

meta-modelling solutions are highly encouraged, 

simplifying model complexity but capturing the most 

relevant process dynamics and input parameters - 

output KQCs correlations. It is extremely critical 

especially for process-level DTs since they should not 

interfere with the processing time, turning DTs into 

system bottlenecks. 

System-level DTs, motivated by industrial needs, are 

innovative manufacturing flow models according to 

state-based representations of production systems. 

Thanks to system-level DTs, the production logistics 

and quality performance of alternative production line 

configurations and workforce allocations can be 

evaluated to support inventory and inspection station 

allocation and properly balance the trade-off between 

quality and productivity, which leads to an increase in 

system yield (Ysystem) defined as the fraction of 

conforming products produced by the system with 

respect to the total (Eeff/Etot). These models are 

continuously fed with shop-floor data, in order to 

provide a high-fidelity, dynamic, virtual representation 

of the production flow. The user (usually the production 

planner) can import the DTs of production modules 

(block-based approach) in the workspace from a 

catalogue, capturing machine failures, process 

deviations and disturbances, to select the capabilities 

and form an initial system layout. For already integrated 

modules, the available production data is analysed by 

process intelligence tools to let SBM of the production 

modules emerge. The SBM for the entire production 

system is generated starting from the reconfigurable 

module state models by using a physics-based 

composition approach. Both long-term and short-term 

performance measures are predicted under given 

process chain configurations.  

It is important to note that, during the reconfiguration 

of a manufacturing system, the intralogistics and supply 

chains need to be analysed as well. With the help of 

previously gained knowledge, early prediction of the 

impact of changes, for instance in shipping traffic, 

becomes available as a result of logistics DTs that 

continuously evaluate the supply chain on the level of 

system of systems. At this point, system-level DT and 

logistics DT can be unified in a multi-objective 

optimisation workflow to simulate the alternative value 

chains to generate KPIs (e.g. lead time, robustness, 

costs) and make them accessible for an interactive 

decision tool to choose the final reconfigured process 

chain based on a situation-adapted mix of KPIs. Here, 

each value chain is generated by exploring and 

combining feasible parameters of the two DTs that 

perform the accurate analysis of the individual value 

chains and related KPIs. Additionally, the alternative 

value chain generation and analysis allow the expansion 

of feasible solution space of supply chain and 

manufacturing process reconfiguration scenarios. The 

integrated formulation of the value chain, linking the 

product to process decisions in a factory to logistics 

process decisions in cross-sectorial business 

environment and vice versa, enables to derive the 

optimum network-level solution. The sequential 

approach, where the optimal logistics reconfigurations 

determine the manufacturing process decisions or vice 

versa, leads to suboptimal solutions. The iterative two-

way communication of these two DTs inside a unique 

framework is a missing aspect in most of current tools 

and is the key to deriving global optimal reconfiguration 

solutions. 

As explained, the proposed framework is based on the 

coupling and intertwining of four pillars, each of them 

exchanging data and information collected from their 

respective levels through PLC, MES, PLM or ERP. The 

acquisition and management of such unsynchronized, 

heterogenous, multi-resolution and multi-scale data 

about:  

i) Material/product, gathered by inspection 

technologies, both contact and non-contact, in-line 

and off-line, 

ii) Process, gathered by in-process sensors, 

iii) Machine state, gathered by production monitoring 

system, 

iv) Product flow, gathered by part tracking solutions, 

v) Codified feedback, gathered operators, 

vi) Market, gathered from external data lakes, 

pass semantic tagging, processing and integration steps 

in data management layer (Magnanini et al. 2020). This 

allows to achieve the observability of product, process 

and resource states. Hereby, certain data gathering and 

cybersecurity protocols need to be established for safe 

and secure upscaling of the framework. In this sense, 

one solution could be European activities such as 

GAIA-X (Seidel et al. 2022), which can, for example, 

realise trustworthy handling of data and its use at all 

levels of the value chain, especially in the area of high-

tech applications (Hänel et al. 2021b). 

The output of this framework is composed of a set of 

management decisions or control actions for 

dynamically driving the manufacturing value chain to 

the achievement of production efficiency and quality 
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targets, with a continuous improvement loop, suitable 

for fast-changing, difficult-to-predict production and 

performance requirements. 

Lastly, the main challenges posed by the necessary 

seamless integration of DT technology into the 

manufacturing system and the cognitive loads on the 

operating personnel are taken into account with the help 

of a human-centred approach (Longo et al. 2022). This 

approach depends on the basis of experience and 

technical competencies of the employee. Firstly, the 

interaction and awareness with digital technologies are 

driven, particularly for skilled workers, using upskilling 

based on education levels and needs. This includes, for 

example, the application of Augmented Reality (AR) 

and Virtual Reality (VR) at product or process level. 

Furthermore, the application of sensor-equipped tools, 

for instance in fields involving highly manual work, 

enable process recording and down skilling process 

evaluation. On the other hand, KPI-based metrics can 

be made available to the user, i.e., decision-makers. To 

facilitate user interaction, a set of simplified GUIs and 

HMIs can be designed and developed to support 

production and quality planning managers as well as 

shop-floor operators, to quickly adapt production 

targets and line management strategies to the specific 

changing demand levels and features. In addition to 

that, a broad database enables the user to make 

predictions, which are particularly suitable for the 

system and system of systems level to make optimal 

decisions based on the observed situation. Hence, the 

human can actively participate in each manufacturing 

step and collaborate with developed DTs, putting into 

work also their knowledge to comprehensively 

compensate for the drastic changes implied by 

fluctuating market requirements. 

 

REAL CASE STUDY FROM AUTOMOTIVE 

INDUSTRY 

The challenges, benefits and preliminary 

implementation steps of the proposed architecture in 

previous section are elaborated under this section in a 

demonstrator from car body parts. 

Car body parts – Fontana Group 

Fontana Group is a leading Italian producer of luxury and 

sports car body parts. The process chain of Fontana 

includes manufacturing of dies, stamping of body panels, 

production of outer and inner body parts, assembling of 

complete body-in-white and sub-assembly of closures 

and fixed components, as shown in Figure 2. 

The expanding use of secondary and “green” 

aluminium, to answer the volatile market dynamics in 

terms of raw material availability, elevates the number of 

scraps in automotive industry since these alloys have 

variable mechanical properties that affect the final 

quality. Thus, it becomes very crucial to predict the 

forming behaviour before the defects accumulate and 

result in non-conforming products. Moreover, due to:  

i) The growing demand and customization for member 

of car models call for increasing number of 

production cells since each cell is customized for 

individual parts, not capable of being used for 

families (similar models derived from single 

versions) because the equipment is not modular and 

automated. Eventually, the space occupied for 

production operations and logistics management 

rises day by day, in addition to long cycle times 

caused by handling.  

ii) Increasing the grade of automation and quality 

standard requirements force greater investments, but 

manual production with low investments and high 

quality guaranteed by automation with high 

investments must be correctly balanced to achieve 

the desired quality in the scheduled time. 

iii) Short notice to produce, shorter time to market 

requests smaller batches and rapid reconfiguration. 

For this purpose, the production cells suitable for 

several types of pieces, instead of one-to-one 

matching, are preferred for a conversion in the event 

of a product change, rather than dismissing the cells 

Figure 2. Fontana Group Production Steps 
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at the end. Furthermore, currently, the single cells 

are 100% saturated only for a brief time period, 

while the rest of the time they are stationary. Multi-

product cells can resolve this problem. 

iv) Process stability issues, where temperature and 

deformation rate must remain constant throughout 

super plastic forming process, and shrinkage of 

metal sheets due to uncontrolled cooling asks for 

rework operations for deviated parts.  

DTs carry immense importance to Fontana not only to 

predict the forming behaviour but also to simulate the 

assembly processes in order to anticipate any deviation 

from nominal feature values, activate downstream 

compensation by means of feed-forward control and 

reduce assembly setup time. To enable higher flexibility 

and resilience of Fontana Group’s manufacturing 

system, the DTs of the proposed architecture are 

explained in the following. 

Product-level DT: Constantly monitors the material 

database for the availability and type of raw materials. 

The impact of variability in mechanical properties of 

different materials is reduced by back-and-forth 

information exchange with product meta-model and 

optimisation algorithm that searches the solution 

domain constrained by inventory availability to adjust 

the product configuration. 

Process-level DT: The numerical model with an 

accurate digital description of the production processes. 

Simulation of forming, hemming and assembly 

processes in order to obtain quality improvements and 

best tooling performance under optimal process 

parameters for the next operation within a feasible range 

based on product-level DT outputs. Indeed, part FEM 

model is utilized for the automatic configuration of 

boundary conditions and loads. In addition to that, the 

lessons learned at the end deepen the product and 

process know-how that mainly depends on operator 

expertise (e.g., qualified or non-qualified), and provides 

valuable feedback for operator learning.  

System-level DT: In order to obtain a sub-assembled 

part “family”, a Multi-Product Line (MPL) is needed. 

MPL includes all the necessary manufacturing 

processes like hemming, bonding, self-piercing, spot 

welding and clinching for bodyside and door. This 

allows to optimise the MPL associated costs 

(investments, management and maintenance), part 

handling and assembly cycle time, and ultimately the 

overall cell performance for the production mixes and 

batches involved in the same MPL. The Discrete Event 

Simulation (DES) of the process chain is developed to 

foresee, through historical data and peculiar system 

dynamics, system operation, reachable throughput and 

bottlenecks: enabling the optimisation of resources and 

storage. Afterwards, when the system is working, the 

DES can be used to verify how the production capacity 

is affected by modifications of the different parameters 

or shop-floor layouts, to highlight possible criticalities 

and to evaluate the benefit of potential improvements 

that can be performed on the equipment. All those 

actions can be conducted by the simulation before 

proceeding with any physical activity. 

System of systems-level DT: Cross-enterprise supply-

chain and manufacturing cooperation. It includes 

various stages of the product lifecycle, where the data 

from all these cycles are combined. Thanks to system of 

system level DTs, possible value streaming scenarios 

for defective (3-4%), scrapped (0.5%) or post-use 

returned products are identified and based on the 

economic feasibility of the alternatives, in-line defect 

compensation, recycling or post-use returned product 

value retention strategies such as remanufacturing, 

reuse, repair are selected as a basis for reconfiguration. 

CONCLUSIONS AND FUTURE WORKS 

This paper puts modular DTs deployed on different 

manufacturing levels, from bottom (product and 

process) to top (system and system of systems level), 

into a unique human-centric framework to be used for 

short and long-term reconfiguration of manufacturing 

systems. The current challenges in a real case study 

from automotive industry and what possible benefits the 

proposed framework can bring by integrating the 

vertical solution are discussed. To tackle the vague 

standards of interfaces and software for interoperable 

design and use of DTs and to guarantee the data flow 

between multiple system layers, Industrial Internet of 

Things (IIoT) based on integrated data gateways, edge 

computing or Data Quality Management (DQM) 

platforms are considered. 

Future research will be focused on the 

implementation of a collaboration platform for 

capability-based matchmaking between the required 

production capabilities for reconfiguration scenarios 

under consideration and available skills in the local 

ecosystem for dynamic and agile production network 

cocreation. Based on the prognosis of the needed 

capabilities, additional production modules (machines) 

to be acquired in order to satisfy the new production 

needs will be identified. The platform will then provide 

the environment to enable the fast generation of focused 

connections among different actors of the value chain, 

where the end-users will be able to identify potential 

suppliers in their local ecosystems or outside, and adjust 

the production module configuration, product recipes 

and production flow in their manufacturing system, 

while minimizing their costs. 
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ABSTRACT 
This paper highlights technical and practical challenges 
that  the authors have faced to create a digital twin (DT) 
of a piece of manufacturing system, that is production 
process (i.e., assembly process) to serve system 
responsiveness (i.e., agility) in an offshore wind turbine 
manufacturing. It discusses the elements and 
architectural parameters in development of an agile 
manufacturing system, where DT of shopfloor and its 
practical setup is seen as a design element enabling 
agility in an industrial system. Currently, there is no 
detailed framework to describe how industries can 
practically benefit a DT of their production process in a 
way that their manufacturing systems becomes 
responsive to perturbations, and ultimately agile. More 
importantly, there is no detailed study to show potential 
challenges and their implications during deployment of 
such a DT. In absence of such a study, this paper proposes 
a configuration and practical architecture, customized for 
Siemens Gamesa Renewable Energy’s (SGRE’s) 
offshore wind turbine (OWT) manufacturing system, that 
denotes the logic behind such framework for reuse of DT 
in any typical manufacturing system along with its 
practical implications, helping other industries to predict 
potential challenges and estimate realistically the 
required budget for such implementation. The proposed 
model-based structure is built up based on the benchmark 
commonalities and differences of the known developed 
DT models in manufacturing and production context, 
incorporating the existing physical and virtual spaces in 
SGRE’s OWT manufacturing system, complemented by 
supplementary systems and software applications from 
existing technologies in market. The paper concludes 
with thoughts on a pilot project in production line of an 
OWT’s generator unit that is under development to verify 
such a design. 
 
DIGITAL TWIN IN MANUFACTURING – AN 
ENABLER FOR AGILE SYSTEMS 
The digital twin (DT) concept revolves around the 
principle of mirroring and monitoring a physical asset’s 
constitution and behaviours using a simulated 

counterpart (Fonseca and Gaspar, 2021). Both physical 
and virtual sides share the purpose of supporting 
decision-making during operations, either in (near) real-
time or pre- emptively. The digital twin represents a tool 
for verification and validation of system behaviours, and 
the study and debugging of operational problems. After 
the aerospace sector put the digital twin forward (Shafto 
et al. 2010; Boschert and Rosen (2016)), it has been 
adopted by an array of other industries, including 
manufacturing.  
 
Diverse conceptual schemes for DT are observed in the 
literature. Grieves (2011) defines a physical and virtual 
space connected by information flow across their 
elements. Kraft (2016) introduced digital thread as a 
standard that brings the right information to the right 
place at the right time with a focus on the virtual space, 
partitioning it into five interconnected models. Zhang et 
al. (2019) introduced digital twin-driven cyber-physical 
production system (CPPS) structured in five layers. 
These elaboration, however, remained at conceptual level 
for interested practitioners and companies.  
 
Since then, data-driven applications, computerized 
systems, and technologies contributing to the concept in 
manufacturing system have been developing continually 
and interchangeably. Technologies such as virtual reality 
(VR) and augmented reality (AR) yet remain limited to 
simulation or virtual aspect of an object or a process. 
While the physical dimension of the model requires 
application of a complicated system engineering on 
interactions across sub-systems and the ultimate 
architecture of DT. Such an engineering is specially 
needed where the physical dimension of the model 
contains smart technologies, e. g., cobots (collaborative 
robots), smart devices enabled by PLCs for machine 
learning (ML), open platform communication unified 
architecture (OPC UA), supervisory control systems 
(such as SCADA), and live tracking and monitoring 
systems in the format of manufacturing execution 
systems (MES). 
 
More specifically in manufacturing context and 
production processes, a more precise definition of a DT 
implies a real-time representation of the real-world (Leng 
et al., 2019) by which the real-time visual remote 
monitoring, accurate prediction of analytics and future 
behaviours, optimization and validation of alternative 
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scenarios, communication (feedback loop) and 
documentation are enabled. These functions in a digital-
visual format, from one side integrated with product 
lifecycle management platforms (PLM) and from the 
other side integrated with digitized, robotized, and 
automized solutions at physical space, close a loop which 
serves agility and response steps in a coherent system 
design. In this context, the scheme from figure 1 helps to 
shape our understanding on how DT is a key enabler for 
an agile manufacturing system.  

Figure 1 - An Agile System’s High-level Design wherein 
the Closed Feedback Loop is Enabled by Production DT 

Virtual world in figure 1, can have multiple versions, 
such as virtual real-time running production (fed by 
actual data) or virtual generic production (fed by planned 
data) or a virtual hybrid reality (fed by analytical and 
statistical data, usually aiming to represent an 
optimizatied version of real production). DT here is an 
environment in which a collection of systems, that 
represent the real-time running production in virtual 
format, collaborate in an interactive mode. The closed 
loop of the virtual world/DT and the engineering 
platform is simply recognizable in figure 1. However, the 
loop of the virtual world/DT and the real world is only 
closed through the engineering platform. That means, 
there is no direct data flow from the virtual world/DT to 
the real world, unless through the engineering platform 
that is the only authorized source of data to feed the real 
world. The validity of this fact, in both theory and 
practice, comes from the conceptual and practical 
differentiation between the virtual world and engineering 
platform that is pretty new for the history of indusytrial 
virtuality. Such differentiation has taken place by 
introduction of technologies, with capabilities of 
representation in both worlds, and digital interfaces of the 
reral-world (e.g., manufacturing execution systems 
(MES)). DT in agility design is meant to fill the gap 
between the real-world and the engineering platform. 
Agility in manufacturing is here understood as a high-
level responsiveness, that is, a property that enables the 

system to respond quickly and effectively to a change, 
regardless of predictability, or identifiability of the 
change. To be agile, a selection of system properties 
(referred to as -ilities) should be activated on right time, 
while interacting interchangeably, to detect the change, 
interpret and analyse the risk, make a decision, act and 
reconfigure the system according to the new status. There 
are technologies to provide physical and virtual solutions 
for each of these steps, where the response behaviour is 
the result of an integration of all these solutions in a way 
that sub-systems can talk to each other and collaborate 
interchangeably to cover alternative possibilities toward 
an optimum response as quick as possible. Thus, a DT 
and its practical setup seems to be the right element for 
converging these technologies in a manufacturing system 
whereby the collaboration of virtual and physical sub-
systems is enabled. (Nickpasand and Gaspar, 2023) 

In a review of literature and existing structures for real-
time DT that are used in manufacturing, four 
architectures supported this paper. In all these 
architectures, up-to-date technologies and state-of-the-art 
solutions are utilized and validated in relevant 
experiments. Qi et al. (2021), Yi et al. (2021), 
Redelinghuys et al. (2020), and Zhang et al. (2019). 

Figure 2 – Layers of a Digital Twin Architecture 
according to Zhang et al. (2019) 

All these architectures are common in a layered structure 
and the essence of core layers, also in having an IoT 
infrastructure, a multi-directional data flow, high fidelity, 
real-time representation, and visual capabilities, here 
exemplified in figure 2 from the work of Zhang et al. 
(2019). These commonalities are comprehended as the 
dimensions or architectural requirements of any DT in 
manufacturing system that may be adopted when shaping 
the DT of a piece of its production real world. Thus, the 
SGRE production DT design model stands on the same 
principles and framework extracted from these 
commonalities. Such a design in SGRE is still under 
development, especially at IT infrastructure side (e.g., on 
cybersecurity and documentation domains), yet a 
reasonably functional design is pre-assumed in this study 
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to define the customized specification of such DT model 
simultaneousely with its partial deployment (in a pilot 
format). The focus of this paper, thus, is the technical and 
practical challenges during such a deployment. 
 
A comparison in how diverse features are tackled by each 
of these four authors is discussed in Table 1. 
 

 
Table 1 – 18 Digital Twin Features in Manufacturing 

Analysed in Four Schemes from the Literature 
 
OFFSHORE WIND TURBINE MANUFACTURING 
– MAIN ASPECTS FOR PRODUCTION DIGITAL 
TWIN 
Siemens Gamesa Renewable Energy’s (SGRE’s) direct-
drive offshore wind turbine comprises 3 main modules, 
integral blades (fiberglass), nacelle (metal parts), and 
tower (welded bent metal sheets), in which nacelle 
includes hub (interfacing blades), generator, and backend 
(sitting over the tower), figure 3. At time of this writing, 
SGRE’s blade factories and nacelle factories are 
organizationally split, due to different material, 
manufacturing technologies and factory setup, while 
tower manufacturing is completely outsourced. Focus of 
this writing is limited to nacelle, and the pilot project, as 
a proof of concept, is defined in generator production line 
of D8 model, located in Brande, Denmark. 
 
Like in any electrical motor, the generator consists of a 
stator that includes coils, sitting inside a rotor that holds 
magnets. The output of the turbine is very much 
depended on the gap between the coils and the magnets. 
Generator from one side interfaces hub by connection of 
the main bearing, and from the other side, interfaces 
backend by connection of the brake disc, figure 3. 
 
Outsourcing nearly all the parts, SGRE OWT’s generator 
production comprises majorly assembly processes 
supported by functions such as process engineering (or 

industrial engineering), planning, procurement, supply 
chain management, inventory control and warehouse, 
maintenance and calibration, logistics, quality control 
(QC), quality assurance (QA), SHE (safety, health and 
environment), project management office (PMO), and 
some more. Manufacturing technologies being used in 
assembly processes can simply be reduced to moving (by 
trucks, lift-trucks, cranes and movers), placing (precise 
placement and accurate adjustment of parts during 
mounting), and tightening parts (critical bolted joints), 
for which various digitalized, robotized, and automized 
solutions have been employed during time to handle big-
size components (e.g., 7 meters diameter for generator 
rotor-house and 140 tones weight for a generator unit) 
and the long cycle time (175 hours for a generator unit). 
 

 

          
Figure 3 - OWT’s Main Modules (above) and Generator 

Main Structure (below) 
 

However, the main complication of the process is rooted 
in the fast pace of changes in design, configuration, and 
main parameters of both product and processes that lead 
to frequent changes in manufacturing setup, where the 
functioning sub-systems are not properly interconnected 
to respond to such changes synergically and agilely.  
Most complicated examples are when a new design 
releases or takt time (rate of production to meet customer 
demand) changes, where parameters such as sequence of 
operations, number of operators at each workstation, 
routing (material flow), procedures, tooling, and even 
layout might be affected and documents such as risk 
assessment, work-instructions, checklists, and many 
more might need to be modified accordingly. With high 
frequency of such changes, the need for a responsive 
system is highlighted. Following the high-level agility 
structure in figure 1, figure 4 is developed to show the 
detailed design of such responsive system in SGRE, 
wherein the DT’s architectural requirements, extracted 
from state-of-the-art architectures’ commonalities 
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(feature from Table 1), are contemplated for reuse of 
SGRE smart assembly’s DT. 
 

 
Figure 4 - Detailed Architecture for SGRE 

Responsive/Agile Setup with use of Digital Twin 
 
The physical and actual space of the manufacturing 
system, represented in the left side of the scheme from 
figure 4, is perceived as production environment or 
factory, comprising all the tangible objects, machineries 
(including smart devices, robots, cobots, AGVs, XR 
hardware, etc.), sensors and controllers (including PLCs, 
supervisory controllers, etc.), systems and solutions 
(including OPC UA infrastructure, ML-specific 
controllers and servers, MES haardware, etc.), operators, 
tools and facilities, and all that includes the tangible 
effect of production support functions. Production 
support functions usually refers to functions that don’t 
have direct role in adding value to the product but are 
required to support the process of production. Some of 
the SGRE’s production support functions are already 
mentioned earlier in this chapter. The left side in figure 4 
is lowlighted since the content of the real production 
environment is not a focus for this paper and DT models 
take the corresponding real-time sensory data through 
MES as the dgital interface of the manufacturing system. 
 
The top side in figure 4 represents engineering platforms 
that includes PLM system and execution system. PLM 
software system, that in SGRE is Teamcenter 
(Levišauskaitė et al., 2017), accommodates product 
development and generic process development, wherein 
engineering design process (EDP), generic product 
definition (GPD), and generic manufacturing definition 
(GMD) are conducted by process engineers. (EDP refers 
to design of parts and components that is conducted by 
individual designers. GPD refers to design of a complete 
product or module that is conducted by product owners 
or chief engineers who have insight about the whole 
product/module’s configuration and the interfaces of the 
parts. GMD refers to manufacturing processes and 
operations whereby the allocation of material to each 
operation is specified.) Teamcenter is a cloud-based 
collaborative engineering platform that integrates all the 
data, information, documents, and change management 
history during product and process development. SAP is 
an execusion platform in full alignment with Teamcenter 

and MES mostly used for plant-specific setup and plant-
based management. The top side in figure 4 is lowlighted 
since the content of the endgineering environment is not 
a focus for this paper. DT models take the corresponding 
planned data through build-in connectors between 
Teamcenter and Tecnomatix simulation software. 
 
In the center of the figure 4,  a smart MES is an inevitable 
element for agility design, serves the production’s DT as 
a real-time monitoring system feeding the simulation 
models by actual (i.e., real-time) data and comparative 
analytics. MES is a central platform acting as an interface 
for automation of functions which are serving the 
production either by adding direct value or by supporting 
it.  MES in SGRE acts first as a help for operators by 
providing them with digital guideline and all the required 
information and documents they may need before, 
during, and after an operation. It also facilitates the 
communication that an operator may need to make with 
any of the support functions during an operation. MES 
automates the collection, storage and analysis of data, 
making most of the main parameters of the production 
process measurable and controllable. All the collected 
actual data from an operation are stored, displayed in live 
monitoring format (convertible to reports integrated with 
Power BI applications), processed as comparative 
analytics compared to engineering data from PLM 
system, and run down through a time-series database to 
feed the simulation applications. In figure 4, MES, its 
content and setup is not a focus for this paper while its 
connection to DT models, specifically to virtual systems 
such as simulation and XR systems, is a part of the pilot 
implementation whereby the corresponding technical and 
practical challenges are discussed thoroughly. 
 
The right side of the figure 4 represents virtual 
applications in use, each one having different role in 
fulfilling responsiveness/agility of the overall system. 
Even applications such as AR, with utilization in 
shopfloor (i.e., actual space), are sitting on the right side 
of the figure based on their virtual nature and needed 
infrastructure. VR, NVIDIA Omniverse, and all 
simulations including plant simulation and process 
simulation sit also on this side. SGRE uses Tecnomatix 
as the simulation software. 
 
NVIDIA Omniverse (https://nvidia.com) is a platform 
(even if not the only one in the market) for integration 
and collaboration of 3D-graphics visual applications. 
Using its own brand GPU (graphics processing unit) that 
is customized for game industry, NVIDIA Omniverse has 
capability of graphics optimization, parallel computing, 
and life-like  graphical animated visualization. On such 
an environment, not only different applications in virtual 
space are integrated and synchronized in a life-like 
animated format with real-time interactive visual 
interface, but also simultaneous collaboration of 
engineers working on different applications enables a 
real-time concurrent engineering in 3D environment. In 
figure 4, NVIDIA Omniverse system closes the feedback 
loop of the entire system through direct connection to 
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PLM system where the engineering change management 
is systematically organized. Such a closure enables full 
agility where the engineering change management 
system, as a part of the PLM system, by support of the 
DT, acts faster and more effective during a change. In 
other words, in an agile loop, any change or perturbation 
with origin in actual physical production environment is 
reflected on DT, analyzed, verified and with alternative 
solutions is sent back to the engineering environment 
(i.e., the PLM system) for adoption and adaption. 
NVIDIA Omniverse is recognized as the DT platform in 
SGRE manufacturing system, integrating various virtual 
world’s systems backed by real-time data. Without such 
an integration, it is impossible to imagine a twin of a 
process like production/assembly process, with 
numerous human, tools and machineries equipped by 
sensors and PLCs, feeding various virtual systems. 
Figure 5 is a comparative picture showing simulated 
model vs. life-like animated graphics by NVIDIA 
Omniverse. 
 

 
Figure 5 - Simulated Model by Tecnomatix Process 

Simulation (left) and Life-like Animated Graphics by 
NVIDIA Omniverse with Data from Tecnomatix as 

Input (right) – https://nvidianews.nvidia.com 
 
Studies, in production/assembly’s DT, or generally in 
industrial DT, have rarely discussed the final format of 
such a DT’s output and its interface. Most of studies 
remained at the level of system design and architecture, 
without presenting a case-customized configuration and 
final format for it. Therefore, in reply to how a real-time 
assembly DT looks like, a knowledge-based answer may 
point out the architectural state of the art, and a careless 
answer may refer to some animated simulation 
commercials. However, it is commonly perceived that 
the final DT should have a visual interface, by common 
sense exhibitable on a display in graphical life-like 
format. 3D simulations and industrial animation software 
are gradually moving in that direction to make integrated 
life-like graphical expression of the real world, however, 
there are still a lot of challenges for industrial hardware 
to handle the heavy graphics of such a detailed DT. Yet, 
the SGRE production DT itself is placed at virtual space 
of the manufacturing system due to its nature and the 
final output format. 
 
With focuse on the right side of figure 4, this paper 
highlights technical and practical challenges in 
implementation of a DT pilot. The green border in figure 
4 shows the area in which these challenges are seen. 

CHALLENGES OF DIGITAL TWIN IN SGRE 
OFFSHORE WIND TURBINE PRODUCTION 
The architecture of a smart production DT is enabled by 
development of the recent technologies, however, in 
practice of getting to a functional DT that generates 
operational value, manufacturing industry struggles still 
to overcome some technical, contextual, and economical 
challenges. 
 

  
Figure 6 - Application of VR Glasses and AR Holo-

lenses in SGRE System Engineering Lab. 
 
Among technical challenges, the most part is rooted in 
incompatibility of the applications when it comes to their 
interconnectivity and integration. Various AR and VR 
software and hardware brand in the market, with several 
features and different levels of industrialization, security, 
and compatibility, require an extensive assessment and 
risk analysis to be selected for the purpose, that in large 
scale, demands a broad requirement management, 
leading to a broad stakeholder management. Since most 
of these applications are already in use almost as 
randomly by scattered teams and departments for 
different purposes (e.g., work instruction, training, 
ergonomics, etc.), integration and reuse of what we have 
in house also require a solid knowledge sharing process 
ending up into a proper documentation, that is lacking. 
Lack of knowledge for development of some desired or 
SGRE-specific features for any of the virtual applications 
is also a risk, however not a showstopper.There are cons. 
and pros. in either developing the knowledge in house or 
just investigating in the market for buying third party 
connectors, API packages or developers’ service 
solutions. Figure 6 shows the VR glasses and AR holo-
lenses that we use in our system engineering lab. 
 
Heavy graphics, both in running simulated models, that 
is the main environment for VR and AR holo-lenses 
applications, and in any interactive virtual software, is 
another challenge, with effect of a very slow 
functionality of the applications and lagging movements 
in the environment. NVIDIA Omniverse is selected as a 
DT-integration platform to also address the heavy 
merged graphics problem by use of its own-brand GPUs 
which are developed to stay competitive in interactive 
gaming market. In its main license package, NVIDIA 
Omniverse has more than 42 connectors and plug-ins and 
its compatible with more than 40 file formats in import 
and export. However, the API and connector to 
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Tecnomatix software is still under development and 
currently provided by a third party called Netallied 
Systems. NVIDIA Omniverse is not an SGRE’s business 
application yet. That is, the trial license needs a business-
case and an IT demand seeking for IT approval. From 
cyber security point of view, until a software becomes an 
SGRE’s business application, sitting on its clouds and 
fully integrated in its infrastructure, it’s not secure. That 
means the business data and documents can not be 
uploaded, saved or shared on the software. 
 
Among Tecnomatix simulation software modules, Plant 
Simulation and Process Simulation are contributing to 
the SGRE responsiveness and smart assembly DT. Based 
on the strategy of the developer company, Tecnomatix 
simulation modules are not interconnected, whereby 
challenges are caused when a change is occurred in a 
process while the effect is not seen in the simulation of 
the overall plant (i.e., production line). As mentioned 
before, heavy graphics for this software is also a problem, 
especially for its real-time data rundown. NVIDIA 
Omniverse as an alternative graphical solution is already 
discussed. Limited compatibility with interface systems, 
specially with various brands of VR and AR 
software/hardware in the market, limits the choices to a 
few brands, that increases the risk for development of 
features in long term. HTC-Vive is the only compatible 
VR software with Tecnomatix, and Netallied is the only 
connector in the market between Tecnomatix and 
NVIDIA Omniverse. Although, there are some bridge 
software, such as Morw3D, that can come in between 
Technomatix and HTC-Vive to increase the compatibity 
and release more potential of features through its APIs 
and connectors. 
 
Among practical challenges during simulation, creation 
of a customized library and 3D graphics is the highlight. 
However, it’s not easy either to generate a process-based 
logic of the production flow for the simulation design and 
to make codes for automizing a template for the design 
so it can update the whole model upon change of one or 
more parameters. Figure 7 shows the process-based logic 
of the SGRE’s D8 generator production flow, simulated 
model of the same production line (in offline mode), and 
the view through VR glasses in the same simulated 
production environment, where the standpoint is the top 
right gate through which the truck leaves the factory. 
 
On actual space side, in implementation of technologies 
such as ML and OPC UA, availability of data (i.e., if the 
data, by any means, is collected and properly stored), 
accessibility of data (through suppliers, PLCs, or based 
on a relevant permission), and quality of data (i.e., being 
meaningful in terms of relevancy, completeness, 
accuracy, timeliness, consistency, validity, and 
uniqueness) are the main technical challenges. Also, IT 
approval for trial and use of infrastructure, in addition to 
provision of temporary cyber security until a company-
wide integration, especially in OPC UA project, are the 
contextual challenges that SGRE is struggling with. 
Almost similar challenges are on the way for Time Series 

database (TSDB) implementation in addition to the IT 
approval for a temporary server as well as permission for 
trial connection to the live business applications. The 
latter has become a showstopper until the new 
amendment in the local protocols and procedures is 
created and approved. These kinds of challenges are 
common in APIs and connection development too, 
however in this case, the entire knowledge, cyber security 
standards, and documentation is under development from 
scratch. 

 

 
Figure 7 - From top: Process-based Logic of the 

Production Flow, Simulated Model of SGRE’s D8 
Generator Production Line, and the View seen through 

VR Glasses. 
 
In actual space of the DT, where individual digitalized, 
robotized, or automized solutions such as cobots, as well 
as MES, are implemented, the compatibility of the 
software with interfacing assets and systems is a hurdle. 
However, some socio-technical challenges such as 
human interaction and adoption by operators in shopfloor, 
also compliance to the data privacy and general data 
protection regulation (GDPR) standards are bigger 
challenges. The latter also applies for 3D collaborative 
environment in DT where operators, as a type of system 
elements, should use wearable sensors to reflect their 
moves and ergonomics while working. However, the 
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European GDPR’s protocol doesn’t permit to identify 
and trace an operator by all detailed movements, due to 
the risk of misuse of data for other purposes such as 
incentive systems. Therefore, using sensor activation 
programming, or PLCs, to activate sensors only in a 
certain physical area where the operator conducts actual 
work (i.e., operation), is under investigation. In addition 
to all, contextual challenges such as long lead time and 
complication of permission for a trial connection to the 
live business applications, or a test area, and IT approval 
for software trial and use of infrastructure are also bumps 
on the way of implementation of such concepts. 
 
Economically, investment on these technologies in the 
format of budget allocation to their implementation in an 
optimum scope is under discussion. Provision of 
hardware and software (where applicable) and project 
resources are not the only cost to consider. In some cases 
where individual digitalized, robotized, or automized 
solutions are implemented, or for implementation of ML 
and OPC UA, some of the assets should be upgraded, or 
completely refurbished, to a PLC compatible asset. Such 
process for most of these assets are too expensive, either 
due to complication (e.g., adjustment tools for placement 
of the stator in rotor-house) or due to the number of the 
assets (e.g., more than 50 electrical and manual torque 
wrenches).  
 
During the implementation of such a smart assembly DT, 
there is always an ongoing economic-strategic discussion 
whether the related knowledge should be developed in-
house through trainings and employment of specialists, 
so to own the knowledge and the specialists for any 
further expansions, or such knowledge is better to be 
bought from external parties, much faster and more 
efficient with necessary support. 
 
Due to the multidisciplinary nature of DT 
implementation, there are a lot of overlaps between 
responsibilities and projects of various departments and 
teams working as system engineering, digitalization, 
smart manufacturing (or industry 4.0), operational 
excellence, technical excellence, smart tooling, NPI 
process engineers, and even IT solution architects.  No 
doubt a functional DT is not made without an organized 
collaboration between all these departments and teams 
using the lump sum of all their competencies and 
expertise. However, lack of a common understanding of 
the new smart technologies including DT, and their 
dimensions, potentials and extent, have caused some 
challenges in defining the ownership of the 
implementation project, thus in taking the practical steps. 
The challenges here described are structured in 
categories presented as a Table in the appendix. 
 
More detailed description of each application, as a stand-
alone solution in manufacturing context,  and the 
challenges in its implementation, can be a separate 
discussion with focus on the areas involved in that 
discussion (e.g., the application’s connection to the 
interfacing systems). But in this paper, the vision of the 

study is to keep up the big picture of why these challenges 
are taken in the context of DT creation, with involvement 
of various applications, all serving system’s 
responsiveness,/agility in an integrated format. So, the 
discussion here remains limites to the introduction of 
such challenges, their categorization and classification 
(the table in appendix), as well as the suggestion of some 
alternative solutions that SGRE has investigated. 
 
DISCUSSION AND FUTURE WORK 
Based on the described challenges, for the 
implementation of a pilot scope of smart assembly DT, 
first the ownership of the project and the framework of 
the collaboration between teams, should clearly be 
defined, so the direction of budget allocation, IT requests, 
and technical resources is determined. The first practical 
step, however, is to start with requirements extracted 
from the design’s common features. To fulfill such 
requirements, the configuration is proposed, and the 
alternative technologies and brands are assessed. The 
strategy was to reuse as many existing systems (software 
and hardware) in SGRE as possible. A solid business case 
supported by a decision matrix, showing why a 
technology or brand/vendor is selected in the 
configuration, could help remarkably both for budget and 
resource allocation and for the foundation of the relevant 
IT approval request. 
 
Scoping implementation of each technology/system, as a 
component or subsystem of the intended DT, in a work-
package or project format, helped a lot not only to assign 
relevant resources, but also to breakdown the structure 
into practical steps providing a better overview for the 
budget owners where and why they are spending money. 
Since each single work-package could, as an individual 
solution, add value to a part of manufacturing system in 
a large-scale implementation, an effort to sell them 
individually to internal customers, helped with 
cultivating the culture of using that technology before the 
final DT is picturized. For example, simulation of the 
layout and processes of the production, in offline mode 
(not running with actual real-time data), can help with 
optimization and balancing of the material flow, and 
design of new spaces (or utilization change of a currently 
in use space). Individual digitalized, robotized, or 
automized solutions such as cobots help also to optimize 
specific process or remove operational and ergonomic 
risks. VR and AR also, before connections to serve DT 
concept, are being used in training operators and 
accessing work instruction content in operative occasions 
(as it’s being used in offshore installation and execution 
team). Although, when the value of an individual work-
package is proven and the experts are identified, it’s not 
easy to convince the internal customers that the higher 
objective is the connection of all these solutions and an 
actual DT, since they tend to buy more of the solution and 
services which is bringing an immediate instant value 
rather than waiting for a bigger solution to fulfil a 
business objective later. 
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The effort to implement a proof of concept of a functional 
DT of SGRE smart assembly is still ongoing. However, 
the practical scope is not a mystery anymore. Only 
through such implementation, the integration loop (figure 
1) is closed and verification of agility design becomes 
possible. Therefore, the future work is reasonably the 
completion of such implementation before defining the 
agility pilot scope, whereby the SGRE-specific DT 
design and its significant role in responsiveness of the 
system will be validated. 
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ABSTRACT

The growing complexity of worldwide supply chain net-
works, together with the increased occurrence of dis-
ruptive events stress the need for a focused introduc-
tion of digital support tools. Digital twins have encoun-
tered an increased interest from both industry and re-
search for their capability to provide useful services in
the short term. The number of contributions on digital
twin-based methodologies for system design and pro-
duction planning and control experienced a significant
increase, while applications to supply chain manage-
ment remain scarce. However, the recent investments in
digitization and the concrete need for short-term plan-
ning capabilities mean digital twins can effectively aid
enterprises in the management of their value chains.
This paper provides an overview of the existing contri-
butions regarding digital twins for supply chains, and
gathers useful insights on both the current level of de-
velopment and the future research challenges.

KEYWORDS

Digital twins; supply chains; inventory management;
literature review.

I. INTRODUCTION

Global supply chains recently experienced major dis-
ruptions due to both internal and external drivers.
Pressure on prices and customized products demand
pushed toward more flexible production systems and
logistic networks. Meanwhile, unpredictable events
such as and pandemic lockdowns increased the need
for stress tests and risk averse planning approaches [22].
As a result, production and logistic enterprises became
interested in investing in digital support tools, backed
by significant investments in digitization [5].
In this context, the supply chain digital twin ma-

tured as tool to be incorporated into business opera-
tions. This concept is based on the idea of creating a
digital twin (DT) of a supply chain, which is a virtual
representation of the physical supply chain or a section
of its related material and information flows. One of the
most inclusive DT definitions itentifies it as “a set of
adaptive models that emulate the behaviour of a phys-
ical system in a virtual system getting real time data
to update itself along its life cycle. The DT replicates
the physical system to predict failures and opportunities
for changing, to prescribe real time actions for optimiz-
ing and/or mitigating unexpected events observing and

evaluating the operating profile system” [20].

The application of DTs to supply chains can be used
to optimize and improve customer service, as well as to
reduce costs and increase profits. Also, it can be used to
identify and eliminate inefficiencies, reduce risks, mon-
itor and track the performance of the supply chain to
identify opportunities for improvement.

Figure 1 compares the number of publications on
DTs in manufacturing with respect to logistics and sup-
ply chains. The papers have been obtained as a result
of two separate queries which have been done on 2023-
01-10 on the Scopus database, respectively: (1) ”Digi-
tal Twin” AND (”Logistics” OR ”Supply Chain”), re-
sulting in 528 papers, and (2) ”Digital Twin” AND
(”Manufacturing” OR ”Production”), which provides
3687 results. The figure shows that while in manufac-
turing there has been a significant increase in publi-
cations following 2017, the number of publications on
DTs for supply chains has not experienced the same
increase. Indeed, supply chains often include complex
networks that involve multiple stakeholders and pro-
cesses that need to be accurately modeled. The com-
plexity may also increase if the value chain is more
global and with various transportation modes. Also,
supply chains are highly dynamic and subject to fre-
quent disruptions such as pressures on prices, customer
and supplier disruptions, as well as transportation de-
lays, which imply structural changes in both material
and information flows. Such changes are hardly re-
flected in digital models, which are often conceived for
lower frequency uses. Moreover, structural changes im-
ply that the sources of data are continuously adjusted,
and this can result in a challenging generation and up-
date of accurate digital representations.

This paper aims to gather insights from the avail-
able literature and summarize the main features that
must be provided by DTs applied to whole value chains.
Existing literature reviews are listed and exploited to
gather useful insights on the technological enablers,
barriers, and research challenges. The rest of the pa-
per is organized as follows: Section II summarizes the
existing literature reviews on DTs for supply chains;
Section III gathers insighs on the current trends in the
literature; Section IV discusses on the common features
and functions of DTs, while the main technological en-
ablers and barriers are summarized in Section V. Sec-
tion VI lists the research challenges. Final remarks can
be found in Section VII.
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Fig. 1. Comparison in the number of publications on digi-
tal twins in manufacturing with respect to logistics and supply
chains in the last ten years.

II. LITERATURE REVIEWS

In this section, we gather insights from existing litera-
ture reviews on DTs for supply chains. The papers have
been selected by executing the query ”Digital Twin”
AND (”Logistics” OR ”Supply Chain”) on the SCO-
PUS database without date restrictions. From the 528
results, a subset of papers has been selected based on
the following criteria applied to the title and the ab-
stract: (1) the publication must be in English, (2) the
publication must regard the application of DTs to pro-
vide benefits to supply chains, (3) the publication aims
to provide a comprehensive literature review on the
subject. As as result, 15 papers have been selected and
their contributions are summarized in the following.

Agalianos et al. [2] investigated the literature on
the integration of discrete event simulation and DTs
in the management of warehouse systems. The work
highlighted the trend of including real-time capabilities
in simulation experiments, for instance for scheduling
capabilities. Barykin et al. [4] attempted to address
the link between DTs and risk management. The au-
thors concluded that there are no available approaches
to build the conceptual model of a supply chain DT.
Krajcovic et al. [14] used a case study to demon-
strate the phases with which an enterprice can adopt
intelligent logistic planning methodology, and identi-
fied how different technologies can aid in specific inven-
tory strategies. Marcucci et al. [18] explored the DT
concept and its potential role in urban freight trans-
port policy-making and planning. The authors em-
phasized the importance of having a thorough under-
standing of the connections between real-world context
and choice/behavior. The paper claims that the use
of both behavioral and simulation models is crucial
in creating a DT that can facilitate effective partic-
ipatory planning processes and forecast both behav-
ior and responses to structural changes and policy im-
plementations. Vilas-Boas et al. [28] provided an
overview of the use of DTs in food logistics, outlin-
ing the key requirements for technologies to be applied
in each stage of the logistics process. The paper also

discussed potential research opportunities in the fresh
food supply chain and highlighted the challenges that
must be addressed when integrating these technologies.
Taghipour et al. [23] emphasized the impact of dig-
ital enablers in enhancing the performance of various
entities within a supply chain, and investigated how
digitization can influence the profitability of these ac-
tivities both individually and collectively. The authors
underlined the importance of collaboratively managing
supply chain processes that are autonomous and de-
centralized. Kamble et al. [13] conducted a systematic
literature review to examine the relationship between
various dimensions of supply chain DT and sustain-
able objectives. The authors concluded that technolog-
ical advancements in Internet-of-Things (IoT), cloud
computing, and blockchain have expanded the poten-
tial applications of DT in supply chain management.
Also, they suggested that a comprehensive supply chain
DT should encompass all entities, including people and
things, throughout the entire supply chain, rather than
solely local manufacturing systems. Further, the paper
proposes a sustainable DT implementation framework
for supply chain management to assist future practi-
tioners and researchers. Bhandal et al. [6] identified
four clusters of values and one cluster of enablers for
DTs in operations and supply chain management. The
value clusters include articles that demonstrate how DT
implementation can improve supply chain activities at
the level of business processes and supply chain capabil-
ities. The authors identified the supply chain resilience
and risk management value cluster as a newly emerg-
ing cluster and situated on the periphery of the primary
literature network. Van der Valk et al. [27] did a litea-
ture review by classifying papers on the basis of use
cases, purposes, and technological readiness. The au-
thors highlighted the challenges for DTs development
and identified five main research directions: (1) the in-
tegration of different information system tasks within a
single digital object, (2) the derivation of further DT-
driven services, (3) the development of of industrial use
cases, (4) the extension of DT capabilities toward ad-
ditional domains besides classical production, and (5)
the direct control of supply chains. Abdul Zahra et al.
[1] highlighted the role of digitization in supply chains
and the enabling technologies to achieve DT capabili-
ties. Dy et al. [8] examined the uses of DTs in different
industrial sectors. Their literature review also focuses
on the application of DTs for supply chain risks. The
authors revealed the current advancements of DTs in
the mentioned industries and their application to risk
management. Its purpose is to aid supply chain prac-
titioners and researchers in recognizing challenges and
areas of potential research related to DTs. Kulac et
al. [15] presented enabling technologies and application
sectors of DTs for supply chain operations. The authors
suggested the value of DTs can be divided in three
main functions: (1) descriptive, which means provid-
ing end-to-end visibility of the supply chain status; (2)
analytical and predictive, which exploits capabilities of
simulation models for scenario analysis; (3) diagnostic,
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TABLE I: Existing literature reviews on digital twins for supply chains: • = full coverage, (•) = partial coverage.

Reference Domains Framework Barriers Enablers Challenges
Agalianos et al. [2] Unspecific - - - -
Barykin et al. [4] Unspecific • - (•) -
Krajcovic et al. [14] Automotive • - - -
Marcucci et al. [18] Urban Logistics - (•) - -
Vilas-Boas et al. [28] Food - - (•) •
Taghipour et al. [23] Supply Chain Management - - • -
Kamble et al. [13] Sustainability (•) - (•) -
Bhandal et al. [6] Risk Management - - • -
Van der Valk et al. [27] Unspecific - - - -
Abdul Zahra et al. [1] IoT - - - -
Dy et al. [8] Unspecific - - - •
Kulac et al. [15] Unspecific - - (•) -
Uhlenkamp et al. [25] Unspecific (•) - - -
Jeong et al. [12] Unspecific (•) - - -
Aguilar-Ramirez et al. [3] Blockchain, IoT - - - -

which exploits big data analytics and machine learn-
ing algorithms to detect patterns, hidden relationships,
and abnormalities. Uhlenkamp et al. [25] developed a
maturity model of DTs that includes seven categories:
context, data, computing capabilities, model, integra-
tion, control, human-machine interface. The goal is to
assess the effectiveness of existing solutions and iden-
tify opportunities for improvement or adaptation to
new use-cases. The method provides a comprehensive
framework for evaluating DTs and represents the first
step towards a systematic evaluation and a structured
development of new applications. Jeong et al. [12]
provided a comprehensive overview of the evolution of
DTs since the introduction of the term in 2002. The
authors presented implementation layers to guide the
practical application of DTs, and suggested technology
elements for each layer that can efficiently facilitate the
creation of new DT models. The technology elements
are also defined and applicable across various domains.
Last but not least, Aguilar-Ramirez et al. [3] identified
how DTs and blockchain technologies can collaborate
to meet the requirements of supply chains. The au-
thors identified the advantages and disadvantages that
should be thoroughly evaluated before implementing
blockchain-based DTs in any business.

Table I summarises the aforementioned contributions
that reviewed the literature on DTs for supply chains.
It is possible to highlight that there are no works
that comprehensively address barriers, enablers, and
research challenges for the development of DTs in sup-
ply chains. Also, proposals of specific DT frameworks
as a result of a literature survey are scarce.

III. CURRENT TRENDS

Van der Valk et al. [27] conducted a literature review
using the same query of Figure 1. The authors classified
papers published until the end of 2021 according to the
use cases, purposes, and technological readiness. Af-
ter this study, other 189 papers have been published.
Therefore, it is relevant to identify current trends by
analysing how the newly published papers would clas-

sify within the same categories, namely (1) the supply
chain operations reference model (SCOR) dimensions,
(2) the DT purpose categories, and (3) the DT use
cases.
Figures 2a, 2b, and 2c show the results of the afore-

mentioned trend analysis. From the figures we may
gather useful insights on current research trends. Fig-
ure 2a shows the trends on the SCOR processes di-
mensions. The figure shows the papers published un-
til 2022 had a tendency to focus on the make phases.
Coherently with Figure 1, DTs for production phases
anticipated the development of DTs for supply chain
processes. We also notice a significant increase in pa-
pers focusing on planning (mostly risk assessment) and
delivery phases (resilience, recovery phases). This is
a signal of a focus shift from the factory level toward
the entire supply chain. Figure 2b shows the arrange-
ment of DT functionalities. Until 2022, there has been
a relatively even quota among the DT functions, while
more recently a significant increase in the visibility and
monitoring applications is noticeable. This trend is
supported by the fact that system state mirroring is
one of the first step of DT development, both in terms
of implementation and application interests [12]. De-
spite an evident focus on a particular service, the ex-
isting contributions remain at a general, conceptual
level, without proposing practical insights on DT ar-
chitecture building nor diving deeper in the quantita-
tive methodologies. Figure 2c compares the existing
literature trends with respect to the DT use cases. A
significant increase in the number of literature reviews
indicates a growing maturity of the topic.

IV. DIGITAL TWIN FEATURES

By leveraging the data provided by the DT, enterprises
can make more informed decisions and optimize their
value chain for greater operational and economical effi-
ciency. DTs can contribute with a comprehensive view
of the entire supply chain, allowing manufacturers to
optimize their value chain processes. DTs can provide
specific functions to supply chains, which include:
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a)

b)

c)

Fig. 2. Trends identification based on the classification proposed
in [27]: a) SCOR model dimensions, b) digital twin purpose, c)
digital twin use cases. The indicators are expressing the relative
number of papers that fall into each category.

• Visualization and Monitoring. A DT is based on a
real-time representation of the supply chain. Hence, it
allows organizations to monitor the status of assets,
inventory, and products in real-time. This capabil-
ity grant the needed information to make on-time and
undistorted judgements.
• Predictive Analytics. Using data from both the phys-
ical systems and the DTs, predictive analytics can be
used to identify issues such as potential bottlenecks or
inventory deviations, as well as to forecast both de-
mand and supply. Differently from the traditional ap-
proaches, DTs can provide the capability to perform

predictions based on data that do not represent any
historical situation.
• Simulation and Optimization. A DT can be used
to analyse different scenarios and optimize the supply
chain performance. For instance, the impact of changes
to transportation routes, inventory levels, or suppliers
can be tested and optimized in the virtual world before
designing operational procedures.
• Risk Management. By exploiting DTs, organizations
can mitigate potential risks in the supply chain, such
as disruptions in the transportation network or quality
issues with suppliers. For instance, a scenario analysis
can be used to design contingency actions before they
are effectively needed [11].
• Cross-Organizational Collaboration. A DT can be
used to facilitate collaboration and coordination be-
tween different stakeholders in the value chain (i.e.,
suppliers, manufacturers, and logistics providers).
• Continuous Improvement. Organizations can collect
and analyse data from both the physical and digital
systems in order to identify opportunities for contin-
uous improvement such as reducing costs, improving
delivery times, or enhancing product quality.

V. TECHNOLOGICAL ENABLERS AND
BARRIERS

Based on the literature review of section II a set of
technological enablers and barriers to DTs in supply
chains can be identified.

A. Technological Enablers

The main enablers are identified and defined as the
elements that can effectively help organizations in cre-
ating an accurate and comprehensive DT of their value
chain. The enablers are listed as follows:

• Data and Information Technology Infrastructure. A
robust information system and data management in-
frastructure is crucial for DTs in supply chains. Indeed,
the multiple actors network implies that data from mul-
tiple sources must be refined, integrated, and harmo-
nized to provide a comprehensive and accurate repre-
sentation of the supply chain. Further, newly developed
technologies such as 5G represent enablers of higher
frequency data exchanges [7], which aid the physical-
digital alignment.
• IoT Devices. Recently introduced devices such as
sensors and RFID tags can be exploited to collect data
on assets and products throughout the value chain.
This data can be used to create a digital shadow that
mirrors the real-world system, enabling the construc-
tion of a DT architecture. Also, the sensorized physi-
cal assets can aid in the analysis of alternative scenarios
that are initialized on the real system status.
• Cloud Computing and Advanced Analytics. Despite
sometime controversial, the introduction of cloud com-
puting can aid to achieve scalability, flexibility, and
cost-effectiveness, since it allows organizations to store
and process large amounts of data in real-time. Also,
the cloud-based information systems allow the exis-
tence of multiple owners and users of the same DT ar-
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chitecture. Further, the cloud can facilitate the access
to advanced analytics capabilities and machine learn-
ing can be applied to analyze the vast amounts of data
collected along the supply chain processes to identify
patterns, detect anomalies, and make predictions.
• Standardization. Standardization of data and tech-
nology interfaces across the supply chain can facili-
tate the sharing of information between different sys-
tems, which is essential in a complex network value
chain. Further, architectural standards such as the
recent ISO23247 [21] can assist the development and
management processes of DTs.

B. Technological Barriers

While DTs can bring many benefits to supply chains,
there are also several technological barriers. Addressing
these barriers will necessitate a combination of technol-
ogy, standards, and investment to create an accurate
and effective DT of the supply chain. The barriers are
listed as follows:

• Data Quality. One of the biggest challenges in creat-
ing a DT for supply chains is ensuring the quality and
integration of data [18]. This is emphasized by the fact
that in supply chains data streams come from different
sources. To be effectively used, data must be accurate,
consistent, and standardized before being used. Also,
the proper level of detail must be guaranteed by the
data to ensure the alignment of the digital models with
the real value chain.
• Functional Interoperability. Supply chains are nor-
mally composed by different systems and technologies
that not always belong to the same family (e.g., dif-
ferent software providers, data owners, confidentiality
constraints). As a result, it can be problematic to inte-
grate functional elements within the same digital rep-
resentation. To this end, standards for architectural
interfaces and data exchange are essential to guarantee
the interoperability between different components.
• Computing Power. Given the inherent complexity
of a value chain network, a DT for a supply chain cer-
tainly requires significant computing power and storage
capacity. Despite specific technologies such as cloud
computing have proved successful in addressing these
challenges, it remains important to prepare the neces-
sary infrastructure in place to support the future spe-
cific needs of DTs.
• Economical Sustainability. The creation of DTs sup-
ply chains can require consistent investments [17]. The
required investments in the development, the infras-
tructure, as well as the data management may consti-
tute a barrier for some organizations, especially if small
and medium enterprises.
• Data Security and Privacy. Since the amount of data
involved in creating a DT can be considerable, data se-
curity and privacy are major concerns [9]. In order to
ensure trust among all players of the value chain, sensi-
tive data must be protected from unauthorized access.

VI. RESEARCH CHALLENGES

On the basis of the aforementioned literature review
and discussion, the authors have identified three main
types of research challenges: (1) architecture challenges
are related to the development of a common, compre-
hensive DT architecture that can aid both researchers
and practitioners, (2) interaction challenges indicate
the complexity of managing existing DTs once they are
in operational phases, and (3) application challenges
are specific to the deployment of DTs to supply chains.
Architecture Challenges. To increase the perfor-

mance of the whole supply chain, the management
processes needs to be autonomous, decentralized and
handled collaboratively which allows each constituent
to achieve its own desired plan and constraints au-
tonomously and at the same time to pursue the op-
timum as a whole [23]. As a result, it is fundamental
to design and agree upon a functional DT architecture
that can aid the development of both general compo-
nents such as data exchange interfaces and application
specific services. The structural development should
also take into account the operational phases of DTs
(i.e., life cycle management) [19].
Interaction Challenges. While DTs require both on-

and off-line interaction between the physical and digital
world, a small part of existing studies specifically con-
siders it. The development of specific techniques for the
physical-digital alignment is essential to overcome this
challenge [24]. Further, it is not clear how DTs will be
built and managed at the federated level, for reaching
level 5 of the DT evolution framework [12, 10].
Application Challenges. In general, DTs have been

implemented sparsely for the improvement of differ-
ent supply chain functions (e.g., procurement, logis-
tics, distribution, retail). As a result, existing DTs
usually regard only one or few echelons of the supply
chain, missing holistic opportunities of whole DT ap-
proach [26]. The multi-structural composition of SC
networks and the implications for the DT still need to
be addressed (e.g., organizational, financial, informa-
tional changes). Most existing implementations focus
on an asset-centric perspective (e.g., hyper-connected
objects, virtual representation). A perspective to en-
hance sensing and adjusting capabilities of the entire
supply chain environment is scarcely studied. While
supply chain DTs can offer planning and controlling
capabilities at both the tactical and operational levels,
the advantages on the strategic decision-making level
to provide business intelligence and enhance the busi-
ness ecosystem need to be further exploited. Last but
not least, value chains typically include organizations
of different sizes. However, there are many challenges
in devising and integrating DTs for small and medium
enterprises.

VII. CONCLUSIONS

The existing literature reviews highlighted significant
contributions in specific aspects of DTs for supply
chains. Specific functions of DTs can be applied to
different processes within a supply chain. Future re-
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search should highlight the requirements, the similar-
ities and implementation challenges for each process.
Also, the relationships between the DT functionalities
and requirements must be studied further. Future re-
search should also consider the dependence between
the requirements and the applications. For instance,
inventory control functions might have strict require-
ments in high rotation industries such as food, while
they might be more unconstrained in less critical mar-
kets (e.g., automotive spare parts). It is worth to no-
tice that some research directions remain completely
unexplored in the supply chain domain. For instance,
none of the analyzed papers mention the model genera-
tion problem, which has been identified as essential for
the alignment between physical and digital objects [16];
similarly, specific methodologies for the management of
operational phases of DTs will need to be developed.
Last but not least, it is promising to investigate ap-
plications in closed-loop supply chains with the aim to
foster sustainability and circular economy objectives,
which can be achieved using DTs.
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ABSTRACT

This paper presents implementation and evaluation of an
intraoperative arthroscopic tracker system for research and
educational use. The system enables automatic pose and
force data exchange between a physical asset and a di-
gital model, which is required in arthroscopic digital twins.
Surgical instrument motion tracking is captured using an
inertial measurement unit in combination with stereo vis-
ion (ZED mini, Stereolabs, USA), and force registration is
achieved using a 6 degree-of-freedom force-torque sensor
(Nano 25, ATI Industrial Automation, USA). An integra-
tion layer in the software system continuously fetches data
from the sensors, and transmits data over a network connec-
tion. The software visualization layer displays the instru-
ment pose and force readings relative to a 3D anatomical
model in real-time (24 Hz). Position accuracy of the sys-
tem was compared to a Kuka LBR Med 14 R820 collabor-
ative robot, and the total root mean square error was found
to be 12.60 mm. A post-operative instrument trajectory map
from sampled pose and force/torque data was implemented
in Matlab, and demonstrated in an experiment. The system
is considered feasible for use in research and educational
applications.

BACKGROUND

With more sensor data available nowadays, digital twins
have recently gained much attention and is currently an act-
ive field of research. In healthcare, recent advances in auto-
matic segmentation of magnetic resonance imaging (MRI)
models using machine learning methods have enabled auto-
matic creation of patient specific digital anatomical mod-
els in a short amount of time (Kulseng et al., 2023), which
makes implementation of digital twins in clinical healthcare
feasible. Many definitions have been proposed for digital
twins in healthcare, mostly describing the patient as a phys-
ical system to be modelled (Lauzeral et al., 2019; Corral-
Acero et al., 2020; Chase et al., 2021; Aubert et al., 2021;
Hernigou et al., 2021; Bjelland, Rasheed, Schaathun, Ped-
ersen, Steinert, Hellevik and Bye, 2022). Moreover, Fuller
et al. (2020) describes that there must exist automatic data
exchange between the physical system and the model, and

that the flow of information must not only go from the phys-
ical asset to the digital twin, but also from the digital twin
back to the physical asset. This separates a digital twin from
a digital model. For arthroscopic knee surgery, recent ef-
forts have focused on real-time patient-specific surgical sim-
ulation with kinesthetic haptic feedback for resident doctor
training and pre-operative planning purposes. In this set-
ting, some patient-specific simulations have been referred
to as digital twins. However, we argue that for these simu-
lation models to be considered a true digital twin, they must
consider intraoperative data with automatic data exchange
(Bjelland, Pedersen, Steinert and Bye, 2022), as shown in
Fig. 1.

Intraoperative data collection can be classified into (i)
force sensing techniques, and (ii) instrument tracking tech-
niques for surgical navigation. Surgical interaction force
measurements are often used in haptic research related
to haptic rendering for surgical simulations in impedance
based kinesthetic systems. Force measurements can be used
in the simulation indirectly by calibrating a finite element
material model by manual or automatic methods, or dir-
ectly by interpolation methods, as described by Bjelland,
Pedersen, Steinert and Bye (2022). Another application of
surgical interaction force measurements is to provide force
feedback during surgical training (not to be confused with
kinesthetic haptic feedback), which can be beneficial for
resident doctors. For example, a study showed that almost
half of the errors made my novice surgeons were related to
excessive use of force (Tang et al., 2005). Golahmadi et al.
(2021) performed a systematic review of tool-tissue forces
in surgery, and stated that force measurements can provide
a quantitative metric of surgical skills, as well as allowing
for definition and characterization of safe force ranges for
specific maneuvers. They found that novices exerted 22.7%
more force than experts, and that a force feedback mechan-
ism (e.g. sound, visual or haptic) reduced interaction forces
by 47.9%.

Surgical force sensing techniques can be categorized into
direct and indirect methods. For direct methods, the force
sensor is normally placed near or on the surgical instrument
(Song and Fu, 2019). Measurement principles for multidi-
mensional force sensors include resistive, capacitive, piezo-
electric, optical fiber and strain gauge based principles. For
indirect methods, the force sensors are placed between the
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Fig. 1: Arthroscopic digital twin schematic for implementation of a system for collection of intraoperative tool-tissue
interaction data, enabling intraoperative decision support and a post-operative virtual surgery database. Adapted from

Bjelland, Pedersen, Steinert and Bye (2022).

patient and a static object. Because indirect methods could
require more force sensors, and are more prone to bias from
patient movement, direct methods are usually preferred.
A recent review investigated image-based force estimation
for medical applications, and found that these methods are
now feasible for estimating interaction forces for providing
haptic feedback in telerobotic systems (Nazari et al., 2021).
However, the image-based methods rely on learning-based
or model-based relations between force and deformation,
and are thus not suitable for tissue characterization.

Instrument motion tracking enables enhanced intraoper-
ative surgical navigation, with the goal of determining in-
strument pose (position and orientation) relative to patient-
specific anatomy. It also enables detailed recording of the
surgical tool-path, that can later be used to create a post-
operative trajectory map or database. For instrument track-
ing in surgical navigation, the two most common commer-
cially available techniques are based on optical or electro-
magnetic tracking. Optical tracking systems normally use
fiducial markers that can be attached to the instrument or
anatomical structure, although recent efforts have demon-
strated the use of markerless navigation (Hu et al., 2021).
The position accuracy of recent optical systems has been
found to be 0.045 mm (Fattori et al., 2021). The limit-
ation of optical systems is that they need a direct line of
sight between the camera and tool, and the tool tip position
must therefore be estimated by the use of kinematic rela-
tions. Electromagnetic systems are based on small electro-
magnetic sensors that can be inserted on the tip of a surgical
instrument. This allows for in-body tracking with a posi-
tion and orientation accuracy of approximately 2.2 mm and
0.5◦ (Attivissimo et al., 2021). However, commercial elec-
tromagnetic systems have a limited work space of 500 mm,
and the accuracy can be affected by the presence of ferro-
magnetic materials. Commercial systems can also be pro-
hibitively expensive for lab research. Recent developments
in low-cost stereo camera systems have made motion track-
ing more available to the general public. Welch and Foxlin
(2002) state that ideal motion tracking systems should:

• have all six degrees of freedom,

• have a positional accuracy better than 1 mm in position
and 0.1 degree in rotation,
• run at 1000 Hz with latency less than 1 ms,
• not be affected by environment (light, sound, heat, mag-
netic fields, etc.), and
• be cheap.
Recently, an arthroscopic tracking system based on an in-
ertial measurement unit (IMU) in combination with stereo
vision was presented (Ma et al., 2020). This system utilized
a ZED mini (Stereolabs, USA) stereo camera with a built
in IMU sensor to replace external tracking systems. This
enables a much larger work space than traditional systems.
The position accuracy of the system was compared with a
high-end optical tracker system (Polaris, Northern Digital,
Canada), and the mean square error between the two sys-
tems was found to be 0.99 mm.

This paper presents an arthroscopic tracker system for
research and educational use. The system enables auto-
matic pose and force data exchange between a physical as-
set and a digital model, which provides the foundation for
an arthroscopic digital twin. Intraoperative motion track-
ing is achieved through a combination of stereo vision and
IMU with 6 DOF, and force registration is achieved through
a 6 DOF high-end force-torque sensor. This builds on pre-
vious work by Ma et al. (2020), but expands the system to
include interaction force measurements. The system utilizes
automatically segmented 3D-anatomic models obtained by
MRI scans, which can create patient-specific models in a
short amount of time (Kulseng et al., 2023). The function-
ality of the presented system includes:
• real-time intraoperative navigation support with patient-
specific anatomy,
• real-time intraoperative force feedback through a visual
feedback mechanism,
• synchronized tool-path and force-interaction database for
haptic research, and a
• post-operative instrument trajectory map with forces.

The contributions of this paper can be summarized as:
• Hardware design and software implementation for an
arthroscopic tracker system that enables automatic data ex-
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Fig. 2: System overview with main system components.

change for arthroscopic digital twins.
• Implementation of a post-operative instrument trajectory
map simulation.
• An evaluation experiment demonstrating the position ac-
curacy of the system.

SYSTEM DESCRIPTION

In the following, a description of the implemented proto-
type is given. The system consists of a hardware platform
with just a few easy to move parts, as well as a distributed
software package for sensory data collection, transmission
and visualisation.

Hardware

The hardware system consists of a Windows PC, an arth-
roscopic tracker assembly, a laser cut MDF plate with a 3D-
printed stand attached, a National Instruments (NI) myDAQ
device, and an ATI DAQ interface power supply. An over-
view is shown in Fig. 2. A functional knee model from 3B
scientific (no. 1000163) is included to represent the physical
asset, and is used for demonstration purposes. The laser cut
MDF plate ensures a fixed position between the knee model
and the start position of the arthroscopic tracker prototype.

The arthroscopic tracker assembly consists of a modi-
fied Arthrex AR 10000 hook probe instrument for arthro-
scopic examination, a custom 3D-printed tool adapter, an
ATI force-torque sensor, a ZED Mini stereo camera/IMU,
a custom 3D-printed handle, and miscellaneous fasteners.
The arthroscopic assembly is shown in Fig. 3. The AR
10000 hook probe is fastened to the tool adapter using a per-
pendicular M3 set screw. By interchanging the 3D-printed
tool adapter, other surgical instruments can easily be fixed
to the setup.

The force-torque sensor embedded in the arthroscopic
device is a Nano25 multi-axis force/torque sensor system
from ATI Industrial Automation (USA). The sensor, shown

in Fig. 3, only weighs 0.0634 kg and is connected to a
NI myDAQ device. The system measures all six compon-
ents of force and torque, and consists of a transducer, shiel-
ded high-flex cable, and intelligent data acquisition system.
The force-torque sensor is factory calibrated for a force of
±250 N in the perpendicular directions and 1000 N in the
axial direction, with a measurement uncertainty less than
1% of its full scale load. By combining it with the arthro-
scopic device, it is possible to measure and record the force
exerted by the tool during operation.

The ZED Mini, visible in Fig. 3, is a stereoscopic camera
for spatial high-resolution image capture. It uses the images
received from the two cameras to create a depth-map of the
captured scene and can detect depth up to 15 meters. Ad-
ditionally, it is equipped with both an accelerometer and a
gyroscope for accurate spatial tracking. By attaching it to
the arthroscopic device, its movements can be recorded dur-
ing operation. The reported accuracy for 6 DOF pose from
the product data sheet is ±1 mm for position, and 0.5◦ for
orientation. The maximum sampling rate is 100 Hz.

As mentioned, both sensors are attached to the arthro-
scopic device, enabling spatial and tactile sensory inform-
ation to be recorded during usage of the device.

Software

The software architecture consist of two main parts. An
integration layer, responsible for sensor acquisitions, data
synchronisation as well as persistence and a visualisation
layer responsible for displaying the on-going procedure in a
virtual 3D environment.

The integration layer is implemented in C++ and makes
use of the ZED Software Development Kit (SDK) in order
to fetch pose data from the ZED mini camera. Sensor data
from the 6 DOF force sensor is retrieved using the ATIDAQ
C library from ATI Industrial Automation. The application
is configured to continuously transmit data over a network
connection for e.g. visualisation purposes. Furthermore, the
application can be configured to persist pose and force data
to the hard-drive for later processing. The sampling rate is
24 Hz. Due to the requirements of the NI and ZED software
used, the application must run on a Windows PC equipped
with a CUDA-enabled GPU.

The visualisation layer is implemented using web tech-
nologies, enabling clients to view the procedure without
any prior software requirements other than a regular web-
browser. WebGL, a cross-platform Javascript API for ren-
dering 3D graphics, is used to render the 3D visuals as seen
in Fig. 4. In particular, the Javascript library three.js is used
to simplify interaction with the WebGL API.

Communication between the client and the integra-
tion layer is facilitated using Websockets, which is a bi-
directional communication protocol supported by all mod-
ern browsers. The integration layer acts as a server, and
transmits a continuous stream of pose and force/torque data.
This information is used to update the 3D scene and display
sensor data.

POSITION ACCURACY EXPERIMENT

Position accuracy of the arthroscopic tracker system was
tested in an evaluation experiment. The arthroscopic tracker
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Fig. 3: Exploded view of arthroscopic tracker assembly, with bill of materials and components.

Fig. 4: The visualization layer of the software architecture was facilitated using Websockets, enabling remote real-time
visualization of the instrument position and force/torque data.

was attached to the end effector of a Kuka LBR Med 14
R820 (Kuka AG, Germany) collaborative robot, and the po-
sition was compared with the arthroscopic tracker. The pose
repeatability of the LBR Med 14 R820 is ±0.15 mm accord-
ing to ISO 9283.

With the arthroscopic tracker attached, the robot end ef-
fector was set to eight random positions within a work space
of 250x250x250 mm. Translation was performed along one
Cartesian axis at the time. Reference objects were set up in
the background to provide reference for the camera.

The differences between the robot end effector and arth-
roscopic tracker positions were categorized into translation
error, position drift, and position error. Translation error
was taken as the difference in position just before and right
after movement. Position drift was taken as the difference
in position readings between movements, typically over 1–
2 minutes. The position error was taken as the accumulated
error from the translation and drift errors. The root mean

TABLE I: Root mean square error of translation, drift and
position for the arthroscopic tracker. Units are in

millimeters.

RMSE x y z Total
Translation 5.59 6.73 12.00 14.85
Position drift 0.44 1.71 0.73 1.91
Position 5.75 7.63 12.33 12.60

square error (RMSE) was calculated, and is presented in
Table I.

INSTRUMENT TRAJECTORY MAP

As stated in the introduction, instrument pose data com-
bined with interaction forces can be presented in an instru-
ment trajectory map. This section describes implementation
of a script for automatic generation of such a map, as well as
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an experiment demonstrating post-processed visualization
of data collected using the arthroscopic tracker prototype.

Implementation

A script automatically generating an instrument traject-
ory map from sampled position and force/torque data was
created using MATLAB (Mathworks, USA). The script im-
ports a wavefront OBJ file of the anatomy, and plots the in-
strument tool-path relative to the anatomical model. Vectors
indicate the interaction force exerted at the given position.
Colors and vector length indicate the magnitude of the force,
where the color red is the highest force sampled during the
session, and blue is the lowest. Orientation of the vectors
indicate the direction of the interaction force.

The wavefront OBJ anatomical model is loaded and dis-
played using the read and display obj functions. The in-
teraction force is visualized by drawing the force vector
using the synchronized probe tip position as origin, and
is realized using the COLORFIELD3 function (Sullivan,
2023). Force/torque sensor bias is compensated by sampling
data during two seconds in the start position while the
arthroscopic tracker is not moving. The interaction force
is presented in the force/torque sensor coordinate system
(CSYS).

The probe tip position in the world CSYS is calculated us-
ing yaw, pitch, roll angles as described by Lynch and Park
(2017). Yaw is taken as the rotation about the x-axis, γ,
pitch is taken as the rotation about the y-axis, β, and roll
is taken as the rotation about the z-axis, α. The world-,
camera/IMU- and probe tip CSYS are shown in Fig. 5. A
rotation matrix, Rw, with respect to the world CSYS is then
found as

Rw(α, β, γ) = Rot(α)Rot(β)Rot(γ)I

=

cαcβ cαsβsγ − sαcγ cαsβsγ + sαcγ

sαcβ sαsβsγ + cαcγ sαsβcγ − cαsγ

−sβ cβsγ cβcγ

 , (1)

where s and c are sine and cosine respectively. A homogen-
eous representation of the position vector, pcamera

w , from the
world CSYS to the camera/IMU CSYS (left eye of the ZED
mini) is taken as

pcamera
w =


xcamera

w

ycamera
w

zcamera
w

1

 . (2)

As such, a 4x4 homogeneous transformation matrix, Tw,c,
from the camera CSYS to the world CSYS, is found as

Tw,c(xcamera
w , ycamera

w , zcamera
w , α, β, γ)

=


cαcβ cαsβsγ − sαcγ cαsβsγ + sαcγ xcamera

w

sαcβ sαsβsγ + cαcγ sαsβcγ − cαsγ ycamera
w

−sβ cβsγ cβcγ zcamera
w

0 0 0 1

 .

(3)

The probe tip position vector, pprobe tip
c , in the camera CSYS

can then be transformed to the world CSYS using the ho-
mogeneous transformation matrix:

pprobe tip
w = Tw,cpprobe tip

c , (4)

Fig. 5: Transformation from probe tip coordinate system to
world coordinate system.

where pprobe tip
c is taken as

pprobe tip
c =


23.75
31.75
150
1

 mm. (5)

Demonstration Experiment

Using the arthroscopic tracker prototype shown in Fig. 2,
the probe was moved to the 3B functional knee model, and a
series of distal pushes were applied first to the medial men-
iscus, and then lateral meniscus. The recorded data was
saved to a comma separated value (csv) file on the hard-
drive. The csv file was then imported into MATLAB and
the script presented in the previous section was run. The
result is shown in Fig. 6.

DISCUSSION

This paper has presented design, implementation and
evaluation of an arthroscopic tracker system for intraoper-
ative motion tracking and force registration for use in re-
search and education. The system enables automatic real-
time transfer of pose and forces between a physical asset
and digital model, as required in arthroscopic digital twins.

The position accuracy of the system was evaluated in an
experiment. As can be observed from Table I, the posi-
tion RMSE between the arthroscopic tracker and robot end
effector was 12.60 mm. This is considerably higher than
the reported accuracy from the camera/IMU manufacturer
(±1 mm), as well as from another study (Ma et al., 2020) us-
ing the same camera/IMU (mean square error of 0.99 mm).
From observations during testing, we suggest that the ac-
curacy of the system is dependent on the presence of iden-
tifiable objects in the background. For example, when a
chess patterned object was removed from the background,
the RMSE was five times higher than shown in Table I. An
alternative camera configuration, where the camera was ro-
tated 90 degrees to be facing upwards, similar to what was
presented by Ma et al. (2020), was discarded due to lack of
identifiable objects. It is likely that by optimizing light con-
ditions and placement of fiducial markers, a better position
accuracy can be achieved, however, this issue with accuracy
should be further explored.
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Fig. 6: A post-operative view of the instrument tool-path
(in cyan) relative to the anatomical model. Vectors indicate
the interaction force exerted at the given position. Colors
and vector length indicate the magnitude of the force (red

highest), while the orientation of the arrows indicate
direction of the force.

Still, considering the achieved position accuracy, we con-
clude that the system is feasible for use in research and edu-
cational applications. For example, in arthroscopy training
for resident doctors, the system could provide navigation
aids when learning triangulation techniques on plastic mod-
els or human cadaveric specimens. Additionally, the system
can provide concurrent feedback through its real-time visu-
alization, as well as post-response feedback through the in-
strument trajectory map, in order to reduce excessive use of
force (as discussed by Tang et al., 2005; Golahmadi et al.,
2021).

Moreover, learning effects should be explored in future
studies, andthe position accuracy should be improved for
haptic research applications. However, because such exper-
imental research is normally conducted in controlled lab en-
vironments, placement of fiducial markers can be optimized
for the given setting. The instrument trajectory map facilit-
ated by the arthroscopic tracker system serves as a proof-of-
concept for a post-operative virtual surgery database. Such
a database could for example provide detailed digital tran-
scripts from a series of operations of one type of surgery.
With sufficient data available combined with artificial intel-
ligence, this could serve as a research tool that could provide
useful insights into the surgical domain.

To expand the system towards an arthroscopic digital
twin, the simulation must not only display the instrument
pose relative to the patient-specific anatomical model, but
interact with it. Simulation frameworks such as the simu-
lation open framework architecture (SOFA) facilitate real-

time soft tissue finite element simulations with interaction
using haptic devices (Faure et al., 2012). It is feasible to re-
place user interaction from a haptic device with the presen-
ted arthroscopic tracker system, however position accuracy
should be enhanced. Patient specific material properties
could also be extracted using the synchronized force and
pose data in combination with inverse finite element meth-
ods (Seyfi et al., 2018) or machine learning methods (Mend-
izabal et al., 2020).

CONCLUDING REMARKS

This paper has presented implementation and evaluation
of an intraoperative arthroscopic tracker system for research
and educational use. Motion tracking is achieved using an
inertial measurement unit in combination with stereo vis-
ion, and force registration is achieved using a force-torque
sensor. The system enables automatic pose and force data
exchange between a physical asset and a digital model. Pre-
liminary experiments indicate that the system is feasible for
use in research and educational applications, but that posi-
tion accuracy should be improved.

ACKNOWLEDGMENTS

The authors would like to acknowledge Kjell-Inge Gjes-
dal and Carl Petter Kulseng at Sunnmøre MR-Klinikk for
providing the MRI-based anatomical models used in this
project.

REFERENCES
Attivissimo, F., Nisio, A. D., Lanzolla, A. M. L. and Ragolia, M. A. (2021),

Analysis of Position Estimation Techniques in a Surgical EM Tracking
System, IEEE Sensors Journal 21(13), 14389–14396.

Aubert, K., Germaneau, A., Rochette, M., Ye, W., Severyns, M., Billot, M.,
Rigoard, P. and Vendeuvre, T. (2021), Development of Digital Twins
to Optimize Trauma Surgery and Postoperative Management. A Case
Study Focusing on Tibial Plateau Fracture, Frontiers in Bioengineering
and Biotechnology 9, 722275.

Bjelland, Ø., Pedersen, M. D., Steinert, M. and Bye, R. T. (2022), Intraop-
erative Data-Based Haptic Feedback for Arthroscopic Partial Meniscec-
tomy Punch Simulation, IEEE Access 10, 107269–107282.

Bjelland, Ø., Rasheed, B., Schaathun, H. G., Pedersen, M. D., Steinert, M.,
Hellevik, A. I. and Bye, R. T. (2022), Toward a Digital Twin for Arth-
roscopic Knee Surgery: A Systematic Review, IEEE Access 10, 45029–
45052.

Chase, J. G., Zhou, C., Knopp, J. L., Shaw, G. M., Näswall, K., Wong, J.
H. K., Malinen, S., Moeller, K., Benyo, B., Chiew, Y. S. and Desaive,
T. (2021), Digital Twins in Critical Care: What, When, How, Where,
Why?, IFAC-PapersOnLine 54(15), 310–315.

Corral-Acero, J., Margara, F., Marciniak, M., Rodero, C., Loncaric, F.,
Feng, Y., Gilbert, A., Fernandes, J. F., Bukhari, H. A., Wajdan, A.,
Martinez, M. V., Santos, M. S., Shamohammdi, M., Luo, H., West-
phal, P., Leeson, P., DiAchille, P., Gurev, V., Mayr, M., Geris, L., Path-
manathan, P., Morrison, T., Cornelussen, R., Prinzen, F., Delhaas, T.,
Doltra, A., Sitges, M., Vigmond, E. J., Zacur, E., Grau, V., Rodriguez,
B., Remme, E. W., Niederer, S., Mortier, P., McLeod, K., Potse, M.,
Pueyo, E., Bueno-Orovio, A. and Lamata, P. (2020), The ‘Digital Twin’
to enable the vision of precision cardiology, European Heart Journal
41(48), 4556–4564.

Fattori, G., Lomax, A. J., Weber, D. C. and Safai, S. (2021), Technical
assessment of the NDI Polaris Vega optical tracking system, Radiation
Oncology 16(1), 87.

Faure, F., Duriez, C., Delingette, H., Allard, J., Gilles, B., Marchesseau,
S., Talbot, H., Courtecuisse, H., Bousquet, G., Peterlik, I. and Cotin,
S. (2012), SOFA: A Multi-Model Framework for Interactive Physical
Simulation.

Fuller, A., Fan, Z., Day, C. and Barlow, C. (2020), Digital Twin: Enabling
Technologies, Challenges and Open Research, IEEE Access 8, 108952–
108971.

464



Golahmadi, A. K., Khan, D. Z., Mylonas, G. P. and Marcus, H. J. (2021),
Tool-tissue forces in surgery: A systematic review, Annals of Medicine
and Surgery 65, 102268.

Hernigou, P., Olejnik, R., Safar, A., Martinov, S., Hernigou, J. and Ferre,
B. (2021), Digital twins, artificial intelligence, and machine learning
technology to identify a real personalized motion axis of the tibiotalar
joint for robotics in total ankle arthroplasty, International Orthopaedics
45(9), 2209–2217.

Hu, X., Liu, H. and Baena, F. R. Y. (2021), Markerless Navigation System
for Orthopaedic Knee Surgery: A Proof of Concept Study, IEEE Access
9, 64708–64718.

Kulseng, C. P. S., Nainamalai, V., Grøvik, E., Geitung, J.-T., Årøen, A. and
Gjesdal, K.-I. (2023), Automatic segmentation of human knee anatomy
by a convolutional neural network applying a 3D MRI protocol, BMC
Musculoskeletal Disorders 24(1), 41.

Lauzeral, N., Borzacchiello, D., Kugler, M., George, D., Rémond, Y.,
Hostettler, A. and Chinesta, F. (2019), A model order reduction ap-
proach to create patient-specific mechanical models of human liver in
computational medicine applications, Computer Methods and Programs
in Biomedicine 170, 95–106.

Lynch, K. M. and Park, F. C. (2017), Modern robotics: mechanics,
planning, and control, Cambridge University Press, Cambridge, UK.
OCLC: ocn983881868.

Ma, C., Cui, X., Chen, F., Ma, L., Xin, S. and Liao, H. (2020), Knee arth-
roscopic navigation using virtual-vision rendering and self-positioning
technology, International Journal of Computer Assisted Radiology and
Surgery 15(3), 467–477. https://doi.org/10.1007/s11548-019-02099-6

Mendizabal, A., Márquez-Neila, P. and Cotin, S. (2020), Simulation of
hyperelastic materials in real-time using deep learning, Medical Image
Analysis 59, 101569.

Nazari, A. A., Janabi-Sharifi, F. and Zareinia, K. (2021), Image-Based
Force Estimation in Medical Applications: A Review, IEEE Sensors
Journal 21(7), 8805–8830.

Seyfi, B., Fatouraee, N. and Imeni, M. (2018), Mechanical modeling and
characterization of meniscus tissue using flat punch indentation and in-
verse finite element method, Journal of the Mechanical Behavior of Bio-
medical Materials 77, 337–346.

Song, A. and Fu, L. (2019), Multi-dimensional force sensor for haptic inter-
action: a review, Virtual Reality & Intelligent Hardware 1(2), 121–135.

Sullivan, M. (2023), COLORVFIELD3 colored 3d vector field plot-
ter. https://se.mathworks.com/matlabcentral/fileexchange/17755-
colorvfield3-colored-3d-vector-field-plotter

Tang, B., Hanna, G. B. and Cuschieri, A. (2005), Analysis of errors enacted
by surgical trainees during skills training courses, Surgery 138(1), 14–
20.

Welch, G. and Foxlin, E. (2002), Motion tracking: no silver bullet,
but a respectable arsenal, IEEE Computer Graphics and Applications
22(6), 24–38.

ØYSTEIN BJELLAND was born in Bergen,
Norway, in 1991. He received the M.Sc. in
mechanical engineering from the Norwegian
University of Science and Technology (NTNU),
Trondheim, in 2016. He is currently pursu-
ing a Ph.D. degree in engineering cybernetics at
NTNU, Ålesund. From 2016 to 2020, he worked
as a Mechanical Design Engineer at Clara Ven-
ture Labs (formerly Prototech) in Bergen, devel-
oping mechatronic systems for oil and gas in-
dustry, fuel cell systems for space applications

and metal additive manufacturing. Since 2020, he has been a researcher at
the Cyber-Physical Systems Lab at NTNU, Ålesund. He is also affiliated
with Aalesund Biomechanics Lab and TrollLabs. Current research interests
include surgery simulation, haptic feedback and biomechatronics.

LARS IVAR HATLEDAL received the B.Sc.
degree in automation, the M.Sc. degree in sim-
ulation and visualization, and the Ph.D. degree
from NTNU, Ålesund, Norway, in 2013, 2017,
and 2021, respectively. From 2013 to 2017,
he worked as a part-time Research Assistant
with the Intelligent System Laboratory, Depart-
ment of Ocean Operations and Civil Engineer-
ing, NTNU. Still with NTNU, he is currently
working as an Associate Professor with the De-
partment of ICT and Natural Sciences. His re-

search interests revolves around software architecture, visualisation and ar-
tificial intelligence.

MARTIN STEINERT was born in Dresden,
Germany. He received the B.A., M.A., and
Ph.D. (Dr.rer.pol) degrees in technology manage-
ment from the University of Fribourg, Switzer-
land. He has been an Assistant Professor with
the University of Fribourg, Switzerland, a Visit-
ing Scholar at MIT and Stanford University, be-
fore changing full time to Stanford University as
the Deputy Director of the Center for Design Re-
search (CDR), and an Assistant Professor (Act-
ing) in Mechanical Engineering at Stanford Uni-

versity. Since 2013, he has been a Full Professor of Engineering Design at
the Department of Mechanical and Industrial Engineering (MTP), Norwe-
gian University of Science and Technology (NTNU). His research interests
focus on the fuzzy front end of new product development and design: op-
timizing the intersection of engineering design thinking and new product
development, mechatronics/sensors, and computer sciences (especially ma-
chine learning). A special focus is on conceptual development and al-
pha prototype generation of high-performance requirements and on exper-
imental tools and setups. As of August 2021, he has more than 200 public-
ations registered in Google Scholar. He has several prizes in both teaching
and research. Dr. Steinert has been a member of the Norwegian Academy
of Technological Sciences (NTVA) since 2015.

ROBIN T. BYE was born in Ålesund, Norway
in 1979 and has been an IEEE Senior Member
since 2017. He received the B.Eng. (Hons 1)
(2004), M.Eng.Sc. (2005), and Ph.D. (2009)
degrees in electrical engineering from the Uni-
versity of New South Wales, Sydney, Australia.
Since 2008, he has been working at the Depart-
ment of ICT and Natural Sciences (IIR), Nor-
wegian University of Science and Technology
(NTNU), Ålesund, and became a full professor
in 2020. At the department, Prof. Bye heads the

undergraduate engineering study programme in Automation and Intelligent
Systems as well as the Cyber-Physical Systems Laboratory. His research
interests belong to the broad areas of cybernetics, artificial intelligence,
neuroengineering, and engineering education. Robin T. Bye was awarded
the Goodeve Medal by The Operational Research Society in 2019.

465



A Light-weight Model for Run-time Battery
SOC-SOH Estimation While Considering

Aging
Mohsen Heydarzadeh1, Eero Immonen1, Hashem Haghbayan2, Juha Plosila2

1 Computational Engineering and Analysis Research Group, Turku University of Applied Science , 20520 Turku, Finland
2 Department of Computing, University of Turku, 20500 Turku, Finland

Email: mohsen.heydarzadehalikamar@turkuamk.fi

KEYWORDS

Lithium-ion battery, Electrical equivalent circuit model,
State of charge, State of health, Extended Kalman filter

ABSTRACT

Batteries are becoming one important part to power va-
rieties of devices including electro-mechanical robots and
vehicles. Understanding the behaviour of the battery and
its state of charge can help the control systems to signifi-
cantly improve the decision-making and risk management
at run-time, after the device starts its operation. Currently,
there is an increased interest in tracking battery dynamics as
a function of health in both academia and industry. In this
paper, we propose a light-weight approach for modeling the
state of charge of lithium-ion (Li-ion) batteries during the
life-time of the system. We also consider the battery capac-
ity of charge degradation over its usage. To do that, we use
electrical equivalent circuit model (EECM) modeling as the
basis for modeling the battery and add the aging model to
it to consider the effect of battery usage in the long term.
Experimental results show that our proposed technique suc-
cessfully estimates the battery state of charge at different
states of health for the National Aeronautics and Space Ad-
ministration (NASA) randomized usage battery dataset in
comparison with the state-of-the-art. The obtained estima-
tion error in the worst case is 2.2%.

I. INTRODUCTION

Lithium-ion batteries are one of the most popular forms
of energy storage systems. It is estimated that in 2015 up
to 85% of deployed energy storage systems has been Li-ion
batteries [1]. These batteries are able to be recharged several
times and tend to have lower self-discharge rate compared
with similar energy storage systems [2]. One important as-
pect of optimizing an energy storage system’s usage is to
predict the behaviour of the battery at run-time [3]. This be-
haviour can be demonstrated through different parameters
such as state-of-charge (SOC) and state-of-health (SOH) of
the battery; the former is the level of battery charge over the
usage of the battery and the latter refers to the capacity of
the battery, in contrast with the nominal capacity value, over
the battery aging process [4]. This battery aging process re-
sults in a continuous battery energy capacity reduction over
the battery life-time. Accurate online estimation of battery
SOC/SOH results in more optimal battery-aware control and
risk management in autonomous systems. Another parame-

−
+VOCV

Rs R1

+ −
v1

R2

+ −
v2

C1 C2

i(t)

V (t)

Fig. 1: Schematic diagram of second-order equivalent cir-
cuit model.

ter that can be used to show the battery aging is the battery’s
internal impedance in the way that battery impedance is in-
creased by in the aging process [5]. Therefore, SOH usually
is quantified by the battery impedance or battery capacity.
Unfortunately, SOC and SOH can not be measured directly
and they have to be estimated by employing advanced algo-
rithms with the use of measurable quantities, such as current
drawn from the battery, output voltage and temperature of
the battery [6].

There have been several works on battery SOC and SOH
estimation. However, most of the proposed techniques do
not give a suitable approach that can execute continuously
at run-time during the battery’s life-time. Some problems of
the state of art are the heaviness of the estimation algorithm,
that is not suitable for run-time estimation of the parameters,
and ignorance of the effect of aging on the parameters. In
this paper, we use the EECM model to describe the battery
behaviour and we propose a light-weight method to iden-
tify the parameters of EECM model. Then, an extended
Kalman filter (EKF) is used to co-estimate of the battery
SOC and SOH during the activity of the battery in its life-
time. We show the robustness of our method by applying
the extracted model on different NASA datasets generated
by different instructions. The rest of the paper is organized
as follows. Section 2 describes and analyzes some related
works. Section 3 presents the EECM to model the battery
dynamics. Section 4 introduces the proposed method to es-
timate the battery parameters. In the section 5, used dataset
is introduced. Section 6 presents the results and validation
of the proposed model, while Section 7 provides some con-
cluding remarks.
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II. RELATED WORKS

Several methods are presented to estimate SOC and SOH
that could be classified in offline and online approaches.
Coulomb counting is the simple way to compute the SOC,
but it has a less accuracy. Also, estimate the initial state of
SOC is the serious problem for employing this method [7].
Other simple method is to use the open circuit voltage
(OCV) to estimate the SOC, but this method has the dis-
advantage of requiring a long period of time to stabilize the
battery voltage. [8].

Data-driven approaches based on machine learning
(ML) techniques can give reliable SOC and SOH estima-
tion. There have been various learning-based methods for
SOH/SOC estimation [9]. Some of the common non-deep
learning methods are, e.g., nonlinear least squares regres-
sion (NLSR) [10], Gaussian process regression (GPR) [11],
[12], and relevance vector machine (RVM) [13]. In these
techniques, distinctive features, that are representative of
cell states, are extracted manually from the voltage and cur-
rent run-time/offline measurement data and then are given
to the learning unit as the input. In contrast, deep learn-
ing methods employ the complete set of raw data during the
cell charge/discharge process as the input without extrac-
tion and selection of distinctive features [14]. In Ref.[15],
the authors present a deep convolutional neural network
(DCNN) for battery cell level capacity estimation. In this
work, comparing to the other shallow neural network and
RVM method, proposed method shows high accuracy and
robustness in the online estimation. However, training the
proposed DCNN module is 7.6x longer than while using

Algorithm 1 EECM Parameters Identification Algorithm
1: n← number of DPPC Experiments ▷ number of SOH level
2: while n ̸= 0 do
3: m← number of pulse in DPPC ▷ number of SOC level
4: while m ̸= 0 do
5: if Pulse(i(t)) then ▷ beginning of every pulsed discharge
6: t0 ← t
7: V m

OCV ← V (t0 − Ts)

8: Rm
s ←

V (t0−Ts)−V (t0)
i(t0)

9: end if
10: m← m− 1
11: end while
12: m← number of pulse in DPPC ▷ number of SOC level
13: while m ̸= 0 do

14: VOCV (t)← (
V m−1
OCV

−V m
OCV

Tp
)t+ V m

OCV ▷ 0 ≤ t ≤ Tp

15: v12(t)← −V (t) + VOCV (t)−Rm
s i(t)

16: [A,B,C,D]← ssest(v12(t), i(t)) ▷ MATLAB function
17: canon(A,B,C,D) ▷ MATLAB function
18: calculate EECM parameters based on Eq.2.
19: end while
20: n← n− 1
21: end while

RVM model (around 500 seconds). The memory usage for
DCNN and RVM has been estimated around 144 MB and 20
GB respectively. It shows high computational and memory
resources are needed to implement machine learning based
approached for battery management systems.

In contrast with accurate by heavy ML-based techniques
for battery SOC/SOH estimation, some works use simple
model-based estimation methods such as electrical equiva-
lent circuit model (EECM), electrochemical model (ECM),
and empirical models (EM) [6]. Based on the established
EECM, some adaptively filtering algorithms such as, ex-
tended Kalman Filter (EKF) [16] , Particle filter (PF) [17]
and adaptive extended Kalman filter (AEKF) [18], were em-
ployed to identify the electrical parameters such as resis-
tance and capacity for the battery SOH estimation. In [19]
two extended Kalman filters have been used to model the
Li-ion batteries based on frictional order models [20]. One
EKF has been used to estimate the combined SOC and SOH
while the other has been used to update the EECM param-
eters. However, as mentioned in the paper, the SOH and
EECM parameters could not be fit at the different aging lev-
els of the battery, due to lack of proper data showing the
battery aging over the activity of the system.

In this paper, we try to employ the light-weight model
to estimate the battery behaviour by considering the aging
effect on battery performance. Proposed model provides the
accurate battery SOC estimation over the whole battery life-
time, while it degrades continuously. Less complexity and
light computation cost make the proposed model to worth
practical approach to implement on the battery management
systems (BMS) which usually have simple processors and
low memory capacities.

III. MODEL DESCRIPTION

A. Electrical equivalent circuit model

The schematic view of the second-order EECM that has
been used in this paper is shown in Figure 1. This model
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(a) Open circuit voltage. (b) Internal resistance. (c) Resistance of first parallel RC.

(d) Capacitor of first parallel RC. (e) Resistance of second parallel RC. (f) Capacitor of second parallel RC.

Fig. 4: Fitting surface on identified EECM parameters.

TABLE I: Fitting function variables.

Parameter a0 a1 a2 a3 a4
Rs -0.0736 0.1059 -0.1487 0.3995 0.7725
R1 -2.25 0.1401 -0.1854 2.481 0.0513
R2 0.0013 2.887 -4.368 1.789 3.692
C1 1270 -0.0001 0.0001 -0.00001 -18.57
C2 13.89 -0.001 0.0011 -0.0001 -14.48

is used to calculate the battery voltage in response to the
current being drawn from the battery. The VOCV is the ideal
voltage source, which is dependant on the battery SOC and
SOH. Rs accounts for the ohmic internal resistance of the
battery, and the parallel RC circuits, i.e., R1, C1, R2 and
C2, represent the voltage diffusion phenomenon [21].

Let v1 and v2 denote the voltage across the subcircuits
consisting of R1, C1, R2 and C2. The measured battery
voltage, V (t), is calculated as follows:

V (t) = VOCV −Rsi(t)− v1 − v2 (1)

where i(t) denote the load current (assumed positive for the
discharging process) and v1 and v2 dynamics are:[

v̇1
v̇2

]
=

[ −1
R1C1

0

0 −1
R2C2

] [
v1
v2

]
+

[ 1
C1
1
C2

]
i(t)

v12 = v1 + v2 =
[
1 1

] [v1
v2

]
(2)

B. Definition of state of charge

The SOC is the ratio between the remaining capacity and
the current maximum available capacity which the battery
can deliver [22]. Then, the current remaining capacity in
the battery is used to quantify SOC:

SOC(t) = SOC(0)− 1

Cag
p

∫ t

0

ηi(τ)dτ (3)

where Cag
p indicate the current maximum available capac-

ity, which decrease with the aging of the battery. Also, η de-
note the Coulombic efficiency and in this study, is assumed
1 [23].

C. Definition of state of health

Over time, batteries will age and their performance will
degrade. They will eventually reach a point where they no
longer satisfy the expected requirements from the battery,
the time when is considered as the battery’s end of life..
SOH is defined as the following equation:

SOH(t) =
Cag

p

Cinit
(4)

where Cinit indicates the initial maximum available capac-
ity when the battery is new. According to the Eq. (2),
Eq. (3). and Eq. (4), can be discretized battery model as
the following equation:

SOCk+1 = SOCk − ηTs

CinitSOHcycle
ik

v1k+1
= (1− Ts

R1C1
)v1k +

Ts

C1
ik (5)

v2k+1
= (1− Ts

R2C2
)v2k +

Ts

C2
ik

where Ts is sampling time.

IV. PARAMETERS ESTIMATION

A. Identify the EECM parameters

The goal of the parameter identification algorithm is to
identify the six parameters of the second-order EECM, that
is shown in Figure 1, under specific SOC and SOH. In our
work, we use the proposed method in [24] to identify the
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Fig. 5: Jointly SOC/SOH estimation under the RW3 dataset.

Fig. 6: Estimation of SoC with different initial states.

EECM parameters. Algorithm 1 describes the parameter es-
timation method from discharge pulse power characteriza-
tion (DPPC) measurement. Based on this method, in each
DPPC cycle, that presents an SOH value, EECM param-
eters are calculated for discrete SOC values, Line 3-11 in
Algorithm 1, explain the proposed method to calculate open
circuit voltage and battery internal Resistance. At first, the
last value of the battery voltage before the onset of discharge
pulse, is considered as the open circuit voltage at the current
SOC. Then, initial drop of battery voltage, when the pulsed
discharge starts, is used to calculate the internal resistance.
Line 12-19 describe the method to calculate the RC subcir-
cuit values. Based on Eq. (1), the voltage of RC subcir-
cuits (v12) is calculated in one pulsed discharge period (TP )
and used to obtain a second-order linear time invariant (LTI)
model for RC subcircuit by using Matlab Estimate State-
Space Model (ssest) function. By transferring the obtained
LTI model to a diagonal state-space model and comparing
state-space matrices with Eq. (2), values for RC parameters
will be calculated. As mentioned before, battery capacity re-
duces by aging effect, in consequence, the number of pulses
in each DPPC experiment and number of extracted values
for the EECM parameters reduce by increasing aging effect.
Figure 3, shows this fact that the extracted values for the in-
ternal resistance are 12 when the battery is new, while they
are only 6 for the oldest battery.

Extracted values are used to fit the functions of SOC and
SOH on the EECM parameters. To keep the method simple,

exponential function of SOH with second-order polynomial
function of SOC is assumed for EECM parameters except
the VOCV . As shown in the Figure 2, VOCV is more depen-
dant to SOC than SOH. Therefore, proposed function for
VOCV is third-order polynomial function of SOC with first-
order function of SOH. Eq. (6) and Eq. (7) show the fitting
function on VOCV and other EECM elements, respectively.

VOCV (SOC, SOH) = p0 + p1SOH + p2SOC + p3SOHSOC

+p4SOC2 + p5SOHSOC2 + p6SOC3

(6)

f(SOC, SOH) = a0 + (a1SOC2 + a2SOC + a3)e
−a4SOH (7)

B. Jointly SOC and SOH Estimation

In order to achieve online estimation of the SOC and
SOH, an extended Kalman filtering algorithm is proposed.
Eq. (5) are used directly to estimate the SOC, while the
ohmic internal resistance is used to characterize the battery
SOH. As shown in Figure 3, extracted values for the inter-
nal resistance follows the same behaviour compared with
battery aging. In fact, the average value of the internal resis-
tance is increased by battery aging. Therefore, by monitor-
ing the internal resistance over the discharge cycles, battery
SOH is determined. In fact, by estimating the internal resis-
tance value and battery SOC, a fitting function on the inter-
nal resistance is used in order to calculate the SOH of the
battery. To do that, by defining xk = [SOC,Rs, v1, v2]

T as
a EKF states, the EECM model (5) can be rewritten as:

xk+1 =


1 0 0 0
0 1 0 0

0 0 1− Ts

R1C1
0

0 0 0 1− Ts

R2C2

xk+



− ηTs

Cag
p

0
Ts

C1
Ts

C2


ik

and the Jacobian matrix can be expressed as

Hk =
∂V

∂x
=

[
∂VOCV

∂SOC −ik −1 −1
]

(8)
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(c) Real and estimated SOH of RW6’s DPPC measurements
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Fig. 7: Validation results of jointly SOC/SOH estimation.

where, to compute the ∂VOCV

∂SOC , extracted function in the
Eq. (6) is used. We update the battery SOH when the bat-
tery is operating in discharge mode rather than rest mode,
and when the SOC estimation is greater than 60%, other-
wise we keep the last estimated value of SOH. This avoids
a battery nonlinear dynamics effect and improves SOH cal-
culation accuracy. As shown in the Figure 2. and Figure 3,
VOCV has a linear relationship with SOC and internal resis-
tance has less fluctuations in the high SOC values. Opposite
to SOH estimation process, SOC and internal resistance will
be estimated in the whole discharge cycles. In fact, SOH is
a feature of the battery that changes slowly and there is no
expect SOH changes significantly at one discharge cycle.
Therefore, estimating the SOH in the part of the cycle is not
illogical.

V. EXPERIMENTAL SETUP

The experimental data of the half-year cycling test was
collected by NASA on a set of 18650 Li-ion batteries [25].
In our study, we used the second five groups of cells from
the NASA dataset. The five groups consist of a total of 20
cells, with each group being composed of four cells with five
different test instructions. Second group of NASA dataset’s
cells (RW3, RW4, RW5 and RW6) were cycled at room
temperature throughout the duration of the test. They were
continuously operated by repeatedly charging them to 4.2V
and then discharging them to 3.2V using a randomized se-
quence of discharging currents between 0.5A and 4A. After
every fifty randomized discharge cycles, a series of refer-
ence charging/discharging cycles with constant current and

DPPC were performed in order to provide reference bench-
marks for battery state health. In this paper, provide the
EECM model by the first measurement (RW3) of second
group of the NASA dataset, and use the other measure-
ments (RW4, RW5, RW6) as a test data to validate the pro-
posed method.

VI. RESULTS AND DISCUSSION

A. EECM parameter identification

In order to verify the accuracy of the proposed method,
the battery SOC and SOH estimation are conducted under
the NASA tests. As previously mentioned, the EECM pa-
rameters of battery model are computed by applying the al-
gorithm 1, then introduced functions in the Eq. 6 and Eq. 7
are used to fit the surface on them. Figure 4 , shows the fit-
ting surfaces on the EECM elements values over the SOC
and SOH. The fitting functions information are provided in
table I. Fitting results show that EECM parameters’ depen-
dence on SOC is reduced by battery aging. In addition, in-
ternal resistance and subcircuits’ resistances increase sig-
nificantly by battery aging, while capacitors’ capacities de-
crease. Also, the dual RC subcircuits in EECM present both
slow and fast dynamic of the voltage diffusion that means
one of them has a higher time constant than the other. The
calculated values reflect that fact when the parameter C1 is
almost 10 times larger than C2.

B. SOC/SOH online estimation

Before the proposed method enters the iteration, initial
values of the SOC and internal resistances are set to 0.8 and
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0.1 ohm, respectively. Joint SOC/SOH estimation results
are shown in the Figure 5, where real SOH and SOC values
are calculated by Eq.4 and Eq.3 in every DPPC experiments,
respectively. EKF states are updated in every DPPC mea-
surement, while the battery SOH is updated by the estimated
internal resistance. As can be seen in the Figure 5a, the es-
timated SOH follows the real SOH behaviour over the 22
DPPC experiments. The results show the root mean square
error (RMSE) factor of SOH estimation is 1.62 %. Simulta-
neously, estimated SOH is used to estimate the battery SOC.
In every DPPC experiment, EKF estimates the battery SOC
in the whole period of experiment when the battery charge
decreases from 100% to 0%. RMSE factor of SOC estima-
tion for each DPPC experiments are shown in Figure 5b,
that illustrates SOC estimation errors remain under the 2 %
for all DPPC experiments.

Also, Figure 6 shows the convergence of SOC as a re-
sult of varying initial value of SOC. Furthermore, in this
figure we can see the estimation of SOC over the entire pe-
riod of DPPC cycle when the battery SOH is 0.8. The plot
show that the proposed EKF state estimation method is able
to converge to the actual SoC value after a transient period
(shown as close-up view inside the plot), regardless of the
initial value.

C. Method validation

To validate the proposed method, extracted model is used
to compute the battery SOC and SOH on other experiments
of the dataset group. As mentioned in section V, NASA
dataset has four different measurements with same type of
battery, while the discharging current profile is random.
Therefore, expect to have different degradation dynamics
in the measurements. Extracted model is applied on the
RW4, RW5, RW6 measurements and the simulation results
are shown in the Figure 7. Figure shows the EKF can es-
timate the battery degradation trend. However, accuracy of
SOH estimation improves by increasing the battery aging.
Probably, the low accuracy of the battery SOH estimation
when it is new has to do with the initial health state of the
battery when it was stored. Figure 7d shows the RMSE fac-
tor of SOC estimation over the battery operation during the
different measurements. In every DPPC experiments, SOC
estimation remains under the 2.2% that approve the accu-
racy and reliability of proposed EKF state estimation during
the different consuming way.

VII. CONCLUSION

In this paper, a light-weight second-order EECM is em-
ployed to model the battery, and based on the model a EKF
algorithm is proposed for co-estimation of the SOH and
SOC. However, EKF estimates the SOC and internal re-
sistance directly, while SOH is calculated by considering
the relationship between internal resistance, SOC and SOH.
We explained the EECM model’s parameters, their identi-
fication, applying the EKF method and model validation
by both in-sample and out-of-sample experimental DPPC
data. The model can accurately estimate the SOH of the
LTO cell in different dynamic experiments. In addition, the
results show that the proposed model can obtain more accu-
rate SOC value by considering the aging effect on the model

parameters.
An important topic for the future work is studying the

thermal effect on the EECM parameters. In a way, by adding
the temperature of the battery operation to EKF, one could
be able to estimate the SOC and SOH of the battery more
accurately. Another interesting future direction of this work
is to utilize this battery model and jointly SoC-SOH esti-
mation in optimal control of resource-constrained mobile
robots. Specifically, proposed battery model can be inte-
grated into robotic control systems to address energy effi-
cient resource-aware operation planning.
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ABSTRACT

In shared spaces, autonomous vehicles (AVs) will have
to move efficiently and safely, without normal road signage,
and with other users such as pedestrians, cyclists and drivers.
To achieve this, AVs need to anticipate the behaviours of
other road users in order to adapt their navigation accordingly.
This paper focuses on age-related pedestrian behaviours with
an autonomous vehicle. Looking at age as one of the main
factors determining behaviour, a literature review is conducted.
The results are used to integrate age-dependent pedestrian be-
haviours into a model for simulating more realistic pedestrian
behaviours in shared spaces with an AV.

INTRODUCTION

In recent years, autonomous vehicles (AVs) have been
tested on roads shared with other users e.g. pedestrians, cy-
clists, and drivers (McAslan et al. 2021). In such environments,
AVs adapt their navigation according to the traffic regulations
such as stopping at a red light. Nevertheless, in the near future,
AVs will increasingly have to navigate in shared spaces. A
shared space is a space without signage, where pedestrians
and AVs have no physical definition of how to share the
space (Hamilton-Baillie 2008). In such spaces, all users must
adapt their trajectory so that everyone can navigate safely
and efficiently. However, AVs are currently not designed to
operate in these potentially crowded spaces. To have safe and
efficient navigation in shared spaces, i.e. avoiding accidents
and unnecessary preventive stops, AVs need to anticipate
pedestrians’ behaviours, in much the same way as human
drivers. When developing AV navigation systems suitable
for shared spaces, testing such systems in real-life can be
dangerous and complicated because of the risk of accidents and
high deployment costs. A simulated environment offers a safe
and cost-effective alternative to real-world experimentation for
the first tests of navigation systems. Modelling and simulating

pedestrian behaviours are key aspects of such a simulated
environment. Recent models of pedestrian behaviours are
mainly based on observations of standard pedestrians, with
adult behaviours (Helbing & Molnar 1995, Moussaı̈d et al.
2009, 2010, Kim et al. 2015, Van den Berg et al. 2008). In
shared spaces, AVs will interact with a more heterogeneous
population and pedestrian behaviours will be more varied - e.g.
a child running or an elderly person walking more slowly than
a younger adult. While many research studies have reported
observations on age-related pedestrian behaviours with cars,
these age-related behaviours have not been included in a
pedestrian-car interaction model. An exception is the age-
dependent behavioural model by Kaup et al. (2008). The
authors modified the social force model (SFM), which is
widely used in crowd simulation, to take into account age
differences (children, adults and elderly people) in pedestrian
behaviour. However, their SFM modifications rely only on
assumptions, made without observations or literature sources.
Moreover, the validation was only based on visual comparisons
with night-recorded video data. Our work overcomes these
problems and advances current work by basing behaviours
on findings from the literature and by conducting a thorough
validation of the results.

This paper presents an agent-based model (ABM) that
considers age-dependent pedestrian behaviours with an au-
tonomous vehicle. The proposed model extends an ABM and
a simulator named SPACiSS (Simulation of Pedestrian and
Autonomous Car in Shared Spaces) that simulates pedestrians
in shared spaces with an AV (Prédhumeau 2021, Prédhumeau
et al. 2022a). The original ABM and simulator integrate the
visual perception and attention of pedestrians and the concept
of personal space. SPACiSS models individuals and social
groups of pedestrians, such as friends, couples, coworkers
and families, as well as, interactions with a car in shared
spaces. Based on empirical observations, pedestrian-vehicle
interactions are modelled by combining the SFM with a
pedestrian decision model. The model was calibrated and
validated through a quantitative comparison of the simulated
trajectories with ground truth trajectories (Prédhumeau et al.
2022a). However, this model and simulator only include adult
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pedestrians. Other ages must be modelled in order to be more
representative of real pedestrian behaviours.

The aims of this paper are: 1. to review specific pedestrian
behaviours associated with age in the literature, and 2. to inte-
grate these behaviours into the existing model, and implement
and test them in the simulator. To answer these aims, we used
an iterative approach consisting of 4 stages: a literature review,
behavioural modelling, an implementation of the behaviours in
the simulator, and verification tests of the new behaviours.

LITERATURE REVIEW

In order to identify new behaviours to add to the
model (Prédhumeau 2021, Prédhumeau et al. 2022a), we
conducted a literature review. Relying on a literature review
allowed us to overcome the time and cost issues associated
with real experiments.

Methodology

First, we conducted a literature review focusing on the age
of pedestrians since this is an important discriminating factor
for behaviours. The purpose of this literature review was to
extract specific age-dependant behaviours. We focused on three
populations: children, adolescents and elderly people - without
major cognitive or physical problems. We used two general
scientific libraries: ScienceDirect and HAL, as well as Google
Scholar and ResearchGate. The research was multidisciplinary,
drawing upon works in computer science, social science, acci-
dentology, and psychology. We combined terms “children” OR
“adolescent” OR “elderly” AND “pedestrian” with the general
term “behaviour” OR with the terms describing common
pedestrian behaviours (i.e. “walking speed” OR “time gap” OR
(“phone” OR “music”)*“distraction” OR “decision time” OR
“reaction time”). The searches were initially conducted using
the terms “autonomous vehicle” AND/OR “shared space”,
then without them to include normal vehicles and spaces.
We consulted and retained 25 articles dating from 1993 to
2021. The articles have been selected by the relevance of the
method and the results. For example, an article with real-life
experimentation was deemed more useful than an article using
virtual reality.

Findings from the literature review

The papers were analysed to identify the actions and
behaviours pedestrians perform and the related age categories.
The terms identified as behaviours were:

1) “(time to) cross a road”,
2) “using phone”,
3) “listening to music”,
4) “using headphones”,
5) “texting”,
6) “decision time”
7) “running”

Finally, seven behaviours were extracted - five behaviours
depending on age, and two general behaviours that looked at
the effect of distraction on the walking speed (Table I):

1) Mean walking speed: mean walking speed for the
population (Stansfield et al. 2006, Van Hamme et al.
2016, Samson et al. 2012, Deluka-Tibljaš et al. 2021,

Leung et al. 2021, Jiang et al. 2021, Bosina & Wei-
dmann 2017, Willis et al. 2004, Huguenin-Richard
et al. 2015, Oxley et al. 2005, Ishaque & Noland
2008),

2) % of the population running: percentage of popu-
lation likely to run in front of a vehicle when the
situation is ambiguous and the choice is to stop or
run (Cloutier et al. 2014, Zeedyk et al. 2002),

3) Decision time: time needed to take the decision to
cross the road when a vehicle is approaching (Buc-
suházy & Semela 2017, Rasulo et al. 2020, Lynn &
Ja-Song 1993, Whelan 2008, Oxley et al. 2005),

4) % distracted by texting: percentage of the population
texting on a phone during road crossing (Focant 2021,
Nasar & Troyer 2013, Zhou et al. 2019, Russo et al.
2018, Gitelman et al. 2019),

5) % distracted by music: percentage of the population
listening to music with headphones during road cross-
ing (Focant 2021, Nasar & Troyer 2013, Zhou et al.
2019, Russo et al. 2018, Gitelman et al. 2019),

6) Effect of texting on walking speed: effect of using a
phone for texting on walking speed (Thompson et al.
2013),

7) Effect of listening to music on walking speed: effect
of listening to music with headphones on walking
speed (Thompson et al. 2013).

Using categories that cover a wide range of ages, e.g.
children, adults and the elderly, is unsatisfactory because
behaviours vary considerably within each category. Therefore,
children are divided into four groups and the elderly into two
groups to better reflect the behaviours variations. This age
categorization corresponds to that of the consulted articles. The
walking speed of children gradually increases with age with a
significant increase for the 8-11 years age group (Stansfield
et al. 2006, Van Hamme et al. 2016, Samson et al. 2012,
Deluka-Tibljaš et al. 2021, Leung et al. 2021, Jiang et al.
2021). Conversely, the walking speed of the elderly decreases
with age, notably after 70 years old (Bosina & Weidmann
2017, Willis et al. 2004, Huguenin-Richard et al. 2015, Oxley
et al. 2005, Ishaque & Noland 2008). Moreover, children take
more time to decide to cross a road than adults (Bucsuházy
& Semela 2017, Rasulo et al. 2020, Lynn & Ja-Song 1993,
Whelan 2008). The decision time is the longest for the elderly
(Oxley et al. 2005). Adolescents are the age group that uses
their phones the most and listens to the most music (Focant
2021, Nasar & Troyer 2013, Zhou et al. 2019, Russo et al.
2018, Gitelman et al. 2019). Thus, adolescents are more likely
to be distracted and have their behaviour altered by using their
phones or listening to music (Nasar et al. 2008).

From this literature review the behaviours, which have been
summarized in Table I, have been added to the model and
simulator.

MODELLING

Definition of 6 agent types

The original model did not differentiate between the be-
haviour of each type of pedestrian e.g. a child or an elderly
person had the same reaction time and walking speed as an
adult. From the literature review, children aged 8 to 11 have a
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TABLE I: Behavioural data from the literature depending on pedestrian age

Adults Children Adolescents Elderly
(reference group)

Age (years) 19-59 1-3 4-5 6-7 8-11 12-18 60-70 >70
Mean walking speed (±std) (m/s) 1.34 (±0.26) 0.40 (±0.35) 0.44 (±0,35) 0.47 (±0,35) 1.23 (±0,31) 1.34 (±0.26) 1.29 (±0.24) 1.05 (±0.24)
% of the population running 73 n/a 63.5 63.5 n/a n/a 27 27
Decision time (s) 0.57 n/a 0.87 0.87 0.85 0.67 0.88 1.45
% distracted by texting 13.2 n/a n/a 1.6 5.7 15.25 0.25 0.25
% distracted by music 5.7 n/a n/a 1.3 1.3 9.75 0.25 0.25
Effect of texting on walking speed
(m/s)

-0.19 n/a n/a n/a n/a -0.19 -0.19 -0.19

Effect of listening to music on
walking speed (m/s)

+0.54 n/a n/a +0.07 +0.07 +0.07 +0.07 +0.07

n/a is for the case of missing or irrelevant data.
The - symbol indicates a decrease in walking speed, whereas the + symbol indicates an increase in walking speed.

significantly different walking speed than children aged 1 to 7.
The same observation is made for the elderly between 60 and
70 years and >70 regarding the walking speed and decision
time. Thus, we retained six types of agent (in brackets the
corresponding years in Table I):

• Agent (Adults, 19-59 years old),
• Child (1-7 years old),
• Preadolescent (8-11 years old),
• Adolescent (12-18 years old),
• Elderly (60-70 years old),
• Old elderly (> 70 years old).

Application of the inheritance concept

For modelling, we used multi-level inheritance. Inheritance
allows a subclass to inherit the methods and properties of its
superclass while being able to modify these methods and apply
its own methods. One superclass, the Agent class, includes the
methods and specifications of adult pedestrians. Then, three
subclasses inherit from Agent: Child, Adolescent, and Elderly.
Two other subclasses are added: Preadolescent inheriting from
Child and Oldelderly inheriting from Elderly (Figure 1). For
example, a Preadolescent (8-11 years) inherits the attributes
and methods from the Child class and from the Agent class
with Child modifications.

Furthermore, inheritance allows the agent groups that have
n/a data to use the values from their superclass. For example,
the running percentage of a Preadolescent is inherited from the
Child class while the running percentage of an Adolescent is
inherited from the Agent class.

Behavioural modelling

The original model is detailed in (Prédhumeau 2021,
Prédhumeau et al. 2022a). To bring the model closer to real
behaviours for all classes, several behaviours were modified.
We added a decision time to the agents, and modified the
running decision and the distraction caused by texting and
listening to music.

When a pedestrian interacts laterally with the AV and
the crossing order is unclear, the pedestrian hesitates. In the
original model, pedestrians had a 50% chance of running or
stopping. We changed this percentage to use the proportion
of pedestrians affected by the behaviour according to their
age group. For example, an Elderly has a 27% chance of

Fig. 1: A simplified UML diagram of class inheritance

running when a vehicle is approaching while an Adult has
a 73% chance of running. For a Preadolescent, the percentage
is 63.5% and is inherited from the Child class (Algorithm 1).

Algorithm 1: Running decision for a Preadolescent
1 begin
2 // AV is approaching
3 // preadolescent is not stopping and not running,

i.e. is hesitating
4
5 runningDecision = random number on [0;100]
6 if runningDecision <= 63.5 then
7 decide to run
8 else
9 decide to stop

10 end
11 end

In the original model, each pedestrian is assigned a random
distraction level between 0 and 1, which varies periodically and
modifies the agent’s perception and attention distances. During
the simulation, each agent can thus be temporarily distracted.
The distraction level was changed to be the proportion of
pedestrians affected by texting on the phone and by listening
to music. The distraction is no longer a single variable, but the
result of two parameters: texting and listening to music. For
example, an Elderly has a 0.25% chance of being distracted by
texting and a 0.25% chance of being distracted by listening to
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music, while for Adults these percentages are 13.2% and 5.7%
respectively. For Preadolescents, being distracted by texting
is 5.7% and 1.3% for listening to music, which is inherited
from the Child class (Algorithm 2). We also differentiated
between distraction by texting or music regarding their effect
on walking speed.

Algorithm 2: Variation of distraction and effect on
walking speed for a Preadolescent
1 begin
2 // preadolescent is not distracted
3 textingDistraction = random number on [0;100]
4 musicDistraction = random number on [0;100]
5
6 // is not distracted by texting or by music
7 if textingDistraction > 5.7 and

musicDistraction > 1.3 then
8 walkSpeed = walkSpeed
9 else

10 // is distracted by texting and not by music
11 if textingDistraction <= 5.7 and

musicDistraction > 1.3 then
12 walkSpeed = walkSpeed – 0.19
13 else
14 // is distracted by music and not by texting
15 if textingDistraction > 5.7 and

musicDistraction <= 1.3 then
16 walkSpeed = walkSpeed + 0.07
17 else
18 // is distracted by texting and by music
19 if textingDistraction <= 5.7 and

musicDistraction <= 1.3 then
20 walkSpeed = walkSpeed + 0.12
21 end
22 end
23 end
24 end

In Algorithm 2, the values -0.19 and +0.07 correspond
respectively to the effect of texting and listening to music on
the walking speed for all agents. The value +0.12 corresponds
to the addition of the effects of texting and listening to music
on walking speed for all agents.

For the two algorithms, the number used in the if test
is the observed percentage of the population that shows the
considered behaviour. The approach is to select a random
number between 0 and 100 and compare it with the percentage
of the population. If the random number is less or equal to
the percentage of the population, the pedestrian is considered
as being in the percentage - i.e. he will apply the behaviour.
If the random number is greater than the percentage of the
population, the pedestrian will not apply the behaviour.

IMPLEMENTATION AND TESTS

Implementation in the SPACiSS simulator

The model has been implemented in C++ in the SPACiSS
simulator. The SPACiSS simulator is based on Pedsim ROS,
which is a crowd simulator using the ROS robotic framework.
SPACiSS can be used to test autonomous navigation systems

in virtual crowds before tests with real pedestrians. The move-
ments of the simulated AV can be controlled by an external
navigation system, and simulated pedestrians consequently
react in real-time. The code is open source and the original
SPACiSS version is freely available from (Predhumeau et al.
2022b). The proposed adaptation is available at https://github.
com/OphelieJo/SPACiSS/ on the “noetic” branch.

To implement the proposed model, we used C++ inher-
itance and adapted or added several methods and attributes
(Figure 2).

Fig. 2: Modified attributes and methods and their implemen-
tation in the simulator

The type of agent is managed by a setType method taking
the age category as a parameter. The setType method fixes the
attribute values of the agent depending on its type, e.g. the
preferred walking speed, probability of distraction by texting
or music, and decision time. The preferred walking speed is
drawn from a normal distribution with means and standard
deviations from the literature (Table I). The walking speed
changes during the simulation depending on the interaction
with other agents, distraction or the decision to run.

The subclass implementations of the methods varyDistrac-
tion, updateVmax and processCarInformation vary only in the
parameters values used. We did not overwrite these methods
in each subclass. Instead, we used class constants to model
the variables with values that are specific to each pedestrian
class, i.e. the running percentage, decision time, percentage of
pedestrians distracted by texting and distracted by music.

Simulation videos, showing the different types of pedestri-
ans, are available at https://doi.org/10.5281/zenodo.7855146.

Implementation testing

Tests were run to check if the simulation outputs were
consistent with the literature observations. Since the model is
stochastic, each test scenario was simulated between 10 and
25 times in order to smooth out the stochasticity and calculate
average outputs. The purpose was to compare the mean value
found in the literature with the mean simulation output (except
for the verification of the agent type). Table II shows the test
scenarios and results. The difference between test results and
literature data can be explained by the limited number of tests
and the resulting randomness. A next step will be to confirm
the results using a hundred simulations. As shown in Table II,
we changed four parameters during testing:

1) the type and the number of pedestrians,
2) the presence of the AV,
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3) the presence of distraction,
4) the walking speed.

The verification of agent types was done by adding a
test variable in each class, indicating the name of the class,
i.e. “preadolescent” when the test was run with preadolescent
pedestrians.

The verification scenarios for the walking speed test were
composed of one pedestrian of each type. The AV was not
present, the positions of pedestrians were fixed and the dis-
traction was disabled. This was done to avoid speed variations
caused by pedestrian interactions with AV and others pedestri-
ans and by distraction. The test results show that the walking
speed for each type matches well with the data in the literature.
For example, for Agent and Adolescent, the walking speed
should be between 1.08 and 1.60 m/s. The mean walking speed
from the test is 1.41 m/s for Agent and 1.20 m/s for Adolescent
which matches literature data. Similarly, for all the other agent
types, the results are within the literature range.

The verification scenarios for texting and music distractions
were composed of one pedestrian of each type for each test.
The AV was not present and the positions of pedestrians were
fixed. The simulated percentage of agents texting and listening
to music, and the simulated differences in walking speeds
depending on the distraction are very close to the literature
data. For example, for Agent, texting and music distractions
should be respectively 13.2% and 5.7%. The test results are
respectively 8.67% and 4.30%. Regarding the effect of the
distraction on the walking speed, the effects of distraction only
by texting and only by music should be respectively -0.19 and
+0.07 m/s. The test results are close, i.e. -0.13 m/s for texting
and +0.04 m/s for listening to music.

The verification scenarios for testing the running decision
were composed of one pedestrian of one type for each test. The
running decision is dependent on the presence of the AV, so
the simulated AV was present moving along a straight path at
constant speed. To avoid pedestrian speed variations unrelated
to the interaction with the AV, the distraction was disabled. For
the test conditions to be the same for each type, the position
of the pedestrian relative to the AV was always the same at the
start of the test and the walking speed was fixed at 1.30 m/s.
The percentages of running pedestrians found in the simulation
are similar to the literature data for each class. For example, for
Agent (including Preadolescent and Adolescent), the literature
notes 73% of pedestrians running and the test result is 68%.

The verification scenarios for the decision time were com-
posed of one pedestrian of one type for each test. The decision
time is dependent on the presence of AV, so the simulated
AV was present. The distraction was disabled to avoid the
variations of speed unrelated to the interaction with the AV.
The simulated results show that the decision time for each type
is the same that in the literature data. For example, for Agent
(including Adolescent), the decision time from the literature is
0.66 s and the test result is 0.66 s.

For all tests, the average simulated values were similar to
the literature reference values and followed the same trends.
The small differences are due to the reduced number of tests
and will be further investigated in future work.

CONCLUSION AND FUTURE WORK

This work extended the SPACiSS model and simulator
to make simulated pedestrian behaviours more realistic by
diversifying the range of modelled behaviours. The overall goal
is to be able to better anticipate pedestrian behaviour in order
to design better AV navigation systems.

A literature review allowed us to identify pedestrian be-
haviours that vary with age. Important differences between
the behaviours of different age groups were found. The
original pedestrian model was extended with the new age-
related behaviours, which were implemented in the SPACiSS
simulator.The implementation was tested to check that the
outputs corresponded to the literature data. The verification
results showed that the behaviours that are consistent with
observations across age groups. The integration of these be-
haviours into the model and simulator can provide a more
realistic virtual test environment to improve AV systems before
real-world testing.

Despite increasing the realism of simulated behaviours,
this work has some limitations. First, we relied exclusively on
data from the literature, and did not use a dedicated dataset.
We aggregated findings from several sources when possible
but sometimes had to rely on a single source when data was
scarce, e.g. data on the effect of texting and listening to music
on walking speed. Moreover, data on interactions between
pedestrians and AVs in shared spaces is also scarce. Therefore,
we relied mainly on data from studies of pedestrian-vehicle
interactions on conventional roads, i.e. roads with signage and
differentiated spaces for pedestrians and vehicles. For example,
the decision time and the running percentage are based on
data about crossings for conventional roads. Due to the lack
of data on AVs in shared spaces, we assumed that pedestrian
behaviour in shared spaces with AVs will be the same as with
cars on conventional roads, which is not necessarily the case.
An estimation bias could then exist. It would be useful to
quantify this bias and its impact.

Future work could be conducted to address these gaps.
The literature review revealed that while some pedestrian be-
haviours are well studied, e.g. walking speed, other behaviours
require further attention, e.g. the decision time or running
decision of adolescent pedestrians. To address the lack of
data on pedestrian behaviour in shared spaces, future work
could set up a fictitious shared space, e.g. on a university
campus. This type of study has already been carried out but
was limited to adults only (Yang et al. 2019). We focused on
age as a determining factor of behaviour and did not consider
other aspects such as people with visual, auditory, or physical
problems. Future work will focus on extending the model
and simulator with behaviours specific to these populations.
Additionally, SPACiSS focuses exclusively on pedestrians. In
a real shared space, the AV will also be confronted with other
forms of transport, e.g. bicycles, and other autonomous and
non-autonomous vehicles. Future work will extend SPACiSS
with these particular road users. Recent studies have shown
that the elderly could be less comfortable with AVs than other
age groups (Rad et al. 2020, Hulse et al. 2018), which might
influence their behaviour. The model could be further extended
to take this into account. Finally, a sensitivity analysis of the
model to the input values should be performed as well as
validation with other data sources, such as real-life videos.
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TABLE II: Criteria and test scenario for each modification of the model

Walking speed Texting and music distraction Running deci-
sion

Decision time

Method or at-
tribute tested

double vmax void varyDistraction() void updateVmax(double) void
processCarInfor-
mation(Agent)

double decision-
Time

Agents
specifications

Crowd of pedestri-
ans of 1 type

Crowd of pedestrians
of 1 type

1 pedestrian of each type 1 pedestrian of 1
type

1 pedestrian of 1
type

Presence of AV No No Yes Yes
Distraction Disabled Enabled Disabled Disabled
Walking speed Set according to

agent type
Set according to agent type Set to 1.30 m/s

for all
Set according to
agent type

Test method Average walking
speed by type (in
m/s)

Average % of texting
distraction by type

Difference
of speed
between
distracted
by texting
and not
distracted

Difference
of speed
between
distracted
by music
and not
distracted

Difference
of speed
between
distracted
by texting
and music
and not
distracted

Difference
of speed
between
distracted by
texting + not
distracted by
music

Average % of
pedestrians run-
ning when cross-
ing by type

Comparison of
the decision
time (in s) with
the reference
value for each
test

Reference
value

Agent: 1.34±0.26 Agent: Texting 13.2%
Music 5.7%

-0.19 +0.07 +0.12 +0.26 Agent: 73% Agent: 0.66

Child: 0.43±0.35 Child: Texting 1.6%
Music 1.3%

Child: 63.5% Child: 0.87

Preado.: 1.20±0.31 Preado.: Texting 5.7%
Music 1.3%

Preado.: 0.85

Ado.: 1.34±0.26 Ado.: Texting 15.25%
Music 9.75%

Elderly: 1.29±0.24 Elderly: Texting 0.25%
Music 0.25%

Elderly: 27% Elderly: 0.88

Oldeld.: 1.05±0.24 Oldeld.: Texting 0.25%
Music 0.25%

Oldelderly: 27% Oldelderly: 1.45

Simulated re-
sult

Agent: 1.41 Agent: Texting 8.67%
Music 4.30%

-0.13 +0.04 +0.10 +0.20 Agent: 68% Agent: 0.66

Child: 0.43 Child: Texting 1.14%
Music 0.95%

Child: 66% Child: 0.87

Preadolescent: 1.21 Preado.: Texting 4%
Music 1.05%

Preado.: 0.85

Adolescent: 1.20 Ado.: Texting 10.02%
Music 6.64%

Elderly: 1.18 Elderly: Texting 0.16%
Music 0.22%

Elderly: 26% Elderly: 0.88

Oldelderly: 1.01 Oldeld.: Texting 0.20%
Music 0.13%

Oldelderly: 26% Oldelderly: 1.45
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ABSTRACT

While agent-based models and simulations materialize in

multiple areas, the existing simulation-focused agent plat-

forms require in-depth programming knowledge, or are

overly simplistic. In this context, the Agents Assembly

(AASM) domain-specific language and platform have been

recently proposed. The AASM ecosystem is highly scala-

ble, as the software stack allows its straightforward deploy-

ment on multiple networked computers (physical or virtual

machines). The domain-specific language has been designed

to capture key concepts, needed to run agent-based simula-

tions, while hiding their technical aspects. It can be thus sti-

pulated that the AASMmay provide a mid-way point betwe-

en agent researchers and domain specialists. In this context,

the aim of this contribution is twofold. First, to outline the

reasoning behind, and details of, improvements introduced

to the AASM since the original release. Second, show how

the AASM can facilitate cooperation with researchers with a

medical background. Here, the simulation models of the be-

havior of theClostridium difficile bacteria in a hospital envi-

ronment have been jointly conceptualized and experimental-

ly explored. The developed model was focused on capturing

features that reduce the spread of the bacteria.While the pro-

posed scenarios are relatively simple, they illustrate the ease

with which the AASM can be used to capture real-life phe-

nomena.

INTRODUCTION

In recent years, there has been a growing interest in agent-

based simulations in a variety of fields [Madsen and Pilditch,

2018] [Gatti andDesiderio, 2015] [Castro et al., 2021]. Some

agent-based simulation tools, like HASHKAT [Raudeliūnie-

nė et al., 2018] or AgentSheets [AgentCubes, 2020], ena-

ble users without programming knowledge to utilize Multi-

Agent Systems (MAS) when designing their simulations.

However, such platforms have limited domain of applicabi-

lity, e.g., HASHKAT can only be used to simulate “Twitter-

like networks”, while AgentSheets was designed to be a

tool for teaching children programming in an interactive

way. Other tools are more robust, e.g., Mason [Luke et al.,

2005], Swarm [Iba, 2013], and Repast [North et al., 2013],

with the latter focused on facilitating the creation of high-

performance agent-based models. However, their use requ-

ires technical know-how, which complicates work on mo-

del development, when multidisciplinary teams are to work

together. Specifically, domain experts may have problems

“understanding the code”, while agent modelers may not be

able to easily model/represent domain concepts.

Here, worth mentioning is NetLogo [Tisue and Wilen-

sky, 2004], which tries to find a compromise between the

two extremes. It provides users with a mature tool for run-

ning complex simulations, which includes live visualization,

changing parameters during runtime, and a simple language

for defining the model. However, in NetLogo, agents are re-

presented as “turtles”, the environment as “patches” (squ-

ares in 2D or cubes in 3D), and relations between agents

as “links” (agents representing connections with properties)

which can limit the users’ ability to model the environment

in other ways. This is directly related to the ideas originating

from the Logo programming language and the roots of the

NetLogo in teaching programming to school kids. NetLogo

has been successfully used for deploying complex models in

various fields [Gatti and Desiderio, 2015] [Isha et al., 2021].

However, developing models in NetLogo requires the use of

concepts that bring a somewhat myopic perspective on the

capabilities of agent-based simulations.

To overcome the mentioned issues, the Agents Assem-

bly has been proposed [Hołda et al., 2022]. The developed

ecosystem comprises a Domain-Specific Language (DSL)

– Agents Assembly (AASM) – coupled with the modular

runtime architecture. The AASM has been designed to al-

low users without advanced programming skills to develop

multi-agent simulations with desired behavior and structure.

This has been accomplished by expressing high-level MAS

abstractions (e.g., agents, behaviors) as language keywords.

As a result, the implementation details are hidden behind

simple instructions, which are generated through a GUI.

The AASM code is translated into a realization running on

the Smart Python Agent Development Environment (SPA-

DE) [Palanca et al., 2020]. The choice of SPADE was based

on the fact that, at the time of AASM development, SPADE

was the most robust, general-purpose agent platform, which

was regularly updated (see, for instance, [Pal et al., 2020]).

After translation to SPADE, the obtained code can be distri-

buted through a Docker Swarm stack. As a result, simula-

tions can be run on multiple networked machines (physical

or virtual). Since the system runs within multiple Dockeri-

zed instances of SPADE, available resources are automati-

cally managed and can be easily scaled (by adding Docker

Communications of the ECMS, Volume 37, Issue 1, 
Proceedings, ©ECMS Enrico Vicario, Romeo Bandinelli, 
Virginia Fani, Michele Mastroianni (Editors)  2023 
ISBN: 978-3-937436-80-7/978-3-937436-79-1 (CD) ISSN 2522-2414 

480



instances). This also means that achieving scalability does

not require advanced knowledge of computer networks.

The original AgentsAssembly has been described in [Hoł-

da et al., 2022] and tested as a part of a thesis project [Hołda

and Rachwał, 2022]. Further testing has been done by stu-

dents who utilized the system for class projects at the War-

saw University of Technology. From these experiences, fe-

edback has been gathered to identify the system’s shortco-

mings. A description of the gathered feedback and how it

was used to develop the second release of the AASM is one

of the goals of this contribution.

As noted above, one of the overarching goals of the deve-

lopment of AASM was to deliver a tool that would be “un-

derstandable enough” to non-specialists to support the joint

development of agent models and simulations. To establish

if AASM can deliver the right level of conceptual granulari-

ty, collaboration with a team interested in modeling medical

phenomena (MPT) was established. As a result, an attempt

to model the spread of C. difficile bacteria has been made.

Here the project loop consisted ofMPT describing processes

happening in the hospital, the agent team (AT) formulating

them in terms of AASM constructs, and presenting them to

the MPT. The MPT reflected on the presented code and sug-

gested improvements that were realized by the AT. In this

way, the AASM became the “place” where the two teams

collaborated, while the developed was used to functionalize

the developed simulation.

The programming environment constitutes an innovati-

ve element in the conducted research, whereas the agent-

based approach to simulating C. difficile is relatively well-

known [Stephenson et al., 2020] [Barker et al., 2020]. While

the final simulation is relatively simple, at this stage, the go-

al was not to develop a realistic simulation. Instead, the aim

of the work was to initially validate the claim that the se-

cond release of AASM is closer to developing a collaborati-

ve agent simulation development tool. As will be discussed,

the perspectives are very positive, indeed.Moreover, lessons

learned and future directions for AASM improvements will

be summarized.

AGENTS ASSEMBLY ECOSYSTEM

The Agents Assembly ecosystem enables running simu-

lations defined using AASM. It consists of a complete solu-

tion providing the features for the end user, such as tools for

managing simulations, visualization of the simulation state,

or tools for data analysis. The large-scale agent simulations

can be run in the system based on a distributed microservice

architecture that can be set up to run on multiple networ-

ked machines. The ability to deploy the solution on a cluster

and the scalable behavior is achieved mainly due to Docker

and Docker Swarm usage. Utility scripts for deployment and

scaling are also provided, making the setup straightforward.

The AASM language provides the user with the ability to

describe multi-agent systems in simple terms. Specifically,

it features three top-level instruction environments – Agent,

Graph, and Message. Each instruction environment is an

enclosing scope in which the user can specify implemen-

tation details for the simulation elements. In particular, the

Agent environment uses Parameters to describe the internal

state of anAgent and to initialize it. Next,Behaviours consist

of Actions, which allow granularization of the description of

the simulation logic. Finally, Actions are described using In-

structions, such as control flow modifiers, arithmetics, list

operations, and more. The complete language definition can

be accessed at agents-assembly.com.
The system has been initially tested by students of the

Warsaw University of Technology for the development of a

traffic simulation involving a taxi service. Throughout the-

ir work, they have provided the authors of the system with

feedback, which has been used to improve the systems func-

tioning.

The primary point of feedback was that the scope mecha-

nism of AASM is too restrictive. In the original release, the

language did not provide any way to define parameters that

could be utilized in the definitions of all agents. In order to

address this, selected meta-programming features have been

added to the new release. These are const and makro defi-

nitions, which provide functionality similar to the #define
directive in the C programming language. They can be used

to define constants and code snippets, respectively, which

can be used in all environment scopes.

The second addition to the language based on the feed-

back from the simulation was the extension of the graph-

generating capabilities. In addition to the initially available

parameterized random graphs, two more methods have been

introduced. The user is now able to define graphs of particu-

lar structures using the matrix generation algorithm or uti-

lize the Barabási-Albert model [Barabási and Albert, 1999].

In the first case, the user explicitly defines every connec-

tion between agents in the simulation. In the language, this

is achieved by utilizing an adjacency matrix representation

of the graph. However, that can be a difficult concept for a

non-technical user. In order to account for that, a special UI

has been developed to allow users to graphically define the

structure as seen in Figure 1. The user can add and remo-

ve nodes of a selected type by clicking and connecting them

with edges by selecting a node and dragging a connection to

another one.

Fig. 1: Example of Graph Structure Definition using Gene-

rating GUI

In order to further simplify the use of these high-level abs-

tractions, in the current release of AASM, a dedicated code

generator has been developed. It utilizes Blockly [Pasternak

et al., 2017] – a library designed for enabling block-based

visual programming. Specifically, required blocks have be-

en implemented to accommodate language instructions. An
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example of an agent Action, represented using the code ge-

nerating tool, can be seen in Figure 2. The code generated

from that block definition has been depicted in Listing 1. As

can be seen, while the AASM is somewhat reminiscent of

assembly code, the generating interface is relatively easily

readable. Moreover, since users can interact with the code

by dragging and dropping dedicated blocks, defining simu-

lations should be relatively straightforward.

Fig. 2: Action Implemented using the Code Generating In-

terface.

ACTION update_carrier_level, modify_self
ILT carrier_level, 100

IEQ RCV.has_clostridium, 1
ADD carrier_level, carrier_level_inc

EBLOCK
EBLOCK

EACTION

Listing 1: AASMCode Generated from Blocks Represented

in Figure 2.

In comparison to the code generator presented in the pre-

vious release, the Blockly-based one offers two significant

advantages. The first one is that it provides a way to visu-

ally represent the scope – a feature unavailable in the pre-

vious text-based generator, requested in feedback. That can

vastly help users without programming experience under-

stand this inherently abstract concept. The second advanta-

ge is its ability to generate multi-instruction snippets using a

single block. An example of that can be seen by comparing

the block in Figure 2 with Listing 1. In AASM, every condi-

tional statement (ILT, IEQ instructions in the figure) has to

have a corresponding EBLOCK to signal the end of the con-

ditional block. In the generator, however, this implementa-

tion detail is hidden from the user, as EBLOCK statements are

implicitly added when using a conditional block. In general,

there is no limit to the amount of AASM instructions that can

be generated using a single GUI block, as AASM has been

designed with ease of generation as one of the primary go-

als. Other examples of implemented compound instruction

blocks include declaring a variable and setting it to a para-

meterized random value (2 AASM instructions) or adding

an element to the list only if it does not exist in it already (3

AASM instructions). The generator can be easily extended

to include more compound instruction blocks.

Previously [Hołda et al., 2022], the ecosystem was set up

to run on 15 physical computers with a total of 120 agent

containers (each agent container can run multiple agents).

However, while the distributed architecture can be success-

fully utilized in a computing cluster environment, it can be

too resource intensive for a single machine – it consists of

more than 20 microservice applications (that can be scaled).

This observation results from the feedback gathered from the

group of Warsaw University of Technology students. In this

context, an alternative lightweight solution that gives users

the essential features to run and test simulations on a single

device has been prepared.

To verify the proposed solution, the authors ran experi-

ments that measured the lightweight environment’s impro-

vements in performance on a single machine – the most

common setting during development. The authors prepared

a simulation with a single type of agent to run the experi-

ments. Each agent connects with some other agents. Later,

agents send messages containing numerical values to each

other. The experiments were run on a single machine with

a 16-core CPU and 32 GB of RAM. The performance of

the distributed environment and the lightweight environment

was compared. Initially, the RAM usage of empty (without

agents) environments was measured. Then, the number of

agents was scaled incrementally from 100 to 10000. The re-

sults are presented in Figure 3 – the dashed line represents

the distributed architecture, and the continuous line the new,

lightweight solution. One can observe that with the growth

of the number of agents, the amount of used RAM increased

monotonically. However, the initial cost of starting the emp-

ty environment is much lower in the case of the lightweight

environment (570MiB) compared to the distributed environ-

ment (5269 MiB) – the difference is almost 10-fold. Also,

the distributed environment includes more services varying

in resource usage over time. Hence, its line in Figure 3 is

more erratic than the one representing the lightweight envi-

ronment’s performance.

Fig. 3: RAM Usage Comparison

MEDICAL SIMULATION

As noted, the developed ecosystem should facilitate co-

operation between experts with domain knowledge and

agent system specialists. In this case, experts should focus on

accurately describing what is to be simulated and verifying

the results. On the other hand, agent systems specialists sho-

uld be responsible for setting up the system and helping the

experts translate their concepts into the “world of agents”.

Moreover, the Agents Assembly should be the “place” whe-

re the two sides can work jointly and cooperate. To establish

if the current version of the developed ecosystem is a step

482



in the right direction, a team from the Medical University of

Silesia was invited to jointly develop a simulation of C. dif-

ficile bacteria spreading in a hospital. The authors will now

report how the simulation was developed and what lessons

have been learned.

Clostridium difficile bacteria

What follows is the summary of key facts concerning the

medical phenomenon that has been modeled. The Clostri-

dium difficile is a Gram-positive anaerobic bacteria capa-

ble of producing spores. Its spores are widely distributed in

the natural environment and can be found in soil and open

water reservoirs, among others [Janezic et al., 2016]. Infec-

tion most commonly occurs through the ingestion of spores

excreted by infected individuals in feces. This route of in-

fection, combined with resistance to alcohol-based disinfec-

tants and requiring hygienic care for symptomatic patients,

poses fundamental difficulties in infection control [Mehlich

et al., 2015]. C. difficile hospital-acquired infections are a

growing problem in healthcare, particularly in conjunction

with antibiotic therapy. In particular, therapy with clinda-

mycin, cephalosporins, penicillin, and fluoroquinolones has

been identified as a risk factor [Kelly, 2012].

In 90% of cases, the infection appears within the first two

months of antibiotic therapy and is associated with an incre-

ase in the share of anaerobic bacteria in the intestinal mi-

crobiota. [Martirosian et al., 2018]. It is characterized by

intestinal colonization, with high virulence. [Mehlich et al.,

2015]. The main symptoms include diarrhea and toxic colo-

nic distension, while no other cause is easily identified. De-

spite this, some patients or personnel remain asymptomatic

despite the infection [Badurek et al., 2016]. It has been es-

tablished that in healthy adult populations, C. difficile colo-

nizes the gastrointestinal tract in approximately 3% of adult

individuals and even up to 80% of healthy infants but does

not cause any disease symptoms. However, no data suggest

that routine screening of patients and staff for latent infection

is justified [Martirosian et al., 2018].

Relatively few simulations based on agent-based pro-

gramming have been developed so far, and the ones publi-

shed so far have focused primarily on the interaction of pa-

tients and staff with the environment and attempts to develop

the most effective model of aseptic behavior [Barker et al.,

2017].

Difficulties arising from attempts to stimulate the hospital

environment in silico deserve attention. Variables impossi-

ble to measure in a simple way, such as the absolute proba-

bility of an event, are problematic in designing simulations

– an example here may be the problem of calculating the

infection in the vicinity of two patients, one of whom is an

asymptomatic carrier, or the efficiency of cleaning the ro-

om. In such a situation, it becomes necessary to simplify or

extrapolate such parameters. In order to maintain the values

of the work despite such simplifications, the authors usually

present the results of research in the form of a function de-

pending on the problematic parameters [Bintz et al., 2016].

Another way to run a simulation with incomplete data is

to interpret its results relative to an alternative scenario. This

type of approach significantly reduces the number of simu-

lations necessary to design and analyze but gives only ap-

proximate results depending on the assumptions made. This

is the approach we used in our experiment.

Simulation development process

The initial stages of planning and problem analysis have

been conducted jointly by the MPT and AT members. The

MPT has been introduced to the high-level AASM abstrac-

tions – Messages, Agents, and their Behaviours. Members

of the AT have been provided with insights regarding the

functioning of a hospital unit and C. difficile infections.

After the initial knowledge exchange, the MPT has desi-

gned an outline of a MAS, consisting of Agents that have

to be present in the simulation, actions they should perform,

and a communication schema to be employed by the Agents.

The AT has developed an initial implementation of the simu-

lation in AASM, providing a foundation for joint develop-

ment. From that point onward, the development proceeded in

the above-outlined loop consisting of joint development ses-

sions and evaluation of intermediate results. The MPT con-

sidered particular implementations of Actions and provided

feedback, suggesting needed improvements. Some ideas we-

re written by the AT after consultation, and some were im-

plemented by the MPT. The latter has been enabled by the

code-generating user interface. The process has proven suf-

ficiently intuitive so that even without prior programming

knowledge, multiple solutions implemented directly by the

MPT have been utilized in final simulations.

Details of developed agent model

The simulation consisted of four types of agents – nurses,

patients, hospital manager, and day manager. The day ma-

nager’s purpose was to manage the in-simulation time, i.e.,

informing all other agents about the beginning of new days.

The hospital manager kept track of all patients currently ho-

spitalized, as well as which of them were isolated. Based on

that data, it assigned patient rotations to the nurses.

The nurses were responsible for “testing” the patients. The

testing was performed in the rotation order provided by the

hospital manager. Each day a nurse was provided with two

unique rotations. Every rotation had a length of at most eight

patients (sometimes, the occupancy of the hospital was in-

sufficient to fill all rotations). During the testing, the nurse

can become a carrier by contact with a patient infected with

C. difficile. To model this, each nurse has a parameter reflec-

ting their “carrier level”, which increases upon repeated con-

tact with C. difficile (via multiple patients) during the day.

After the test, a nurse has a 39% to wash hands, which decre-

ases the carrier level by a random percentage between 40%

and 60%. The percentages were based on the available li-

terature [Lambe et al., 2019]. If the test results are positive

(C. difficile detected), the nurse sends the patient to isolation

and moves to the next patient. Each nurse performs two ro-

tations daily without washing hands in between, and at the

end of the day, they reset their carrier level.

Two variations of setting the rotation order have been im-

plemented and compared. In the first one, nurses were assi-

gned eight patients in a random order to visit. In the second

one, the nurses were assigned eight random patients divided

into isolated ones and not. They visited the isolated patients

at the end of the rotation to reduce the potential spread of C.
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difficile.

The patients represent the general population. Half of

them begin the simulation in the hospital, where they are

vulnerable to C. difficile infections. Each patient has a 50%

chance of beginning the simulation already infected. In such

a case, they begin the simulation already at a certain point

in the infection – a random number of days drawn from a

uniform distribution between 0 and 7. If the random num-

ber of days exceeds the hidden period (2 days), the patient

starts in isolation. While hospitalized, each day, there is a

20% chance of getting better and leaving the hospital. These

percentages have been chosen experimentally to achieve a

sufficient occupancy rate of the hospital for the simulation

to yield meaningful results.

During each day, the patients not in isolation interact with

each other. This is the first vector of infection of C. difficile

modeled – upon interaction with an infected patient, there is

a chance of acquiring the bacteria. To model this, each pa-

tient has a parameter called “personal hygiene” randomly in-

itialized for each patient with a value drawn from a uniform

distribution between 0 and 100. Upon contact with an infec-

ted patient, a test is performed by drawing another number

from the same distribution – transmission_chance. Pa-
tient’s hygiene is then scaled by 0.2 and subtracted from

transmission_chance. If that number is greater than a

threshold (parameter set to 95), the patient becomes infec-

ted. The other vector of infection is the tests done by the

nurse agents. In this case, the transmission_chance, pa-
tient’s hygiene, and the nurse’s carrier level according to the

following equation: C = transmission_chance − 0.2 ∗
hygiene + carrier_level. Then if C is greater than the

threshold, the patient becomes infected. The above calcu-

lation is only carried out if the nurse’s carrier level is greater

than 0. Isolated patients do not move around, which means

they only interact with nurses. However, before the patient

can be moved to isolation, they have to develop symptoms.

C. difficile has a hidden period during which patients are

asymptomatic but still can spread the virus [Badurek et al.,

2016]. For modeling purposes, it has been assumed that on-

ly symptomatic patients can test positive. In addition, 2%

of the population is genetically asymptomatic [Ulatowska

et al., 2017] – these patients will never be moved to isola-

tion. The duration of C. difficile infection varies between 7

and 14 days, and after the infection passes, the patient le-

aves the hospital. Each day a randomnumber has been drawn

from a normal distribution with a mean of 10 and standard

deviation of 1 and clipped to the desired range. That number

has been compared to the patient’s infection duration, and if

the duration has been greater, the patient was released from

the hospital.

Experiments

The experiments were performed on 12 nurse agents and

60 patient agents, one hospital manager, and one day ma-

nager. The expected result was that imposing the restriction

on the rotation order would decrease the number of patients

with C. difficile. The simulations were performed five times

utilizing different random seeds, which allowed to average

their results and meaningfully compare the two settings.

Experimental results

After the design and development phases were over, the

AT preprocessed the data retrieved from the simulations.

Thanks to the MPT’s knowledge of implementation details,

they were able to assist in data processing, suggesting sta-

tistics of particular interest. The final analysis of the results

has been conducted jointly.What follows is the discussion of

results obtained from running the simulations, with different

ordering of visiting patients by nurses in the hospital. In sub-

sequent figures, the dashed line represents the setting where

the order of patients in the rotation is random (Srand), whi-

le the continuous line represents the simulation results when

the nurse visits isolated patients at the end of the rotation

(Sisol). In the following considerations, the µ symbol repre-

sents the mean, and the σ represents the standard deviation.

First, the results regarding the population size with C.

difficile are displayed (Figure 4). In the Srand configura-

tion, the average number of people with the bacteria on a

given day is µrand = 25.54 (σrand = 2.06). The Sisol

configuration yields the average result of µisol = 15.87
(σisol = 3.05). The trend is visible in the figure – the Sisol

configuration outcomes in lower bacteria spread inside the

hospital. The maximum values were reached after the initia-

lization of the simulations in both cases – maxrand = 30.80
and maxisol = 24.80, respectively.

Fig. 4: Population with C. difficile

As only some people in the simulation are inside the ho-

spital, the size of the hospitalized population (not necessarily

with the bacteria) in both settings has been considered (Figu-

re 5). The trends representing the occupancy of the hospital

presented in the accompanying figure are comparable. The

configurations average in µrand = 47.56 (σrand = 2.11)
and µisol = 46.20 (σisol = 1.62).

Fig. 5: Population in Hospital

Next, the metric describing the ratio of the population si-
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ze with C. difficile to the hospitalized population size was

examined (Figure 6). The Srand case has the average ratio

of µrand = 0.53 (σrand = 0.03), and the Sisol case avera-

ges in µisol = 0.34 (σisol = 0.06). The obtained results are
a consequence of the previous two measurements (because

of the definition of the analyzed ratio). Thus, one can ob-

serve the similarities in the population size with C. difficile

and this metric (as the number of hospitalized people remain

similar in both configurations).

Fig. 6: Population with C. difficile to Population in Hospital

Ratio

Consequently, the number of isolated hospital patients

was investigated (Figure 7). This number oscillates within

specific ranges. In the case of the Sisol, the oscillations at-

tenuate faster than in the case of the Srand setting. Keeping

the rotation order (by nurses) of first visiting non-isolated

patients resulted in lower occupancy of the isolation rooms,

mainly due to the low spread of the bacteria inside the hospi-

tal. The average count of isolated patients in the Srand case

was µrand = 16.88 (σrand = 2.67), and in the Sisol case,

µisol = 9.03 (σisol = 2.80).

Fig. 7: Isolated Patients

Finally, the average carrier level of all nurses was compa-

red (Figure 8). For the Srand configuration the average car-

rier level was µrand = 28.57 (σrand = 2.71), for the Sisol

configuration – µisol = 10.05 (σisol = 2.87). In the figure,

one can observe that the Sisol design resulted in lower valu-

es, which is a consequence of the decision that a nurse can

increase their carrier level after having contact with a patient

with C. difficile.

Discussion

The results obtained from the simulation confirm the hy-

potheses – namely, that utilization of sanitary procedures

– isolation of the infected significantly lowers the spread

Fig. 8: Average Carrier Level of All Nurses

of bacteria. It is to be noted that the hospital environment

modeled in the presented simulation was characterized by

significant simplifications, and the results obtained in this

context cannot be used to analyze the results in a medi-

cal context. That being stated, all expected outcomes have

been realized through the simulation procedure. The initial

heavy increases of patients infected with C. difficile (Figu-

res 4 and 6) correspond to the initial outbreak, where the

infected are spreading the bacteria without displaying the

symptoms. These amounts begin decreasing in both scena-

rios after around ten days, which is the expected duration

of the C. difficile infection. A significant reduction in infec-

tions ofC. difficile has been observed in theSisol, not only in

the absolute numbers but also as a proportion of the infected

population compared to current hospital occupancy. An inte-

resting pattern can be observed in Figure 7, with the number

of isolated patients fluctuating in a seemingly periodic man-

ner (with some variation). The period of these fluctuations

corresponds to the duration ofC. difficile. During the simula-

tion, agents get infected at different moments, which leads to

them developing symptoms at different moments. Over time

this trend stabilizes, which can be seen in Figure 7 as lowe-

ring the fluctuation’s amplitude. It can be concluded that the

results confirm the recognized rules of asepsis.

CONCLUDING REMARKS

The results obtained from the simulations show that the

AASM ecosystem can be used to define simulations in the

medical field. Nonetheless, it should be noted that the me-

dical results are of limited generalizability as only stripped-

down scenarios were considered for the experiments. The

researched topic should be further explored usingmore com-

plex models. However, while the simplicity of the proposed

simulation limits the applicability of the achieved results in

the real-world medical context, it was a necessary prerequ-

isite to test how usable the proposed tools are by users wi-

thout a technical background. In this context, the results of

teamwork are very promising, with the members of theMPT

being able to actively participate in the model’s implemen-

tation – allowing for the direct application of their expertise.

The usage of Blockly-based code-generating GUI showed

that utilizing visual programming techniques can be inva-

luable in terms of cooperation between technical and non-

technical team members. Therefore, the smooth collabora-

tion confirms that the tested ecosystem has the potential to

facilitate cooperation with researchers with a medical back-

ground and increase their involvement in the development
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of simulations.

Future work

The AASM ecosystem has proven itself as a valid tool for

making MAS-based simulations more accessible to resear-

chers in other fields. Throughout this project, feedback has

been gathered from the members of MPT in terms of any

difficulties they have encountered when using the system. It

has been pointed out that while certain concepts can be easily

expressed and modeled, the currently available abstractions

pose certain difficulties – for example, the usage of typed

variables can be slightly confusing. Thus a need has been

identified for the development of more complex compound

instruction blocks with more powerful capabilities. This fe-

edback will be implemented in the form of a more robust

block library and released in the near future.

The results achieved in this simulation have also shown

the potential of the AASM ecosystem to be utilized in more

complex models. Plans are being made for designing these

models in the medical and other domains. The planned mo-

dels will be extended in terms of the complexity of agent

behaviors and, more importantly – the scale of simulations.

The valuable experience gathered during the collaboration

between the two teams will be used in future projects.
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ABSTRACT 
E-waste stands for electronic devices, such as phones, 
computers, and televisions, that are disposed of when 
they reach the end of their useful lives. E-waste is 
becoming one of the most rapidly growing waste streams 
globally. The production of e-waste is rapidly increasing 
due to various factors, including the rapid advancement 
of technology, changing customer preferences, the 
widespread use of non-repairable parts, and deliberate 
planned obsolescence during the design of such products 
to encourage consumers to replace their products more 
often, boosting sales and profits. E-waste contains 
precious and rare metals such as gold, silver, copper, 
indium, and palladium. When these materials are not 
properly recovered, recycled, and reused, the production 
of new electronics will require the mining of finite natural 
resources, leading to environmental damage and the 
depletion of resources. 
As of early 2019, Norway has established an Extended 
Producer Responsibility (EPR) system, which requires 
producers and importers to finance and ensure proper 
collection and recycling of end-of-life (EoL) e-waste, 
resulting in an increase in the e-waste recycling rate to 
approximately 91% in Norway. However, electronic 
waste such as mobile phones and computers often goes 
unrecycled. Currently, 82% of Norwegian households 
have at least one extra mobile phone that they are not 
using. People may hesitate to dispose of their electronic 
waste and tend to stockpile it at home for several reasons. 
These include feeling emotionally attached to the item 
due to personal memories, not knowing where or how to 
dispose of it, being unaware of the potential 
environmental and health hazards associated with 
improper disposal and having concerns about the data 
security and personal information stored on the device. 
To address these issues, the paper introduces a cutting-
edge tracking and tracing platform that features an 
intuitive user interface for both users and administrators. 

With the proposed platform, users and administrators can 
easily access essential information regarding their e-
waste disposal. This convenient and efficient system 
offers a practical solution for tracking e-waste, thereby 
promoting trust between device owners and the disposal 
process. Furthermore, the platform incentivizes users by 
providing them with valuable information regarding their 
e-waste disposal, creating a positive impact on 
environmental sustainability. 
 
I. INTRODUCTION 
E-waste, a critical issue of the modern era, is often 
disregarded, even though it poses a significant threat to 
our environment and health. The improper disposal of e-
waste, which is continuously increasing in volume, 
results in the release of toxic chemicals that endanger 
both the environment and human life. Moreover, it leads 
to the loss of valuable and precious metals that can be 
reused (Andeobu et al., 2021; Forti et al., 2020). 
Therefore, the global issue of e-waste has become a 
serious problem that requires urgent attention and action. 
In 2019, the amount of e-waste generated worldwide was 
53.6 million tons (Mt), which is a staggering amount that 
exceeds previously predicted figures. According to Forti 
et al., the volume of e-waste generated globally is 
expected to exceed 74 million tons (Mt) by 2030 (Forti et 
al., 2020). Unfortunately, the rate of recycling is not 
keeping up with the rate of e-waste production, which 
exacerbates the problem further. Moreover, the current 
rate of e-waste generation is increasing at an alarming 
rate of 3–5%, posing a significant challenge to our 
environment and health. Therefore, it is essential to take 
concrete steps towards better e-waste management and 
responsible disposal practices to mitigate the adverse 
effects of this growing problem. 
The rate of e-waste generation has been increasing at an 
alarming pace and is outpacing the global population's 
growth. In fact, the amount of e-waste produced globally 
has increased three times faster than the global 
population (Andeobu et al., 2021). Despite this, only a 
mere 17.4% of electronic waste was formally collected 
and recycled across the globe in 2019 (Van Yken et al., 
2021). 
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Measures implemented to improve global e-waste 
recycling have not been sufficient to keep up with the rate 
of e-waste generation (Ilankoon et al., 2018). In fact, the 
recycling rate has only slightly increased since it was last 
calculated in 2014 (17%) (Andeobu et al., 2021) This 
means that the remaining 82.6% of e-waste is either not 
recycled or not formally tracked, leading to their sale on 
black markets and eventual disposal in landfills (Forti et 
al., 2020; Li et al., 2013) Such practices are extremely 
harmful to the environment and human health, as e-waste 
contains hazardous materials such as lead, cadmium, and 
mercury, which can leach into the soil and groundwater, 
polluting the ecosystem and posing a threat to human life. 
Therefore, it is crucial to implement more effective and 
sustainable measures for e-waste management to mitigate 
the adverse effects of this growing problem. 
Recycling and resource recovery of electronic waste is a 
critical issue due to the potential hazards it poses to both 
the environment and human health (Mmereki, 2016). 
Improper disposal of electronic waste can lead to massive 
environmental and health problems, making it crucial to 
address this issue urgently (Balde et al., 2015; Zuo et al., 
2020; Sharma and Jain, 2020; Andrade et al., 2019; 
Schumacher and Agbemabiese, 2019). In fact, electronic 
waste is the fastest-growing waste category worldwide, 
and its impact on the environment is becoming 
increasingly significant (Islam and Huda, 2020). 
While recycling electronic waste can produce tangible 
byproducts, it also contains hazardous substances that 
must be treated before the waste is destroyed (Islam and 
Huda, 2020; Kumar et al., 2017; Thakur and Kumar, 
2022).  Such substances include lead, mercury, and 
cadmium, among others, which are harmful to the 
environment and human health if not handled 
appropriately. Therefore, proper management and 
disposal of electronic waste are critical to mitigate the 
adverse effects of this growing problem. Measures such 
as improved collection and recycling systems, 
responsible disposal practices, and public awareness 
campaigns can help reduce the negative impact of 
electronic waste on the environment and human health. 
Despite numerous attempts to manage e-waste, there is a 
lack of long-term sustainability plans, including 
collection, segregation, storage, transportation, and 
treatment methods, as well as laws and regulations to 
support them (Adanu et al., 2020; Al-Salem et al., 2022). 
This has contributed to the ongoing issue of improper 
disposal of electronic waste worldwide. 
Figure 1 presents the expected projection of electronic 
waste from now until 2030, highlighting the urgent need 
for effective management and disposal strategies. It is 
estimated that electronic waste currently accounts for 5% 
of global solid waste (SW), making it a significant 
contributor to the overall waste problem (Hazra et al., 
2019). Clearly articulating the issue of e-waste is a 
critical first step in addressing the problem. Measures 
such as establishing effective collection and recycling 
systems, implementing regulations and laws to ensure 
responsible disposal practices, and increasing public 

awareness about the importance of proper e-waste 
management are essential to reducing the impact of 
electronic waste on the environment and human health. 

Figure 1: The projected generation of e-waste and total 
solid waste, in millions and billions of tons respectively, 
is estimated to occur between 2020 and 2030 (Forti et al., 
2020; Kazancoglu et al., 2021). 

A. Definition of e-waste
The word “electronic waste” (e-waste) is used when 
electrical and electronic equipment (EEE) reaches the 
end of its useful lifetime. There are a total of 54 different 
product types that fall under the classification of e-waste, 
but they are categorized into six categories: large 
equipment, small equipment, temperature exchange 
equipment, screens and monitors, small information 
exchange equipment, and lamps (Forti et al., 2020). The 
term “WEEE” refers to any electrical and electronic 
equipment (EEE) and its associated components that 
have been discarded or are intended for such disposal 
without the owner’s intention of reuse (European Union, 
2012). 

B. E-waste regulation and legislation
Many nations have taken steps to curb the growth of 
electronic waste and profit from the advantages of this 
potentially valuable secondary resource. More than 2000 
sections of legislation from more than 90 jurisdictions are 
currently in force worldwide to regulate the negative 
effects of WEEEs (Ilankoon et al., 2018). In the past, 
environmental protection was the driving force behind 
most regulations and strategies, but nowadays, human 
health concerns are at the forefront of most management 
strategies (Thakur and Kumar, 2022). There have been 
several international groups and initiatives that have 
advanced the cause of proper monitoring and recycling. 
Each of these groups is working together to inform 
consumers and investigate potential e-waste management 
solutions (Thakur and Kumar, 2022; Patil and 
Ramakrishna, 2020).  
The structure of the paper is organized as follows: the 
related works are reviewed in Section II. Section III 
briefly recalls the current challenges for e-waste tracking. 

488



 

 

A detailed description of our methodology and platform 
are presented in Sections IV and V, respectively. Section 
VI describes the test scenarios with the proposed 
platform. Section VII presents some offers for future 
work. Finally, Section VIII concludes our work. 
 
II. LITERATURE REVIEW  
The flow of e-waste has also been the subject of various 
studies. Some studies have attempted to quantify the 
transboundary movement of e-waste (Breivik et al., 
2014; Lee et al., 2018; Lepawsky and McNabb, 2010; 
Lepawsky, 2015; Shinkuma and Nguyen Thi Minh 
Huong, 2009; Song et al., 2017a; Song et al., 2017b; 
Tong et al., 2018), while others have focused on the 
domestic flow of e-waste through tracking and tracing the 
flow of e-waste (Dwivedy and Mittal, 2012; Kahhat and 
Williams, 2012; Miller et al., 2016; Mishima et al., 2016; 
Veenstra et al., 2010; Yoshida et al., 2009). To 
effectively manage e-waste, it is necessary to embrace 
appropriate technological solutions that address the 
following aspects:  
• Transparency in the electronic waste movement.  
• Extended producer responsibility (EPR) 

implementation.  
• Traceability of e-products across their entire life 

cycle, from manufacturing to e-waste conversion to 
recycling back into raw materials.  

• Constructing appropriate channels for reaching out 
to e-waste.  

• A sufficient number of recycling facilities and their 
connectivity to a technology-driven e-waste 
management system is essential (Sahoo et al., 
2021). According to the literature, it is evident that 
there is a gap in the field of electrical and electronic 
waste collection, particularly concerning the 
implementation of track-and-trace technologies and 
smart collection systems (Lopez Alvarez et al., 
2008; Rada et al., 2013; Martin and Leurent, 2017; 
Kazancoglu et al., 2021).  

 
III. CURRENT CHALLENGES FOR E-WASTE 

TRACKING  
Particularly in developing countries, the tremendous 
volume of waste and the lack of information about waste 
movement are the greatest challenges to the waste 
management sector. By 2025, it is expected that 2.2 
billion metric tons of solid waste will have been 
produced. E-waste is expanding at a rate three times that 
of traditional waste types. Less than a quarter of all 
electronic waste was collected for formal recycling in 
2016. In 2017, the raw materials in e-waste were worth 
$47 million, as reported in (Baldé et al., 2017; Yadav et 
al., 2021).  Based on waste generation data in 2019, 
metals could be recycled worth $57 billion and used to 
meet metal demand brought on by the manufacture of 
new electrical equipment (Forti et al., 2020). 

Of all the countries in the world, only 41 countries have 
provided official statistics on their e-waste. Furthermore, 
statistics from previous studies for 16 countries were 
obtained, explaining the low collection rate for e-waste 
and leaving 34.1 metric tons of WEEE unaccounted for 
(Baldé et al., 2017). Although many countries provide 
information on their e-waste, there is no guarantee that 
this information is correct. When it comes to recycling 
waste electrical and electronic equipment (WEEE), many 
third-world countries have relied heavily on the informal 
sector (Ackah, 2017). This means that official statistics 
on e-waste may not provide a useful step toward a long-
term solution to the problems associated with disposing 
of e-waste. Strong legislation is needed to prevent the 
informal sector from collecting WEEE. To dispose of 
their illegal e-waste, developed countries often ship it to 
developing countries with weak or average economies 
(Rais, 2022). This occurs because either the guidelines 
are inadequate, or law enforcement is ineffective. In 
addition, undocumented electronic waste poses a risk to 
personal confidentiality. Data and information security 
are at risk from the many types of storage devices that 
make up e-waste (Rais, 2022; Debnath, 2023). 
 
IV. METHODOLOGY  
In this paper, a qualitative review of the literature in the 
area of e-waste and its tracking system has been done. 
Use cases of tracking system implementations were 
studied in detail, and application development experts 
were consulted to take input related to developing the 
architectural framework for tracking implementation in 
e-waste management. Figure 2 shows the research 
methodology, and Figure 3 presents the architectural 
framework for tracking implementation. 
 

 
 

Figure 2: The applied research methodology. 
 

 
 

Figure 3: Architectural framework for tracking 
implementation. 

 

489



 

 

V. PLATFORM DESCRIPTION  
The process for creating an e-waste tracking platform 
includes four steps, as shown in Figure 4. The 4 steps are 
presented in detail in the following subsections. 
 

 
 

Figure 4: The process of creating an E-waste tracking 
platform. 

 
A. The first step: Registration  
This step, as shown in Figure 5, includes collecting 
devices as e-waste during their end-of-life period (EOL) 
and then recording the device’s specifications. Then the 
device is registered in the database, and a unique ID is 
assigned to each device. In this paper, a unique QR code 
is generated for each device, as shown in Figure 6. 
 

 
Figure 5: Device Registration user interface in the 

Platform. 
 

 

 
Figure 6: QR code generate of an e-waste device. 

 
This QR code can be printed and attached as a badge on 
each device. More often, e-waste recognition can be 
performed by either a machine-learning or deep-learning 
approach, but for simplicity, these methods have been 
ignored.  
 

 
Figure 7: User interface design for E-waste tracking. 

 
B. Second step: Tracking  
The process of tracking e-waste is made simple with the 
QR code on each stage, such as the collection station, 
which can be scanned using a mobile phone. This 
platform enables the association of tracked e-waste with 
the location of the mobile device that scanned the QR 
code and the time log of this action. This procedure is 
repeated until the e-waste device reaches its final 
destination, which can be specified by the user. All 
tracking data is saved at each destination in a database, 
providing a complete record of the disposal journey. The 
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end user can easily track each device by entering the 
tracking code created during the registration step. The 
tracking information of each device, including its current 
location, is then displayed on the platform, as shown in 
Figure 7. 
 
C. Third step: Visualization  
When the e-waste movement is tracked, the platform 
retrieves this information, including the location at 
various checkpoints, and visualizes it based on time logs, 
as shown in Figure 8. The platform offers a dynamic and 
user-friendly dashboard that allows users to track the 
movement of e-waste in real-time on an interactive map. 
With our intuitive visualizations, users can easily monitor 
the location of their e-waste at every stage of the disposal 
process. 
This innovative feature provides a comprehensive 
overview of the e-waste disposal journey, ensuring 
transparency and accountability throughout the entire 
process. If a device is lost at any stage, the application 
can show the latest scanned location of the missing object 
and send an alert to the tracking party. For example, if no 
new location data for a device is received after a certain 
period of time, the system could conclude that the device 
has disappeared. 
 

 
Figures 8: Visualizing dashboard to track the movement 

of e-waste in real-time on an interactive map. 

D. Fourth step: Administration  
The purpose of developing this part is to provide system 
administrators with an overall perspective of the system 
states and devices that are currently being tracked. The 
pseudocode for the tracking platform, shown in Figure 9, 
is designed to monitor the movement of e-waste through 
the recycling process.  

 
Figures 9: Pseudocode of the e-waste tracking platform.  
The pseudocode is presented in a series of steps, 
beginning with the creation of a new transaction to record 
the initial movement of the e-waste. The transaction 
includes information about the origin, destination, and 
type of e-waste being moved. 
The next step involves validating the transaction, which 
involves verifying the authenticity of the information 
provided and ensuring that the transaction complies with 
the regulations and standards for e-waste management. 
The ledger can be accessed by authorized parties, such as 
government regulators and recycling companies, to track 
the movement of e-waste and ensure compliance with 
environmental regulations. 
Additional steps in the pseudocode include monitoring 
the storage and disposal of e-waste, as well as the 
issuance of certificates of destruction to confirm that the 
e-waste has been properly disposed of. 
Overall, the pseudocode of the tracking platform 
provides a clear and structured overview of the processes 
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involved in monitoring the movement of e-waste through 
the recycling process. 
 
VI. FUTURE WORK  
Waste management operations are becoming more 
sustainable and advantageous for the future thanks to 
digital innovations like robotic systems, smart tracking, 
sensors, RFID applications, mobile apps, and 
autonomous vehicles. Tracking is one of the most lost 
stages and needs to be integrated with digitalization, 
especially in the e-waste category. The proposed 
platform will be implemented and disseminated to track 
e-waste practices in future studies. In addition, the 
asserted benefits can be improved with blockchain 
technology to save tracking data with a privacy-focused 
identity validation process while maintaining privacy and 
safety. Another research topic would be to integrate this 
tracking method with the circular economy approaches of 
the proposed platform in order to evaluate the effect of 
the black market for e-waste. Comparative studies can be 
conducted through the counties of Norway in order to 
reveal the common and differentiating issues among 
them. In future studies, the tools, and techniques, 
especially blockchain technology, will be embedded 
within the proposed platform. 
 
CONCLUSION  
E-waste has become a significant environmental problem 
because of the high pace of production and its massive 
volume. This study initially defines “e-waste,” which is 
separated into six major categories in order to better 
understand and manage it. Following that, it describes the 
current e-waste regulations and legislation that apply 
throughout the world. Then, e-waste’s tracking procedure 
and its challenges are evaluated, and the current official 
statistics on countries’ e-waste tracking are reviewed. 
Ultimately, it focuses on the design and development of 
a tracking system by scanning the e-waste and visualizing 
the trend of its movement in order to avoid any 
disappearances along its journey, which is our motivation 
for minimizing the quantity of information stolen. This 
platform is a more simple, user-friendly, and cost-
effective tracking system for dealing with e-waste, 
particularly e-waste flow, which addresses the issue of 
personal confidentiality, and finally, as a future solution, 
this paper proposes the blockchain method for increased 
safety and privacy protection. 
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Université Paris-Panthéon-Assas

30 Av. de la République, 94800, Villejuif, France
youssef.ait-el-mahjoub@efrei.fr

leo.le-corre@efrei.net

Hind Castel-Taleb
SAMOVAR
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ABSTRACT

The paper addresses the problem of performance-energy
trade-off in DVFS (Dynamic Voltage Frequency Scaling) sys-
tems. We propose a stochastic hybrid model between hysteresis
models and server block models. We provide a closed form
for the steady-state distribution probability and we establish
a ”st” type order to compare the performance measures. The
fast computation of power and performance measures leads
to a multi-objective optimization analysis in two forms: a
scalarization method and a Pareto based method. For the
two approaches, we propose fast and efficient approximate
algorithms that construct progressively an optimal solution. To
discuss results, the model is used to simulate a physical server
hosting several VMs (Virtual Machines) where we investigate
optimal thresholds for the performance-energy trade-off.

INTRODUCTION

High power consumption remains an issue in data centers,
cloud systems, and more generally in information and commu-
nication technology (ICT). Moreover, the advent of Artificial
Intelligence, Data Mining, IoT, High Performance Comput-
ing, Crypto-mining brings the issue of power consumption
into focus. Server virtualization provides a major reduction
impact on energy consumption due to on demand resource
allocation through many techniques such as consolidation, vir-
tual machine migration, scheduling, load balancing, dynamic
frequency scaling. In this work, we focus on the Dynamic
Voltage Frequency Scaling (DVFS) in virtualized context for
power monitoring and Quality of Service (QoS) preservation.
Many manufacturers of CPUs and GPUs (Intel, AMD, ... )
implement the DVFS approach in their computing devices as
processors or controllers. This mechanism operates the system
at several frequencies and voltages denoted as ”Pstates”. The
frequency and power increase in higher Pstates. The highest

Pstate runs the system at full rate and full voltage. But during
off-peak periods, the clock can go down considerably, saving
a significant portion of the power at full speed (AMD 2005).

This work is composed of two major parts. The first one
consists on modeling the DVFS system by a Markov chain
approach where we propose a closed form formula for steady-
state distribution probability. Then we proceed with a numeri-
cal multi-objective analysis by proposing two fast and approx-
imate algorithms for the performance and power consumption
trade-off. To model DVFS system, most analytical methods are
based on stochastic modeling as: in (He et al. 2020) a Petri
Net model is proposed for dynamic scaling and VM migration
in Energy-Aware cloud system; in (Dargie 2015) a random
variable analysis is set for estimating the relationship between
workload and power consumption in multi-core processor;
while in (Nguyen et al. 2020) a Hidden Markov Model is
used with a predicting algorithm for hidden states of the
system applied to a multi-core DVFS for energy-time trade-off;
Markovian Decision Process (MDP) also is proposed (Anselmi
et al. 2021), for models with tasks deadlines and unbounded
state space and speed rates. These models often suffer from the
explosion of the set of states. However, queueing theory offers
a range of models that can address this type of problems and
solves systems efficiently with less concern for the quality of
the solution or the scalability of the problem. In this regard one
notes Ghandi’s works, in particular, for the optimization of the
distribution of energy in k-server Farm (using DVFS levels)
(Gandhi, Harchol-Balter, et al. 2009). Some works also model
the DVFS system as an M/M/1 (Basmadjian et al. 2016) or
GI/G/K (Kühn et al. 2019) queue for power management
purpose. System modeling we propose is based on a threshold
policy that is similar to Hysteresis models (Golubchik et al.
2002; Lui et al. 1999) but adapted to DVFS systems. Hysteresis
models are based on two threshold vectors. When the number
of tasks exceeds an activation threshold, a new server is added
(instantaneously: Lui et al. 1999, or with non-negligible time:
Golubchik et al. 2002) and when the number of tasks falls
below an inverse threshold, a server is removed from the
system. Similar approach can be found in Mitrani’s model
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(Mitrani 2011), where system is limited to two thresholds to
manage a group of block reserved servers with exponential
activating time. Note that in the last two models, the servers
are homogeneous and therefore have the same service rate.
The DVFS model that we propose is a hybrid model be-
tween the classical hysteresis model and the block model of
Mitrani. Indeed, we have a single vector of thresholds that
instantaneously switches UP (with non-negligible power cost)
or switches DOWN (with negligible power cost) frequency
of a group of activate servers. We represent the system by a
birth-death process from which we obtain a closed form for
the steady state probability distribution, we derive the mean
response time, tasks dropping rate probability and mean power
consumption which we will optimize in the second phase.

The second part of this work consists in a Multi-Objective
Optimization (MOO). This process seeks to find optimal
threshold vector(s) that minimizes both response time and
mean power consumption. This matter is often related to a
decision problem. Many hysteresis studies address this prob-
lem with optimal control models through MDPs (Markovian
Decision Process). However, convergence of classical MDP al-
gorithms is subject to the hysteresis property of optimal policy.
This property is proven for M/M/1 queue in (Lu et al. 1984)
and M/M/C queue in (Szarkowicz et al. 1985). An interesting
comparative study is proposed in (Thomas et al. 2021) where
authors compare a panel of heuristic Markov chain resolution
approaches (using states aggregation) with an MDP decision
approach, stating that this later is more efficient for high scale
simulations. One notes that all the discussed methods consider
a scalarized global optimization reward function and provide
a single solution to service provider to ensure a given level
of QoS with reasonable energy consumption. In our study, we
address the non-convex problem of optimal thresholds with: (i)
A scalarization Weighted Sum Approach (WSM); (ii) A non-
dominated Pareto approach that consists in proposing a set of
optimal (i.e. compromise) solutions instead of a single one. In
both approaches, we propose a fast and greedy approximate
method to construct optimal vector(s).

This work is an extension and enhancement of our previous
study (Youssef et al. 2021), precisely, this paper is not limited
to systems with N = 2 Pstates. The stochastic modeling and
optimization approach considers vector of thresholds rather
than a single threshold value. This makes the optimization
process more complex with both a factorial decision space and
an objective space that is neither linear nor convex. Moreover,
we treat the modeling phase in the case of finite systems (thus
more realistic), and infinite denumerable systems.

The rest of the paper is organized as follows. In the next
section, we describe the Markov chain model. We present the
proof of the closed form of the steady state distribution dealing
with vector of N ≥ 1 Pstates. We derive the performance
and power consumption formulations. We also provide an
”st” (i.e. strong stochastic) comparison between the steady-
state probability distributions derived from processes with
comparable sequence of thresholds. This result induces the
comparison of the performance measures. In Section III, we
focus on the numerical multi-objective optimization, proposing
two approximate numerical algorithms either for the scalariza-
tion approach or the Pareto front approach. Finally, we present
numerical results by comparing the proposed algorithms to

some well-known MOO methods and analyze in more detail
the scenario of a physical server hosting multiple VMs under
DVFS policy.

MODEL DESCRIPTION AND MARKOV CHAIN
ANALYSIS

We first recall the Pstates support for a DVFS system (Table
I). The table represents the frequency fi (in GHz) from the
lowest Pstate P1 to the highest one PN . Power consumption pi
increases with the frequency fi and 0 < f1 < f2 < · · ·< fN and
0 < p1 < p2 < .. . < pN . In this work, we model the Pstate

TABLE I: Pstates support for a DVFS system

Pstates P1 P2 . . . PN

Frequency (GHz) f1 f2 . . . fN
Power (W) p1 p2 . . . pN

system as a multi-server queue. We assume that

• The system contains C computing units (or VMs).
• External arrivals of tasks follow independent Poisson

process with rate λ .
• Service rates are distributed according to exponential

distributions.
• Task scheduling discipline is FCFS (First Come, First

Served).
• Frequency is the number of cycles per second. CPI

is the number of Cycles per Instruction. Tasks may
require ”b” instructions (with b > 0). Hence service
rate of a single computing unit is µi =

fi
b∗CPI .

We represent the system as a birth-death process with N
Pstates and a capacity B that could be either finite or infinite
denumerable. Service rate increases (or decreases) dynamically
and progressively according to the amount of tasks in the
system. The latter is controlled by a vector of thresholds Γ=
[th1, th2, . . . , th(N−1)] with (0< th1 < th2 < .. . < th(N−1) <B).

TABLE II: Main notations for Markov process modeling

Notation Description
P Entry Pstates vector of size N
Γ Thresholds vector of size N−1
B Maximum number of tasks in the system
C Total number of computing units (i.e. VMs)
λ Tasks arrival rate
µi Service rate of a unit in Pstate i
pi Power consumption of a unit in Pstate i

pi,Id Power consumption of an idle unit in Pstate i
si Power consumption of a switching unit to Pstate i
SΓ System described by {X t

Γ, t ≥ 0} CTMC and
steady-state vector ΠΓ

E[XΓ] Mean number of tasks in the system
T i or TΓ Mean response time of a mono-Pstate system in

Pstate i or multi-Pstates system with thresholds Γ
PWΓ Mean power consumption of a multi-Pstates sys-

tem with thresholds Γ

Model and closed form for the steady-state distribution

Let (x) be the number of tasks in the system, then DVFS
system instantly and dynamically adjusts its frequency and
power to the corresponding Pstate. In next, we analyse the
system in both finite B < ∞ and infinite case B → ∞. The
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existence of a steady-state distribution in infinite models is
subject to the stability condition λ < CµN . We suppose that
all systems we study are stable. The system contains C
computing units. Therefore min(C,x) tasks are in service, and
(x−min{C,x})+ are queued. Under the classical assumptions
mentioned previously, {X t

Γ, t ≥ 0} is a Continuous Time
Markov Chain (CTMC) with transitions

(x) → (min{x+1,B}), with rate λ ,
(x) → (max{0,x−1}), with rate min{x,C}·µ(x)

and service rate

µ(x) =



µ1 =
f1

b∗CPI i f (x≤ th1),

µ2 =
f2

b∗CPI i f (th1 < x≤ th2),
.
.

µN = fN
b∗CPI i f (th(N−1) < x≤ B).

(1)

Theorem 1: The Markov chain is a birth-death process.
Then, under stability condition λ < CµN if the system is
infinite, we can derive ΠΓ(x) the steady-state probability.

Let Ψ(x) =
x

∏
k=1

min{k,C}µ(k),

and R = max{C, th(N−1)}, then (2)

ΠΓ(x) =


λ x

Ψ(x)ΠΓ(0) ∀ 0 < x≤ R,

λ x
[
Ψ(R)(CµN)

x−R
]−1

ΠΓ(0) ∀ x > R.
(3)

where ΠΓ(0) =

(
1+ λ R+1

(CµN−λ )Ψ(R) +∑
R
x=1

λ x

Ψ(x)

)−1

, i f B→ ∞,(
1+ λ R+1

(CµN−λ )Ψ(R)

(
1−
(

λ

CµN

)B−R)
+∑

R
x=1

λ x

Ψ(x)

)−1

,

i f B < ∞.
(4)

Proof: In Equation (5), we present the classical birth-
death equations for the steady-state distribution of that model.

ΠΓ(x) =


λ

min{x,C}µ(x)ΠΓ(x−1) ∀ 0 < x≤ R,(
λ

CµN

)x−R
ΠΓ(R) ∀ x > R.

(5)

After simple substitutions (i.e. to express ΠΓ(x) as a function
of ΠΓ(0) for all x > 0), we get Equation (3). Finally, after the
normalization of probabilities ∑

B
x=0 ΠΓ(x) = 1, either in finite

of infinite stable system, we obtain Equation (4).

Mean performance measures and power consumption

Let SΓ be the queuing model of a DVFS system defined
by thresholds vector Γ.

Corollary 1: In infinite system SΓ, we express the mean
response time as :

TΓ =ΠΓ(0)

[
(CuN)

R+1

(CuN−λ )Ψ(R)
+

R

∑
x=1

xλ
x−1

(
1

Ψ(x)
− (CuN)

R−x

Ψ(R)

)]
(6)

Proof: The proof derives directly from Theorem 1. From
Little’s law, mean response time is expressed as :

TΓ = E[XΓ]
λ

= 1
λ

∑
+∞

x=1 xΠΓ(x)

⇒ TΓ = 1
λ

[
∑

R
x=1 xΠΓ(x)+∑

+∞

x=R+1 xΠΓ(x)

]

⇒ TΓ = 1
λ

ΠΓ(0)

[
∑

R
x=1

xλ x

Ψ(x) +
λ (CuN)

R−1

Ψ(R) ∑
+∞

x=R+1 x( λ

CuN
)x−1

]

⇒ TΓ = 1
λ

ΠΓ(0)

[
∑

R
x=1

xλ x

Ψ(x) +
λ (CuN)

R−1

Ψ(R)

(
∑
+∞

x=1 x( λ

CuN
)x−1

−∑
R
x=1 x( λ

CuN
)x−1

)]
.

Using the derivative of the converging geometric summation,
and after simplification of terms, we obtain Equation (6).

Note that, in finite model, mean response time formula is

TΓ =
E[XΓ]

λ (1−ΠΓ(B))
=

∑
B
x=1 xΠΓ(x)

λ (1−ΠΓ(B))
.

It becomes harder to simplify and much more verbose. There-
fore, we decide to only present the equation in infinite denu-
merable case.

The power consumption model we consider is as follows:
we recall that DVFS technique allows a system to remain
switched ON while changing frequency to match the traffic.
This avoids successive shutdown and restoration costs of big
systems that can result in waste additional power and further
latency to restore the same regime (Gandhi and Harchol-
Balter 2011). Thus, the proposed system is initially in the
lowest Pstate and then progressively adjusts its speed to
workload. Power formula we propose supports three forms
PW (a)

Γ , PW (Id)
Γ and PW (s)

Γ which are, respectively, the mean
power consumption of the system in activity states, in Idle
states and in switching UP frequency states from a lower Pstate
to a higher one. Switching DOWN of Pstates is assumed to be
negligible (refer to nap mode in Sampaio et al. 2016).

The power consumed by each active unit while the system
hosts x tasks is :

p1 i f (x≤ th1),
p2 i f (th1 < x≤ th2),
.
.
pN i f (th(N−1) < x < B).

(7)

We note pi,Id = α pi with 0≤ α ≤ 1 the idle power and si the
extra power consumed when switching to a higher Pstate i. A
system that scales to a higher Pstate requires all computing
units to be placed at a higher frequency, resulting in a total
additional cost of C ∗ si times the probability of being in
switching states.

Lemma 1: Let PWΓ be the total power consumption of
a stable DVFS system SΓ. For the simplicity of the power
consumption equation, we fix th0 =−1 and thN = B (effective
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thresholds are [th1, th2, . . . , th(N−1)]). Then

PWΓ =
N−1

∑
j=0

[
p j+1

th j+1

∑
x=(th j)+1

(
αC+(1−α)min(x,C)

)
ΠΓ(x)

+s j+1CΠΓ(th j)1 j>0

]
. (8)

Proof: We first decompose the mean power formula as :

PWΓ = PW (a)
Γ +PW (Id)

Γ +PW (s)
Γ , (9)

where

PW (a)
Γ = ∑

N−1
j=0

[
∑

th j+1
x=(th j)+1 ΠΓ(x)

(
min(x,C)p j+1

)]
,

PW (Id)
Γ = ∑

N−1
j=0

[
∑

th j+1
x=(th j)+1 ΠΓ(x)

(
C−min(x,C)

)

p j+1,Id

]
,

PW (s)
Γ =C ∑

N−1
j=1 s j+1ΠΓ(th j).

(10)
After simplification of terms, we obtain Equation (8). Note
that PWΓ ≥ 0 since 0≤ α ≤ 1 and all other terms are positive.
The last summation uses s j+1 as the switching UP power is
supposed to be related to the arriving Pstate j+1.

Comparison of performance measures

We first recall the ”el” comparison between vectors of
thresholds.

Definition 1: Let Γ1 and Γ2 be two thresholds vectors,
then: Γ1≤el Γ2 ⇒ Γ1( j)≤ Γ2( j) ∀ j ∈ {1, . . . ,N−1}.
In the next corollary we prove the existence of ”st” (i.e.
strong stochastic comparison) between steady-state probability
distribution vector for two systems.

Corollary 2: Assuming that, either finite or infinite sys-
tems, SΓ1 and SΓ2 has comparable thresholds, then :

Γ1≤el Γ2 ⇒ ΠΓ1 ≤st ΠΓ2. (11)

Proof: Let µ
(SΓ1)
x = min{x,C}µ(x) (the same for µ

(SΓ2)
x )

be the services rate transition generated at state x in system
SΓ1 (resp. SΓ2) then

Γ1≤el Γ2 ⇒ µ
(SΓ1)
x ≥ µ

(SΓ2)
x ∀ state x,

also for all x, we have λ
(S1)
x = λ

(S2)
x = λ . Thus, from Stoyan

theorem of birth-death processes (in Stoyan 1983, page 196-
197, Theorem 5.2.21), we deduce that {X t

Γ1, t ≥ 0} ≤st
{X t

Γ2, t ≥ 0}. Since both systems are stable, then steady-state
probability distributions are comparable. We get ΠΓ1 ≤st ΠΓ2.

Lemma 2: (Comparison of mean number of jobs and re-
sponse time, Youssef et al. 2021)
Let E[X1], E[X2] (resp. T1,T2) be the mean number of jobs

(resp. the mean response time) for two infinite stable DVFS
systems, then : Π1 ≤st Π2 ⇒ E[X1]≤ E[X2] and T1 ≤ T2.

Corollary 3: In finite systems SΓ1 and SΓ2 with compara-
ble thresholds, rejection rate is higher in SΓ2 :

Γ1≤el Γ2 ⇒ λΠΓ1(B)≤ λΠΓ2(B) (12)

Proof: As a consequence of Corollary 2 we have :

Γ1≤el Γ2 ⇒ ΠΓ1 ≤st ΠΓ2.

Note that ”st” comparison between vector of probabilities is
expressed as :

ΠΓ1≤st ΠΓ2 i f f ∀k∈{1,2, . . . ,B},
B

∑
j=k

ΠΓ1( j) ≤
B

∑
j=k

ΠΓ2( j)

Hence taking k = B, we deduce that λΠΓ1(B)≤ λΠΓ2(B).

From the last two proposed corollaries and Lemma 2, we
deduce the Corollary 4 that we consider in the optimization
process when one only intends to optimize the response time.

Corollary 4: In finite or infinite systems SΓ1 and SΓ2 with
comparable thresholds, mean response time and mean number
of jobs are higher in SΓ2.

Γ1≤el Γ2 ⇒ E[XΓ1]≤ E[XΓ2] and TΓ1 ≤ TΓ2 (13)

Proof: In finite or infinite system, from Corollary 2
we have ΠΓ1 ≤st ΠΓ2. For infinite systems we derive from
Lemma 2 that E[XΓ1] ≤ E[XΓ2] and TΓ1 ≤ TΓ2. However,
for finite systems, response time formula (Little’s law) is
different since rejected tasks are not considered. But, mean
number of jobs in the system formula remains the same and is
bounded by the limit capacity of the system (B tasks). Hence
it is straightforward, from Lemma 2 that E[XΓ1] ≤ E[XΓ2]. It
remains to demonstrate the response time comparison in the
finite case. From Corollary 3 we have :

ΠΓ1(B)≤ΠΓ2(B) ⇒ 1
λ (1−ΠΓ1(B))

≤ 1
λ (1−ΠΓ2(B))

,

⇒ E[XΓ1]
λ (1−ΠΓ1(B))

≤ E[XΓ1]
λ (1−ΠΓ2(B))

≤ E[XΓ2]
λ (1−ΠΓ2(B))

,

⇒ TΓ1 ≤ TΓ2.

Hence, Equation (13) is proved in finite and infinite case.

In the following, we propose an upper bound and lower
bound for performance measures. These bounds will be used
for the normalization of objectives in optimization phase.

Corollary 5: Let S1 (resp. SN) be the mono-Pstate DVFS
system, i.e, system that considers only Pstate1 (resp. PstateN).
Let {X t

1, t ≥ 0} and Π1 (resp. {X t
N , t ≥ 0} and ΠN) be CMTC

description and steady-state probability distribution for, either
both finite or both infinite systems S1 (resp. SN). Then for any
multi-Pstates system SΓ : E[XN ]≤ E[XΓ]≤ E[X1]

T N ≤ TΓ ≤ T 1
ΠN(B)≤ΠΓ(B)≤Π1(B)

(14)

The last inequality only holds for finite models, due to task
dropout from a full system.

Proof: First, notice that when the system considers only
one Pstate, then S1 and SN are reduced to an M/M/C (resp.
M/M/C/B) queue in infinite (resp. finite) system with service
rate µ1 and µN . By applying Stoyan theorem between S1 and
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SΓ, also between SΓ and SN and knowing that µ1 ≤ µN , then
we obtain :

{X t
N , t ≥ 0} ≤st {X t

Γ, t ≥ 0} ≤st {X t
1, t ≥ 0}

⇒ ΠN ≤st ΠΓ ≤st Π1.

For infinite or finite models, mean number of jobs and response
time are comparable since we establish the ”st” comparison
between SN and SΓ, and between SΓ and S1, hence using the
same justification approach of Corollary 4, we obtain the two
first equations of (14). Finally, the last equation is a direct
consequence of the ”st” comparison in finite systems for the
state k = B.

MUTLI-OBJECTIVE OPTIMIZATION ANALYSIS

The threshold vector Γ is an inherent element of the sys-
tem dynamics. This vector drastically affects the performance
and consumption. The optimization process seeks to find the
optimal thresholds (or compromise thresholds) between perfor-
mance (mean response time and reject probability of tasks) and
power consumption. Note that, these three objectives derive
from the closed form proposed in Theorem 1. As mentioned
in our first work (Youssef et al. 2021), the analysis of a system
with one or two Pstates remains very reasonable. However,
the behavior of the system becomes more challenging when
the number of Pstates is increasing (N > 2). We, nevertheless,
provide Corollary 4 and 5 to compare performance metrics
only based on the parameters of the system. On the other hand,
the mean power consumption is difficult to analyse as it is
neither monotonous (in the sense of ”st” comparison) neither
a convex function.

First, we can reduce the optimisation space to two objec-
tives: power consumption and response time. Probability of
rejecting tasks is positively correlated to the response time (i.e
fast servers leads to high consumption, low response time and
low reject probability). We can also state that a system with
high threshold values switches tardily to higher Pstates, thus
consumes less but shows deteriorated performance in terms of
response time and rejection rate. In the following, we study this
balanced behavior between power consumption and response
time and provide optimal thresholds for this trade-off.

We express the non-convex optimization problem as :
min PWΓ

min TΓ

s.t. Γ= [th1, th2, . . . , th(N−1)],
∀ i ∈ {1,N−2}, 0 < thi < thi+1 < B,
∀ i ∈ {1,N−1}, thi ∈ N∗.

(15)

Let D be decision space of this problem, then |D| is a
function of N and B, with B≥ N ≥ 2 :

|D|= (B−1)!
(N−1)!(B−N)!

=
Π

N−1
i=1 (B−N + i)
(N−1)!

. (16)

It is, therefore, necessary to consider fast resolution algorithms.
To solve this problem, we analyse two main approaches
(Gunantara 2018) in MOO. In each one we propose a greedy
approximation algorithm and we compare its results to some
classical algorithms.

TABLE III: Main notations for MOO analysis

Notation Description
Γ∗ Optimal vector of thresholds obtained with a WSM

method
D Decision space set

H(th,k) Set of all feasible integer values at position k
having th as a fixed value in the last constructed
vector Γ∗k−1

V(Γ,k) Set of feasible neighbors values at position k
obtained by adding (or emitting) 1,2, ...,∆ to Γ(k)

Sk Non-dominated set obtained at iteration k in ap-
proximate Pareto Algorithm

S Exact Pareto set obtained with Kung algorithm

Single solution approach

Here, we consider the Weighted Sum Method (WSM)
which consists on the scalarization (ibid.) of the set of objec-
tives into a single one. This method is based on the additive
utility assumption (Fishburn 1967). It requires a high-level
information that estimates the relative importance of each
objective. Let w ∈ [0,1] (resp. 1−w) be the weight assigned
to the response time (resp. mean power consumption). We
also need to normalize objectives. Let T

′
Γ

(resp. PW ′
Γ
) be the

normalized objectives. Hence Equation (15) becomes : min wT ′
Γ
+(1−w)PW ′

Γ

s.t. Γ= [th1, th2, . . . , th(N−1)],
∀ i ∈ {1,N−2}, 0 < thi < thi+1 < B,
∀ i ∈ {1,N−1}, thi ∈ N∗.

(17)

Where

T ′Γ =
TΓ−TΓ,min

TΓ,max−TΓ,min
and PW ′Γ =

PWΓ−PWΓ,min

PWΓ,max−PWΓ,min
.

Lemma 3: Normalization approach we consider consists
in bringing all objectives to the range [0,1], then for a system
with N Pstates :

TΓ,min = T N and TΓ,max = T 1,
PWΓ,min =Cp1,Id and PWΓ,max =CpN +C ∑

N−1
j=1 s j+1

Proof: For response time objective, we use Corollary 5 to
derive the upper and lower bound. However, strong stochas-
tic ”st” comparison does not hold for power consumption
(Equation (8)). We, then, propose that PWΓ,min is the power
consumption when all servers are in idle state in the lowest
Pstate, and inversely PWΓ,max is the power consumption when
all servers are active in the highest Pstate plus the switching
UP power of the intermediate Pstates.

Lemma 4: If one wants to optimize only the response time
TΓ (i.e. w = 1), then optimal solution is Γ∗ = [1,2, . . . ,N−1].

Proof: According to Corollary 4. A lower threshold vector
(in the sense of ≤el comparison), presents a lower response
time. Hence, vector [1,2, . . . ,N−1] which is the lowest feasible
solution provides the best performance measures. In this case,
higher Pstates are quickly attainable. Otherwise, if one wants
to optimize only power consumption (i.e. w = 0) or both
objectives (i.e. 0 < w < 1). One should proceed with an
optimization method.
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The approximate greedy approach we propose (details in
Algorithm 2) is based on a local resolution from a two Pstates
system and we progressively add a new Pstate level until
achieving the N Pstates system: we solve the problem with N =
2 Pstates with a naive method, it is not time consuming since
we only have one threshold (i.e. a single decision variable).
Let Γ∗1 = [th1] be the optimal solution at iteration 1. Then,
for the next iteration, we construct the new threshold vector
as Γ∗2 = Γ∗1 ⊞ th2 where th2 ∈ {th1 + 1, . . . ,B−N + 2}. We
append (i.e. ⊞ operator) the new thk to threshold vector Γ∗k−1.
We continue this process until reaching N Pstates. We also add
an exploration step in this algorithm. In order to improve the
quality of the solution, we explore the neighborhood of the last
element of the previous iteration. Let ∆≥ 0 be the exploration
factor, then we define the two sets as: H(th,k) is the set of
possible values in the position k knowing that at position k−1
we have the value th, this set derives from the constraint of
strict inferiority between thresholds. The second set V(Γ,k)
represents the neighborhood possibilities of a given threshold
value in position k.{ H(th,k) = {th+1, th+2, . . . , B−N + k},

V(Γ,k) = {m / ∀i ∈ {0,1, . . . ,∆},
Γ(k−1)< m = Γ(k)∓ i < B−N + k }.

∆ parameter improves the quality of the solution but also
increases time complexity. In many cases ∆ = 0 is sufficient
to reach the optimal solution (see Tables V, VI and VII).

Lemma 5: Let bk ≤ B and ck ≤ B then temporal com-
plexity of the proposed greedy approximate algorithm is
B∑

N−1
k=1 bkck in average case and O((N−1)B2) in best case.

Proof: Solve() method’s (i.e. Algorithm 1) complexity is
O(B) (one can refer to the latest version of the XBorne tool;
Fourneau et al. 2016 to solve numerically classical birth-death
processes). And, for each iteration k, we calculate the mini-
mum of the objective functions in the first set H(th,k) which
is upper bounded by B (i.e. bk = |H(th,k)| ≤ B) that depends
on the neighborhood set ck = |V(Γ,k)| ≤ B. In best case, one
considers ∆ = 0 hence ck = |V(Γ,k)|= 1, therefore complexity
reaches B∑

N−1
k=1 bk which is in the order of O((N−1)B2). Note

that a naive research method is in the order of O(B|D|).
This algorithm, indeed, does not ensure a global optimal

solution, but besides being faster, it benefits from an optimal
sub-structure property that produces an optimal solution in
several investigated cases.

Algorithm 1: Solve(Γ,P , w)
Input : Vector of thresholds Γ, vector of Pstates P ,

weight w.
Output: Calculating rewards given a vector of

thresholds

1 Calculate the steady-state distribution (Theorem 1)
2 Derive the mean response time T Γ and mean power

consumption PWΓ (Lemma 2)
3 Normalize the objectives (Lemma 3)
4 Derive the cost function using weight w.

Although the weighted sum approach is simple to analyse
and reaches an optimal solution, it suffers from many diffi-
culties (Godwin 2013): we need to know the weights (w), the

Algorithm 2: Approximate greedy algorithm for opti-
mal thresholds
Input : Vector of Pstates P , number of servers C,

system capacity B, arrivals rate λ , preferred
objective w.

Output: Optimal vector of thresholds Γ∗ of the system

1 if w = 1 then
2 Γ∗ = [1,2, . . . , N−1] ▷ Lemma 4
3 else
4 Γ∗0← [ ] ▷ Initialize with an empty vector
5 th∗1←miny∈H(0, 1) Solve(Γ∗0 ⊞ y, P(1 : 2),w)
6 Γ∗1← Γ∗0 ⊞ th∗1
7 for k← 2 to N−1 do
8 x← Γ∗k−1(k−1) ▷ Last element in Γ∗k−1

9 th∗k←minx∈V(Γ∗k−1, k−1)

[
miny∈H(x, k) Solve(Γ∗k−1

10 ⊞ y, P(1 : k+1),w)
]

11 Γ∗k ← Γ∗k−1 ⊞ th∗k ▷ Extend the optimal vector
12 end
13 end

inability to find some Pareto-optimal solutions (those in non-
convex region), also each algorithm execution provides a single
solution. In next, we analyse the Pareto-Optimal approach
which consists in proposing a set of non-dominated solutions
(i.e set of compromise solutions).

Pareto-Optimal approach

This approach consists in finding a set of solutions in
which an objective cannot be improved without deteriorating
at least one of the other objectives ”Vilfredo Pareto”. This set
is composed of non-dominated solutions.

Definition 2: A point Γ ∈ D dominate Γ′ ∈ D iff :

(TΓ ≤ TΓ′ ∧PWΓ ≤ PWΓ′)∧ (TΓ < TΓ′ ∨PWΓ < PWΓ′).

Otherwise, Γ′ is not dominated by Γ.

Definition 3: Let S be the set of non-dominated points (i.e
Pareto set). Then

∀ Γ ∈ S, ∀ Γ
′ ∈ D, Γ is not dominated by Γ

′.

Several algorithms exists in the literature to find the Pareto set.
They are mainly grouped in two sections. Exact algorithms and
the approximate (or approached) algorithms: (i) The exact al-
gorithms consists in searching the whole Pareto set. The naive
approach consists in checking the dominance property for each
solution, which is highly time-consuming with O(|D|2) and
particularly inefficient for our case (see Equation (16)). There
are also many fast and efficient methods, the most widely used
one is Kung’s method (Kung et al. 1975). This algorithm is
mainly driven by sorting and dividing the population which
results on a time-complexity of O(|D|log(|D|)) in the case of
two objectives. Many algorithms has been proposed to improve
this complexity as Ding’s method (Ding et al. 2003) based on
the scoring definition and Jun Du (Du et al. 2007) based on
ranking and indexing sets. (ii) For approximate approaches,
genetic algorithms are the most widely used, the algorithms
consists on improving the quality of a random population
until approaching the real Pareto Set. In genetic algorithms
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one aims to converge to the optimal front and to maintain
as diverse as possible the population set. Most common ones
are Deb’s methods (Deb and Goldberg 1989) as NSGA ”Non-
dominated Sorting Genetic Algorithm” and NSGA II ”Elitist
NSGA” (Deb and Goel 2001). Although there exists many
other genetic algorithms (VEGA, MOGA ...).

In next, we propose Algorithm 4 that merges our greedy
approach with Kung’s method (Algorithm 3). One should note
that Kung’s algorithm is indeed very fast, but it requires
to have the decision space and the objective space. Yet we
have |D| solutions where each one costs O(B) to compute
it’s performance and power consumption. So the preliminary
step of the Kung method costs O(|D|B). Which results with
a total complexity of O(|D|log(|D|)+ |D|B). Main idea of the
approximate Pareto algorithm we propose, is to not explore all
the decision space. We construct the Pareto set progressively
from the system with two Pstates to the given system. The
assumption here is quite similar to the one used in NSGA
II where the goal is to emphasize non-dominated solutions
from a generation to another: from non-dominated solutions
of the sub-system with N − 1 Pstates (i.e. Sk−1), we create
a new domain space S′k that will be resolved by a Kung
iteration. Based on the assumption of sub-optimal structure this
algorithm provides a valuable approximation of the Pareto set
in a reasonable time.

Lemma 6: For an iteration k in Algorithm 4, complexity
depends on the size of the non-dominated set obtained at itera-
tion k−1. Hence, we have a complexity of |Sk−1||H(x,k)|(B+
log(|Sk−1||H(x,k)|). The worst case is when, at each iteration,
the whole decision set is a non-dominated set. Complexity in
this particular case tends to an exhaustive method. Inversely,
with reasonable non-dominating sizes dominated solutions are
disengaged earlier which makes the algorithm faster than a
classical Kung’s method. In best case, when non-dominated
set is reduced to only one solution complexity is reduced
to O((N − 1)(B2 + Blog(B)) which is much equivalent to
Algorithm 2 complexity in best case.

Algorithm 3: Kung’s recursive Pareto algorithm
Input : Decision space D
Output: Pareto set S

1 Sort D according to descending order of the first
objective. Let P be that set and let S= /0.

2 Front(P) : ▷ Recursive function
3 if |P|= 1 then
4 return P
5 else
6 Sort P according to second objective
7 s1 = Front( P( 1 : ⌊ |P|/2 ⌋) )
8 s2 = Front( P( ⌊ |P|/2 ⌋+1 : |P|) )
9 if an element x in s2 is not dominated by any

element in s1 then
10 S= S∪ x
11 end
12 return S
13 end

NUMERICAL RESULTS
DVFS systems are widely used in cloud computing. Es-

pecially in virtualized environments. Physical servers can host

Algorithm 4: Approximate Pareto algorithm
Input : Vector of Pstates P , number of servers C,

system capacity B
Output: Pareto set S

1 S1 = Kung(H(0, 1)) ▷ Kung’s method for N = 2
2 for k← 2 to N−1 do
3 S′k = /0
4 for Γ ∈ Sk−1 do
5 x← Γ(k−1)
6 for th ∈H(x, k) do
7 S′k = S′k ∪ (Γ⊞ th)
8 end
9 end

10 Sk = Kung(S′k)
11 end
12 return SN−1

many virtual machines (VMs). Each VM can be assigned one
or more virtual processor. In the following, we use our model
to evaluate the trade-off between performance and energy
consumption considering C VMs where each VM has 1 vCPU
and a capacity queue of size B. The hypervisor of the physical
server receives task requests with rate λ and assigns them to
VMs on a first-come, first-served policy and a DVFS strategy
across all VMs.

In Table IV we present a Pstate support inspired from AMD
Opteron processor (AMD 2005). We analyse three scenarios
where we increase progressively the scalability of the problem.
As we can see in the last column, decision space increases
exponentially with N and B (refer to Equation (16)).

We have considered several instances for each of the
three scenarios. Each instance of the problem is based on the
combination of parameters 1 ≤ λ ≤ B, w ∈ {0,0.1,0.2, . . . ,1}
also different possibilities of Pstates. For instance, scenario A
supports N = 4 Pstates, hence we can derive the following
possibilities of systems [P1,P2,P3,P4], [P2,P4,P5,P6] ... also,
without loss of generality, we fixed: the switching UP power
to Pstate i as equal to the active power si = pi, α = 0.25
(i.e. a power gain of 75% in idle state), number of cycles per
instruction to CPI = 1 and number of instructions per tasks to
b = 109 so that mean response time is expressed in seconds.

TABLE IV: Pstates support for a system supporting 6 Pstates
and parameters of three different scenarios

Pstates P1 P2 P3 P4 P5 P6

Frequency (GHz) 1 1.8 2 2.2 2.4 2.6
Power (W) 32 55 65 76 90 95

Parameters B C N |D|
Scenario A 45 20 4 13244
Scenario B 80 30 4 79079
Scenario C 100 40 5 3764376

Comparison of algorithms
For weighted sum methods, we compare the proposed

greedy approximation (Algorithm 2) with a local search
method and a Tabu search, and also an exhaustive method to
evaluate the success rate. The local search and Tabu search are
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classical neighborhood methods. The local search starts with
a random seed solution and improves this latter locally until
there is no more possible improvement in the neighborhood.
However, it can get stuck in a local optimum. To avoid this
behavior, we have opted for the Tabu search method; a method
that gets out of a local optimum. In the Tabu method, we store
all previous local optimums in a Tabu list of reasonable size
(that we fixed to 4BN). The Tabu list is updated progressively
and keeps the most recent local optimums as long as possible in
order to avoid cycling phenomena. The algorithm stops when
no improvement occurs during several iterations. Note that, to
compare results, we fixed the same randomized seed for both
search methods.

Contrary to WSM methods, in Pareto methods, we need to
compare two sets of vectors instead of two vectors. Therefore,
we use Jaccard similarity index between the exact and the
approximated Pareto front. The proposed success rate is the
mean Jaccard index for all investigated instances. We also
show |Savg| the average size of Pareto set for all instances.
Here, we no longer need preferency parameter w, so we have
less instances to compare, but more computing time for each
instance (refer to algorithms complexity in previous section).
Due to the scalability of scenarios B and C, in WSM Methods
we perform one simulation only for the exhaustive search to
keep track of the computation time. Thus, we use the %Min
rate instead of %Success rate. %Min rate is the percentage of
optimality of each, non-exhaustive, method among the others.
The simulations have been performed on a laptop with 10 cores
(8 of them at 3.2 GHz peak frequency and two others at 2 GHz
peak frequency) with 16GB RAM.

TABLE V: Scenario A, Comparison of 2024 instances

WSM Methods Success rate Time (s)
Exhaustive search 100% 54.18

Greedy approx (∆ = 0) 96% 0.49
Greedy approx (∆ = ∆Max) 99% 7.50

Local search 59% 0.81
Tabu search 71% 3.16

Kung Pareto Method Pareto set size Time (s)
Light load |Savg|= 9515 59.24

Moderate load |Savg|= 3454 56.10
Heavy load |Savg|= 475 55.24

Approximate Pareto Success rate Time (s)
Light load 100% 49.23

Moderate load 100% 17.38
Heavy load 100% 3.24

The numerical results (Table V, VI, VII) show that:

• The proposed greedy approaches are the most efficient
methods among those studied, notably on the quality
of the solutions and the execution time. Whether in
scalarization method or in Pareto method. In many
cases it is not required to add an exploratory step
(∆ = 0) to improve the quality. Also, as observed
in Scenario B and C, greedy methods are scalable.
WSM greedy approach solves a system of 40 VMs and
3.7x106 feasible solution in approximately 3 seconds
with an optimality rate of 95%.

• The classical methods of exploration, in particular the
local search or the meta-heuristic Tabu search, show

TABLE VI: Scenario B, Comparison of 1540 instances

WSM Methods %Min rate Time (s)
Exhaustive search 100% 604.16

Greedy approx (∆ = 0) 96% 1.88
Greedy approx (∆ = ∆Max) 99% 48.02

Local search 65% 2.20
Tabu search 73% 7.50

Kung Pareto Method Pareto set size Time (s)
Light load |Savg|= 72863 870.02

Moderate load |Savg|= 33846 653.11
Heavy load |Savg|= 5368 601.51

Approximate Pareto Success rate Time (s)
Light load 100% 845.20

Moderate load 100% 339.99
Heavy load 99% 54.40

TABLE VII: Scenario C, Comparison of 1012 instances.

WSM Methods %Min rate Time (s)
Exhaustive search 100% 33848

Greedy approx (∆ = 0) 95% 3.32
Greedy approx (∆ = ∆Max) 98% 122.52

Local search 53% 4.12
Tabu search 61% 28.51

Approximate Pareto Pareto size Time (s)
Moderate load |Savg|= 89661 1756.43

Heavy load |Savg|= 29543 677.39

weaker results as they strongly depend on the shape
of the scalarized function, particularly in our model
where rewards formulas are complex and decision
space is factorial.

• Pareto methods require more computation time. But
they are much more valuable to provide a panel of
disparate compromise solutions instead of a single one
(see Fig. 1 and Fig. 2). The proposed Approximate
Pareto method is efficient for moderate and heavy load
traffic. It can reach 100% (resp. 99%) of the Pareto
front in 3 (resp. 54) seconds instead of 55 (resp. 601)
seconds for scenario B (resp. scenario C).

System dynamic analysis

To analyze the system dynamics, we consider scenario A.
In a first step (Fig. 1), we investigate the influence of the
system workload on the response time and the power. Then
(Fig. 2), we fix the load of the system and then extend the
number of Pstates (from N = 3 to N = 5) for a case with neg-
ligible switching UP power of Pstates and a case considering
switching UP power. We notice that : a) The higher the system
is loaded, the more likely it is to reach the highest Pstates
and thus the objective space becomes more disparate unlike
unloaded systems where not all Pstates are explored. b) In
order to minimize the response time, the system tends to move
towards high Pstates (i.e. with small thresholds) which would
consume more, however to reach them the different switching
phases must be handled (arcs patterns in the graphics). The
system also has to avoid successive switch UP (and switch
DOWN) effects. This makes the optimal choice more difficult.
c) The model with negligible switch UP power, generates

504



a much simpler behavior as it is not subject to switching
power overheads or successive UP/DOWN effects. d) The
exact (resp. Approx) Pareto method i.e. red points (resp. blue
points) allows to clearly distinguish the equilibrium solutions
between response time and power consumption. The Greedy
method also approximately reaches the Pareto zone, however
the distribution of points (yellow ones) remains a matter of
discussion as some Pareto points are difficult to reach. Finally,
we show the trajectory of the Tabu search promoting the
response time (case of w = 0.8) and power consumption (case
of w = 0.05), where we observe the convergence to different
points of the Pareto front. For instance, in Fig. 2 with N = 5,
weights w∈{0,0.01,0.02}, w∈{0.03,0.04}, w∈{0.05,0.08},
w= 0.09 and w≥ 0.1 provides, respectively, optimal thresholds
vector [41,42,43,44], [1,42,43,44], [1,2,43,44], [1,2,3,44]
and [1,2,3,4] that is to remain for a long time in a single
Pstate 2, 3, 4, 5 and 6, thus avoiding switching UP overheads.
While in the same model with negligible switching costs (the
case of AMD 2005 Opteron processor), system changes Pstates
more frequently: for w ∈ {0,0.01,0.02}, w = 0.03, w = 0.04,
w = 0.05 and w = 0.06 optimal thresholds are, respectively,
[41,42,43,44], [40,42,43,44], [32,37,43,44], [27,31,34,35],
[24,27,29,30] until reaching [1,2,3,4] with w = 1. Hence,
switching costs si has an important impact on the system
dynamism and must be chosen appropriately in order to benefit
from the various Pstate levels avoiding the successive switch
UP/DOWN changes.

CONCLUSION

In this paper, we proposed a new model to analyse DVFS
systems with N ≥ 1 Pstates. We propose a ”st” comparison
of system’s performance measures and a closed formula to
compute rapidly rewards of the system thus to proceed with
a MOO analysis. In the optimization phase we considered the
two main approaches in MOO. The scalarization of objectives
and the Pareto front method. By analyzing the results, we
observe that a greedy heuristic approach generates accurate
results in a very convenient time. However, for WSM methods,
preferency parameter and distribution of optimal point in
objective space remain an issue. This will lead us to analyze
Kung’s approach, which is the most commonly used exact
Pareto front method. This latter method suffers from the
scalability of decision and objective space, by adjusting it with
our greedy approach we can get fast results of a non-dominated
set that is remarkably close to Pareto front, especially when
dealing with systems with moderate and heavy load. Finally
we compare two DVFS systems: one with switching UP power
of the Pstates, and one with absence of switching power. We
naturally observe an increase of the average consumption in
the system with switching power. But more specifically, a
disparate and complex decision space is formed where the
system does not necessarily consume the most in the highest
Pstates that we can observe in the model without switching
power, thus making the optimal decision further challenging.
Several perspectives can emerge from this work: adding a non-
negligible delay for the Pstate change, considering a network
of DVFS systems. This will lead to investigate further fast
optimization methods or reinforcement learning methods to
analyse the performance and power consumption trade-off.

SOURCE CODE
The proposed DVFS analysis is available in GitHub frame-

work.
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Fig. 2: Response time Vs Power consumption for three DVFS systems [P2,P3,P4], [P2,P3,P4,P5], [P2,P3,P4,P5,P6] in moderate
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ABSTRACT

This publication presents the results of a study
of similarity between texts written in Romanian and
Spanish, using a matrix analysis method based on Lev-
enshtein’s edit distance. The method used in the study
does not contain implemented language-dependent vo-
cabulary rules and exhibits the feature of linguistic uni-
versality in terms of similarity analysis. The study was
carried out on the basis of the commercial computer
program Antyplagius, created by the New Data Min-
ing Systems company, which performs similarity anal-
ysis exclusively using the aforementioned method. The
texts being compared were taken from excerpts from
Wikipedia translated by online translators of popular
companies which are based on artificial intelligence so-
lutions.

I. INTRODUCTION

Romanian is spoken by some 24 million people, pri-
marily in Romania and Moldova but also in Bulgaria,
Serbia, Ukraine, Hungary, and among the members of
the Romanian diaspora in the US, Canada and Ger-
many [12], [22], [5]. Spanish, on the other hand, be-
longs to the most widely spoken languages in the world,
ranking second in terms of usage with 360 million peo-
ple worldwide for whom it is the first language [20].
Compared to Romanian, Spanish is a global language
spoken in Europe, parts of Africa and in most coun-
tries of the New World where it is an official language
in such countries as Argentina, Cuba, Mexico, Peru,
and Venezuela [6]. Due to its strong global position,
it is also one of the official languages of the UN, the
EU, as well as UNESCO. Texts written in Spanish and

Romanian can be analyzed for similarity, since they
belong to the same Romance language group [22], [4].
However, one of the factors taken into consideration in
the above publication, was that Romanian and Span-
ish are probably the least similar languages in the men-
tioned group. Historically speaking, both are descen-
dants of vernacular Latin which were evolving in rela-
tive geographical isolation and under heavy influence of
different non-Romance languages. While Spanish lex-
icon and phonology were impacted by Arabic during
the seven centuries of Reconquista, Romanian was com-
pletely cut off from the other Romance languages after
the fall of the Roman empire and evolved as a Romance
linguistic island surrounded by Slavic languages; later,
it came into long contact with Hungarian and Ottoman
Turkish. Therefore, it is no longer mutually intelligible
with Spanish.

II. RESEARCH PROBLEM

A. Description of the problem

This study is intended to check whether it is possible
to carry out an effective comparative analysis between
texts written in Spanish and Romanian using a com-
puter algorithm that does not contain grammar rules
dedicated to Romance languages as such, including
the implemented stemming and lemmatization meth-
ods [16], [3]. The task is hindered by the fact that
Spanish and Romanian are the least similar to each
other in the same language group; moreover, in Roma-
nian the articles do not precede the noun as in Spanish
but are attached to it as an ending (suffix), which signif-
icantly alters the structure of the words and can make
similarity analysis difficult.

B. Text analysis

The concept of matrix analysis of text data based on
Levenshtein’s edit distance [14], [25], [11], is described
in detail in [17].

At present, there are no competing algorithms for
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performing such comparisons (i.e., between different
languages), so alternatives are not mentioned in this
publication. Currently known methods for analyzing
text comparisons are based on stemming and lemmati-
zation algorithms tailored to a specific language rather
than a language group, such as those described in pub-
lications [24], [13]. This chapter presents the concept
of the algorithm in general, based on Spanish and Por-
tuguese texts.

C. Presentation of the algorithm for analyzing
text data

Generally, the idea is to build a matrix from two an-
alyzed documents of size equal to the number of words
of one and the other document, respectively. The ma-
trix is completed with logical values (1 or 0) depending
on whether the similarity value calculated between the
words in a given iterative step based on Levenshtein
distance [14], falls within a given range set as one of
the parameters by the user (formula 1).

where:
fp - function returns similarity measure p (formula 2),
bp - acceptable boundary value of similarity measure
parameterized by the user e.g. corresponds to the type
of the documents (e.g., scientific vocabulary) or the
language of documents - the determination of the ap-
propriate value of this parameter must be preceded by
prior analyses against the given languages, language
groups and document types, which is done, among oth-
ers, in this publication,
ß - values either false or true,
Doc1[ti] - element (term) of document 1 separated by
a space from a next element of the document.

The similarity measure p is calculated by the formula:

where:
m, n – lengths of two terms/text strings (i.e. number
of characters),
kmax - length of the longest of analyzed two terms/text
strings (i.e. pessimistic case where k is equal to the
length of the longest term).

The Levenshtein distance k is equal to the D[m,n] ele-
ment of the so-called Levenshtein matrix D:

where:

D[m,n] – result of the Levenshtein distance algorithm,
the last element of matrix D, i.e. minimum number
of operations: insertion, deletion and substitution re-
quired to convert one term (text string) into the other.

Examples of the similarity measure p, based on formula
2 are presented below.

Fig. 1: Examples of the similarity measure p, based on
formula 2

The figure 2 shows a graphical visualization of the
comparison of two very short texts written in Spanish
and Portuguese. The individual points represent lo-
cations on the rectangular matrix with logical "true"
values, i.e., fragments similar between the text strings.
The content of the document written in Spanish is as
follows: Pero, a pesar de esta variedad de posibilidades
que la voz posee, sería un muy pobre instrumento de
comunicación si no contara más que con ella. La ca-
pacidad de expresión del hombre no dispondría de más
medios que la de los animales. La voz, sola, es para
el hombre escasamente una materia informe, que para
convertirse en un instrumento perfecto de comunicación
debe ser sometida a un cierto tratamiento. Esa manip-
ulación que recibe la voz son las "articulaciones." The
content of the document written in Portuguese reads:
Mas, apesar da variedade de possibilidades que a voz
possui, seria um instrumento de comunicação muito po-
bre se não se contasse com mais do que ela. A ca-
pacidade de expressão do homem não disporia de mais
meios que a dos animais. A voz, sozinha, é para o
homem apenas uma matéria informe, que para se con-
verter num instrumento perfeito de comunicação deve
ser submetida a um certo tratamento. Essa manipu-
lação que a voz recebe são as "articulações."

D. A tool to perform data analysis

In the research, the N-DMS Antiplagius program
was used whose operation principle is based on the
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Fig. 2: Example of the result in the form of a graphical
matrix analysis of two short texts written in two lan-
guages both belonging to the Romance language group

presented concept of matrix analysis of text data [1];
YouTube channel of the project: https://youtube.
com/@n-dms. The application is one of the results of
scientific research on algorithms from the text-mining
family [19], [18], [17]. It performs similarity analysis
between text data.

It does not contain implemented language-dependent
vocabulary rules and is based on the author’s linguis-
tically universal solutions[17], including additionally
the Levenshtein edit distance. The Levenshtein dis-
tance is a generalization of the Hamming path and
has numerous applications in text string analysis, such
as in text processors [25], or DNA sequence analysis
(Levenshtein-Damerau distance) [11].

Consequently, it can analyze documents in languages
of European roots using the Latin alphabet, Cyrillic
script (additional possibility of automatic transcription
of documents) and the Chinese characters. It allows the
user to customize the analysis parameters for the docu-
ments under study, including, among others: the degree
of word similarity and the size of breaks in sentence
continuity. In addition, it has a defined set of param-
eters for the types of documents studied [i.e., paper,
homework, thesis, journal, article, book, mixed] and
the language. The program has defined analysis pa-
rameters for the following languages: Belarusian, Bul-
garian, Chinese, Czech, Danish, Finnish, French, Ger-
man, Italian, Dutch, Norwegian, Polish, Portuguese,
Russian, Romanian, Slovak, Swedish, Taiwanese, and
Ukrainian. The application additionally has a built-
in OCR module (based on the world-famous Tesseract
OCR Engine) that recognizes text in images [23] and
perfectly complements the text similarity method based
on editing distance correcting the shortcomings of the
OCR mechanism.

The program is resistant to misrepresentation in the
form of: character substitutions, spelling and gram-
matical errors, as well as occasional word substitutions.
The results of the analysis are: text fragments consid-
ered similar and a diagram of the relationship between
documents.

E. Data analysis and results

The text strings analyzed came from online sources
in the form of entries from two different well-known

online encyclopedias. They were subjected to ma-
chine translation based on artificial intelligence so-
lutions[translators used in translation: https://
translate.google.com and https://www.bing.com/
translator] which are now considered extremely ef-
fective. The two tests represent separate approaches
related to translation. The first approach is to adapt
one language to the other by translating the former.
The second test begins by translating English into the
two languages being tested. In a way, the approaches
presented are a reference to the research that is tak-
ing place on issues related to cross-language plagiarism,
which is being committed with increasing frequency
around the world in schools and universities [8], [9].

F. Encyclopedia article on Spain

This analysis uses an encyclopedic article about
Spain https://es.wikipedia.org/wiki/EspaC3B1a,
written in Spanish and machine-translated into Roma-
nian as described here [2]. The texts were compared
with each other, in addition, one of the analyses was
posted as a video on the YouTube channel https://
www.youtube.com/watch?v=JhfdwbyIsFc. Graphical
interpretation of the compared texts is below, where:
bp - acceptable boundary value of similarity measure
parameterized by the user; wv - minimum number of
words in sequence vector, and gw - maximum accept-
able gap between words. The constant gw will be the
same for all the tests in the chapter, since the specifics
of the problem do not force its constant adjustment to
the text. The gw constant is provided for the anal-
ysis of texts where there is a significant likeliness of
attempting to misrepresent the content by deliberately
changing the structure of sentences, including reorder-
ing terms, deleting words and inserting equivalents in
the form of synonyms. The value has been selected
through previous research on texts written in different
languages.

Fig. 3: Analysis parameters - bp: 42%, wv: 5, gw: 8
and Analysis parameters - bp: 45%, wv: 5, gw: 8

In the figures and in the table, it can be seen that
the best result showing significant similarity between
the texts is obtained by setting the word similarity
to between 42% and 50% Setting the word similarity
(bw) value below 42% for the above example makes the
graphical result of the comparison less clear, noise ap-
pears, and the diagonal line (possibly smaller diagonal
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Fig. 4: Analysis parameters - bp: 50%, wv: 5, gw: 8
and Analysis parameters - bp: 100%, wv: 3,gw: 8

Fig. 5: Analysis parameters - bp: 40%, wv: 5,gw: 8
and Analysis parameters - bp: 30%, wv: 5,gw: 8

Fig. 6: Table showing the results of several text com-
parison analyses, with different analysis parameters

lines), which can be said to be responsible for the visual
confirmation of the similarity of the texts, is less visible
and blurs in the noise. Reducing the bw constant to 0%
will generate a result of 100% similarity between docu-
ments - which will be an obvious error. Increasing the
degree of word similarity closer to 100 will result in the
disappearance of points on the matrix and no visible
similarity between text strings. Examples of text pas-
sages considered similar for ID 1 analysis from Table -
Fig.6 are presented below.

The above table contains selected passages consid-
ered similar that are the result of an analysis of the
comparison of the texts in question. Each of the above
words considered similar to its counterpart in the other
text has its graphical interpretation in the form of a
point on the matrix.

Fig. 7: Examples of text passages considered similar
for ID 1 analysis from Table - Fig.6.

G. Encyclopedia article on Romania

The above analysis juxtaposes two texts about Ro-
mania from the online encyclopedia https://www.
britannica.com/place/Romania. Previously, the En-
glish text was translated by a different translator
into Romanian and Spanish https://www.bing.com/
translator. Below is a graphic interpretation of the
comparison.

Fig. 8: Analysis parameters - bp: 30%, wv: 5, gw: 8
and Analysis parameters - bp: 42%, wv: 5, gw: 8

Fig. 9: Analysis parameters - bp: 50%, wv: 5, gw: 8
and Analysis parameters-bp: 100%, wv:3,gw: 8

As in the previous test, the best-fitting parameters
for the analysis of the two languages are similarities
between 42% and 50%.

The above table contains selected text passages con-
sidered similar by the algorithm. The data are the re-
sult of the analysis based on parameters No. 2 from
the Fig.10.
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Fig. 10: Table showing the results of several text com-
parison analyses, with different analysis parameters

Fig. 11: Examples of text passages considered similar
for ID 2 analysis from Table - Fig.10.

H. Applications

Summarizing the above results, it turns out that the
accuracy of the analysis results depends primarily on
the word similarity parameter bp. It is responsible
for recognizing in the matrix concept of text analysis
whether the words analyzed in a given iteration step
are to be considered identical and fill the matrix cell
with a positive value. Based on the above results, it
can be seen that the algorithm, in which the gram-
matical rules for a particular language are not imple-
mented, is able to correctly estimate the existing sim-
ilarity between texts despite additional differences due
to different languages. In addition, the matrix analy-
sis algorithm based on Levenshtein’s edit distance [14]
confirmed the similarity of languages from the common
Romance language group described by linguists [22],
[12].

III. SUMMARY AND FUTURE WORK

The matrix text analysis algorithm based on Lev-
enshtein’s edit distance[14], confirmed the similarity of
languages from the common Romance language group
described by linguists[12], [22]. The algorithm does not
use Thesaurus, so words with similar meaning whose
edit distance is large are not considered identical. How-
ever, this should not significantly affect the result of the
text similarity analysis, because it is impossible to swap
most of the words of a text document so that it still
carries the same message and at the same time consists
of other terms with similar meaning. And even if this
were possible, it is difficult in such a case to talk about
simple plagiarism of the text. However, a dictionary

of similar words would be an interesting component to
strengthen the algorithm, so this will be the subject of
further research, especially in terms of optimizing the
overall calculation.
In addition, the approach presented in the publication
will be used to analyze the similarity of the texts of es-
says created by the chatGPT program (GPT - Genera-
tive Pre-trained Transformer, https://chat.openai.
com), which is currently being studied by researchers
around the world and which is becoming a growing
moral issue in academia[7], [15]. The first steps in this
regard have already been made, and the results can
be viewed at the following links: https://youtu.be/
_ejk1xTPDDQ and https://youtu.be/PxrVB9AwcR0.
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ABSTRACT

Widespread cloud systems present new challenges
time and time again. An essential element of such en-
vironments is their management. The Infrastructure
as Code model has been gaining popularity for some
time. In work presented here, we have proposed an
agent-based approach to process execution within the
Infrastructure as Code approach and have performed
several numerical experiments. The work also includes
an original formal agent model of the system. The re-
sults obtained allow us to develop trade-offs regarding
computational demand and utilization.

INTRODUCTION

The infrastructure creation, management, and subse-
quent maintenance approach has changed significantly.
In the case of vast and complex environments imple-
menting even the smallest change often becomes very
problematic due to the sheer size of the infrastructure
and the human factor. The more changes must be made
manually, the greater the risk of making a mistake. The
solution to this problem is approaching Infrastructure
as Code.

Infrastructure as Code (IaC) makes it possible to
manage the entire infrastructure (e.g., virtual ma-
chines, load balancers, virtual networks, and other ser-
vices) by writing source code. For a modern company
- building IT infrastructure in the cloud is the default
method of managing all resources in the cloud. Cloud
computing offers many advantages such as scalability,
stability, security, and cost efficiency. Thanks to the
scalability of the cloud, we do not have to invest in
additional physical servers - we can flexibly increase
resources. Cloud computing also gives us stability be-
cause cloud components are monitored 24/7/365, and
additional mechanisms of the service provider ensure
the high availability of services.

Security is also a huge advantage. Responsibility in
the public cloud for security rests with the provider and
ourselves. For example, in the case of the Infrastruc-

ture as a Service (IaaS) model, the provider offers us
computing and network resources and is responsible for
their basic security. The client’s task is to secure the
operating system, applications, or data. In the case of
the Platform as a Service (PaaS), the provider deals
with the protection of basic computing services as in
the case of IaaS and is additionally responsible for the
runtime environment, operating system, and middle-
ware. The customer only needs to take care of access
and data. The last type is Software as a Service (SaaS).
In this model, the customer only needs to protect their
data and other users.

Infrastructure as Code began to gain immense pop-
ularity quickly with the introduction of the so-called
agile software development. In simple terms, agile soft-
ware development is a method based on iterative and
incremental programming for which the highest value
is cooperation and flexibility [12].

Infrastructure as Code makes it easier for Develop-
ment and Operations (DevOps) teams to perform com-
plex and complicated tasks such as configuration or in-
frastructure maintenance using code instead of man-
ual processes. The great advantage of Infrastructure as
Code is the speed of implementation and reduced risk
of making a mistake. With the Infrastructure as Code
approach, the written source code should be stored in
a code repository and tested for proper operation, sta-
bility, and security, just as in traditional software de-
velopment. The above operations use tools in Contin-
uous Integration (CI) and Continuous Delivery (CD)
processes, such as Jenkins, Ansible, Chef, Puppet, or
Terraform. Terraform is the most popular tool show-
casing the Infrastructure as Code idea. This tool is a
product of HashiCorp [16].

Terraform allows the user to create infrastruc-
ture and resources in cloud computing using HCL
(HashiCorp Configuration Language). The HCL lan-
guage is declarative and high-level; each code block de-
fines a resource. The primary assumption of this lan-
guage is syntax readability and the ability to interact
with other tools. Declarative language (compared to
imperative) describes what you want to get, not how
you want to get something.

The rest of the paper is structured as follows. Section
Related Work discusses the related work. We briefly de-
scribed implementing a cloud environment based on the
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IaC model in Section Principle of Operation. The next
section (IaC vs Traditional Infrastructure) presents the
differences between the traditional approach and the
IaC model. Within Section Agent-Based Simulator,
we presented the original formal agent model of the
simulator under test. Evaluation of the simulation is
presented in the experiments section. Finally, Section
Summary concludes conducted experiments and iden-
tifies potential opportunities for further work.

RELATED WORK

Accordingly, to [7], multi-cloud models account for
about 75% of the cloud market. Due to very high com-
puting capability, multi-cloud systems are called "Sky
Computing". Those models need special infrastruc-
ture tools like cloud orchestrators to handle information
flow. In [7], authors tested six cloud orchestrators cur-
rently most referenced in the literature: Cloudify, Heat,
CloudFormation, Terraform, Cloud Assembly, and the
TOSCA standard. During the literature review, they
found out that Terraform and Cloudify offer similar Sky
Computing scenarios, but the practical experiment re-
vealed that Terraform is outperforming Cloudify.

In [13], authors claimed that Infrastructure as code
(IaC) is widespread in complex cloud systems. The idea
of IaC is to deliver fast and reliable services to users.
Big companies like Facebook, Google, and GitHub cur-
rently utilize this idea. In the article, the authors tried
identifying potential flaws (like security breaches) and
research areas related to the IaC concept. They ana-
lyzed 32 articles and concluded that this topic is well-
studied; however, conducting more research on security
flaws is necessary.

In [14], authors described their own IaC system.
They proposed an architecture and implemented a
cloud benchmarking Web service. The presented model
was based on the assumptions of reusable and repre-
sentative benchmarks. Authors also claimed that clas-
sical benchmarking cloud services are cumbersome and
error-prone, whereas the presented IaC concept is re-
producible well-defined and easy to test.

Another solution utilizing the IaC concept was pre-
sented in [6]. The authors designed a search-based
problem-solving agent named YUMA. The algorithm’s
core is a search tree holding the state space and tran-
sition model. The article presents the search tree-
building algorithm and two additional algorithms de-
termining the minimal composition plan. Results pre-
sented in the paper indicate that YUMA fulfills require-
ments and may be helpful for cloud architects.

The Virtual Machine (VM) evaluation method is
necessary to choose the optimal VM for a particular
task. Usually, it is done via benchmarking or a black-
box search. In [11], authors presented their system
called Framework with Infrastructure-as-Code (IaC)
support For VM Evaluation (FIFE). This framework is
an easily-configurable abstraction layer separating the
searcher, selector, deployer, and interpreter. The whole
process can be automated with the usage of JSON files.
Results presented in the paper prove that the frame-

work does not influence search efficiency when VMs
are from different cloud providers and significantly im-
proves parallel search time efficiency.

In [10], authors investigated open-source cloud tech-
nology called OpenStack. They analyzed the architec-
ture, requirements, setup process, and related prob-
lems. The authors also analyzed the resource utility
(with a full load and without). The conclusion was
that OpenStack is mainly supported on Ubuntu and
demands RAM. However, it is a good platform for ed-
ucational and testing purposes and has an extensive
computer infrastructure. On a single machine, the loss
of performance is very significant.

A novel Multi-Agent System for Cloud Monitoring
(MAS-CM) model was described in [9]. The presented
solution is focused on performance and security dur-
ing gathering task results and scheduling in cloud sys-
tems. The authors proved that their model could pre-
vent unauthorized task injection and modification. It is
also optimizing the scheduling process and maximizing
resource utilization. The effectiveness of MAS-CM was
investigated using an evolutionary driven implementa-
tion of the Independent Batch Scheduler and FastFlow
framework. Results indicated that MAS-CM is increas-
ing the performance of the system.

PRINCIPLE OF OPERATION

Creating resources with Terraform consists of three
main steps: writing the resources we want to create in
HCL, generating a plan and running the tool (see: fig.
1).

I. Init and resource creation

The first stage involves gathering requirements, plan-
ning, and writing the source code. At this stage, the
supplier and services we care about are defined. The
provider’s definition and the resources we want to cre-
ate are placed in a file with the .tf extension (see: fig.
2).

II. Plan

After writing the code, the next step is to generate
the plan. Issuing terraform plan command Terraform
looks in local directories for configuration files. The
tool creates a plan and checks the current state of the
remote objects that will be introduced in the infras-
tructure.

III. Apply

The final stage of the workflow is terraform apply.
Without passing a saved plan file, Terraform asks for
approval of this plan and then takes the appropriate ac-
tion. When a saved plan file is handed over, Terraform
will perform the actions without asking for confirma-
tion.

In Terraform we deal with something called
Providers. Provider in Terraform is nothing more than
a special plugin allowing API interaction. This includes
cloud computing providers such as Amazon Web Ser-
vices, Microsoft Azure, Google Cloud Platform, or Or-
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Fig. 1: Terraform Workflow

Fig. 2: Use of provider

acle Cloud Infrastructure, and additionally providers
of various types of software available as services. The
abovementioned providers are just the four most pop-
ular providers. The list is much more extensive and
amounts to almost 3,000. The complete list of avail-
able providers can be found on the official Terraform
website.

Providers allow us to use different resources and
data sources that Terraform can manage. Without a
provider, infrastructure management using Terraform
is impossible; a given provider implements each type of
resource.

In the Infrastructure as Code idea, one must include
another vital tool - Ansible. This tool often needs clar-
ification with Terraform, and there is a fundamental
difference between them. Ansible is a tool written by
Michael DeHaan, currently developed by Red Hat Inc.
Ansible combines declarative configuration, as in the
case of Terraform, and additional procedural configu-
ration. The procedural configuration specifies the exact
state of our infrastructure.

A trendy tool that works like Terraform is Cloud For-
mation. It allows to creates and manages infrastruc-
ture; unfortunately, it is not as flexible as Terraform.
Terraform is entirely independent of the provider, un-

like Cloud Formation. The latter works only in the
Amazon cloud.

IaC VS TRADITIONAL
INFRASTRUCTURE

There are often debates about Infrastructure as Code
or Traditional Infrastructure. Which of these ap-
proaches seems more appropriate in today’s IT world?
As with any novelty, and not only in the IT industry
but in any other industry, we have many skeptics. Cre-
ating, managing, and storing infrastructure in the form
of code was something unacceptable to many. Writ-
ing source code has been chiefly a task for software
engineering teams. However, IT Administrators soon
discovered that this approach has no weak points - the
only downside is that they have to master the new tech-
nology. However, everyone more or less related to the
IT industry is used to constantly expanding their skills.

In addition, it must be taken into account that there
has long been friction between the teams of developers
and administrators. Developers were not very inter-
ested in where the application would be deployed and
what infrastructure resources a company or an external
client had. These conditions contributed to the creation
of the DevOps trend. Administrators often needed to
learn how to build or operate specific developer tools.
Therefore, a new role has arisen in the IT industry -
DevOps. DevOps engineers partly deal with tasks that
fell on the heads of programmers and some of the tasks
intended for IT Administrators. The combination of
these two distinct roles eliminated a seemingly impos-
sible conflict.

The power of Infrastructure as Code will be noticed
by anyone who has enjoyed creating and maintaining
infrastructure in the classic model. In the traditional
approach, all the work is done manually or with the
help of automation scripts, but with scripts, we can,
at most, configure something. We cannot create in-
frastructure from scratch - it will require manual work.
All three most important activities - provisioning of
servers, configurations of servers, and deployment of
software - can be automated using Infrastructure as
Code tools. In the event of a failure or migration to
another cloud computing provider, thanks to IaC, we
can easily recreate or migrate our infrastructure thanks
to the phenomenon of repeatability. The traditional
model, of course, still has its adherents. Most often,
these people need to be better acquainted with mod-
ern technologies or have yet to desire to learn them
thoroughly. The traditional model is, of course, still
valid. It will work better in small and uncomplicated
environments where the IT staff is not up to date with
technological innovations in the IT industry.

In summary - choosing the right concept depends
mainly on the organization’s requirements, needs, and
goals. Nevertheless, in most cases, without a doubt,
the only right choice will be the Infrastructure as Code
concept.
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Fig. 3: Components of Kubernetes

AGENT-BASED SIMULATOR

As part of this work, we have made several exper-
iments based on a dedicated simulator implemented
using the HASH platform [1], which provides an end-
to-end solution for safely automating decision-making.
Terraform-based Cloud Infrastructure Simulator ([4])
allows demonstrating how to generate a representation
of cloud infrastructure using the Infrastructure as Code
model. The simulator’s code is available under an MIT
license so that anyone can tailor the project to their
needs.

The simulator is based on the idea of a platform for
managing, automating, and scaling containerized ap-
plications - Kubernetes. As for the Kubernetes archi-
tecture, a Kubernetes cluster consists of a master node
called a control plane and workers nodes. The master
node distributes work to worker nodes, monitors the
status of the application and cluster itself, issues an
API (Application Programming Interface), and ensures
integration with the cloud provider. The task of worker
nodes is to perform the work assigned by the control
plane. A node is a worker machine in Kubernetes and
is the environment in which pods run (see: fig. 3).
So-called pods handle requests forwarded by users to
the cloud. Pods (which take their name from a pea
pod) are the most minor, short-lived computing units
that can share resources such as memory, storage, or
network. Notably, the contents of a Pod container are
always co-located and co-scheduled and run in a shared
context [2].

The HASH platform itself is based on an agent-based
paradigm. In the solution used, the agents are made
up of State, Behaviours, and Context. Compared to a
typical agent system (cf. [17], [18]), behavior can be
identified with actions, state with the agent’s internal
state, while context can be identified with the environ-
ment state. Based on the agent model presented in
[15], we propose the following formal multi-agent sys-
tem model embedded in the idea of a Terraform-based
Cloud Infrastructure Simulator:

MAS = {AG, ID, TP,K,ES,ACT, ST,GL}, (1)

where:
AG — a set of agents belonging to a multi-agent sys-
tem;
ID — a set of unique identifiers for agents;

TP — a collection of all agent types;
K — a set of all possible agent’s states;
ES — a set of all possible contexts;
ACT — a set of behaviors that agents can perform
within the context;
ST — a set of strategies implemented by agents;
GL — a set of agent objectives.

An agent (ag) is defined as follows:

AG ∋ ag = {id, tp, st, k, gl, α, β, γ}, (2)

where:
id ∈ ID — a unique system-wide identifier for the
agent;
tp ∈ TP — agent’s type;
st ∈ ST — agent’s strategy;
k ∈ K — current state of the agent;
gl ∈ GL — agent’s current objective;
α ∈ ACT — a behavior function that, based on the
current state and context of the agent, is updating the
internal agent’s state:

α : K × ES → M(K), (3)

where M denotes the space of probabilistic measures
over the set;
β — strategy selection function:

β : TP ×K → ST ; (4)

γ — a decision-making function which, based on the
strategy and objective, selects actions:

γ : ST ×GL → ACT. (5)

We can equate behaviors with actions in a typical
agent model. Internal states and agent contexts define
them. Only an agent can change its internal state. An-
other agent can induce a change in its state, but the
decision is up to the agent whose state it is. In the case
of contexts, as a rule, they are fixed; hence this model
does not contain a function that updates the context.

For more information on the modeling approach, see
[8].

The simulator also has several parameters and data
sources that control its operation. Different types of
instances from the Amazon Web Services cloud were
used for the experiment, and requests are generated
using accurate data - the distribution of requests shows
the percentage of requests during the day broken down
by each hour. The simulation has a rich database of
controlling parameters, including:
• number of daily requests; triangular item distribu-
tion that determines the duration of each running re-
quest;
• the number of CPU cores and gigabytes of memory
allocated to the pod;
• the number of gigabytes of memory and CPU cores
in compute node in the cluster;
• the auto-scaler automatically removes and adds
nodes (e.g., if the maximum utilization of the cluster
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Parameter Value
vCPU 48
Memory (GiB) 96
Instance Storage (GB) EBS-Only
Network Bandwidth (Gbps) 12
EBS Bandwidth (Mbps) 9,500

TABLE 1: C5.12xlarge instance specification

is exceeded, an additional node will be added to it,
the same is true when the utilization falls below the
minimum value - then one node is removed from the
cluster);
• the minimal number of nodes required to be in the
cluster;
• the initial number of nodes in the cluster;
• the time delay before a request to add a node to our
cluster is fulfilled.

EXPERIMENTS

A Kubernetes cluster was built for research. We used
Amazon EKS (Elastic Kubernetes Service), which al-
lows you to use Kubernetes and thus enables deploy-
ment, management, and scaling of container applica-
tions in the AWS Cloud. A typical Kubernetes cluster
consists of two parts, namely the control plane, and
nodes. Both parts are critical, and it is impossible to
say which is more important. The good news is that
in the case of the EKS service (similarly to Microsoft
in the case of the Azure Kubernetes Service), it is the
cloud computing provider, i.e., Amazon, who takes re-
sponsibility for the control layer. The customer only
deals with the issue of nodes.

Our cluster was built with 24 nodes - c5.12xlarge
instances (see: tab. 1). Amazon EC2 C5 instances
have much computing power, are great for distributed
analysis or scientific modeling, and are cost-effective
due to their low price-to-computing power ratio. The
c5.12xlarge instance has 48 vCPU and 96 GiB of RAM.
It has an Intel Xeon Platinum 8275L processor clocked
at 3.0 GHz.

An application for simulators and calculations was
installed on a working Kubernetes cluster. Because the
cluster is located in the Amazon cloud, we took advan-
tage of the possibility of scaling nodes and the mecha-
nism that automatically changes the number of pods.
The simulator based on the HASH platform allows us
to forecast the cloud resources we will need to keep
our application available and provide services at a high
level.

A simulation was conducted with the following daily
requests: 1,000, 2,000, and 10,000. Considering our en-
vironment and the application itself, according to the
simulator, at 10,000 received requests per day, seven
nodes will be enough (see: fig. 6). This balance is
also evident in the following graph showing the clus-
ter’s memory usage (see: fig. 7), where for the received
10,000 requests, we have seven nodes with 672 GiB of
memory, and in the case of the "Cluster CPU Usage"
plot (fig. 8) showing the total amount of RAM in the

Fig. 4: Number of nodes with 1,000 requests received

Fig. 5: Cluster memory usage for 1,000 requests re-
ceived

cluster and the current usage in a time step defined by
us.

Using the words "Kubernetes scaling" we cannot for-
get about changing the number of pods of a given De-
ployment. With the increase in traffic, it is necessary
to scale the application to handle a more significant
number of users, which can be seen in the example of
our experiment.

Another part of the experiment was to increase the
number of received requests and, more precisely, to dou-
ble our initial values. Our inputs were three values:
2,000, 4,000, and 20,000. As expected, with more re-
ceived requests, the application needed more comput-
ing power. With 20,000 requests received, the simula-
tor calculated that we need fourteen nodes representing
1,344 gigabytes of RAM and 672 vCPUs (see: fig. 6).
So, as can be seen, the number of resources needed has
slightly more than doubled. The same is also illustrated
by the number of pods (fig. 9). For 20,000 requests re-
ceived daily, the cluster’s RAM usage was around 640
GB at peak (see: fig. 7).
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Fig. 6: Number of nodes with 2,000, 4,000, 10,000, and
20,000 requests received

Fig. 7: Cluster memory usage for 2,000, 4,000, 10,000,
and 20,000 requests received
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Fig. 8: Cluster CPU usage for 1,000, 2,000, 4,000, and
10,000 requests received

Fig. 9: Number of pods for 1,000, 2,000, 4,000, and
10,000 requests received
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SUMMARY AND FUTURE WORK

Thanks to the simulator used in our experiment, we
can estimate what resources we will need depending on
the load. Having an application and infrastructure in
the cloud is essential, so are costs and their ongoing
monitoring - we can also estimate and forecast poten-
tial costs depending on several factors and finding a
trade-off between performance and cost. Our research
balances the need for and delivery of computing re-
sources.

In the future, this simulator can also be expanded
with the resources of other cloud computing providers
(e.g., Azure, Google Cloud Platform, Alibaba Cloud, or
Oracle Cloud). The simulator can also be helpful for
a private cloud. It can be easily adapted to our needs.
We also plan to implement various optimization mech-
anisms for modeling problems of large-scale computing
environments based on the IaC paradigm.
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ABSTRACT

Verification of embedded software relying on black-
box hardware is challenging whenever precise specifica-
tions of the underlying systems are incomplete or not
available. Learning structured hardware models is a
powerful enabler of verification in these cases, but it
can be inefficient when the system to be learned is data-
intensive rather than control-intensive. We contribute
a methodology to attack this problem based on a spe-
cific class of automata which are well suited to model
systems wherein data paths are known to be decoupled
from control paths. We show the effectiveness of our
approach by combining learning and verification to as-
sess the correctness of embedded programs relying on
FIFO register circuitry to control an elevator system.

INTRODUCTION

It is a known fact that our reliance on the func-
tioning of information-and-communication systems is
growing rapidly. Today, for the most part, they per-
vade our lives in the form of embedded systems such
as mobile phones, vehicle control units, and TV sets.
It is expected that in the future all sorts of objects of
daily use might be equipped with some computing ca-
pability, including personal medical devices, home ap-
pliances, and even clothes [AM00]. Absence of errors,
as well as safety and security guarantees, are thus cru-
cial in embedded systems while their reliable operation
is already of large social importance. In this direc-
tion, formal methods are one of the key technologies
expected to improve the quality of our embedded sys-
tem designs [HS06].

The main hurdle on the path towards adoption of for-
mal methos is that formal specifications are notoriously
hard to come by. While several reasons contribute to
this state of affairs, the consequence is that many sys-
tems in use today lack adequate specifications or make
use of under-specified components [HS14]. In practice,
this situation is all but infrequent in embedded sys-
tems where third-party hardware components are used
as parts, but only their interface and some informal de-
scription about their behavior is available. To overcome
the problem posed by such black-box components, sev-
eral authors considered automata learning techniques
— see, e.g., [PVY99], [GPY06], [Sha08] — to obtain
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precise models through controlled experimentation. In
spite of many success stories, and the availability of
effective tools like learnLib [RSBM09], learning com-
ponents which cannot be modeled as having finite-size
input alphabets is still challenging [HIS+12]. This is
a problem when dealing with data-intensive, rather
than control-intensive (sub)systems, because Angluin-
based [Ang87] methods are not well suited for such sys-
tems.

In this paper we consider the problem of verifying
embedded software relying on black-box hardware com-
ponents. Such components are assumed to be data-
intensive, i.e., to be useful, the characterization of their
behavior must take into account data exchanged be-
tween the components and their embedding context.
The practical usage scenario is that of an embedded
program developed on top a third-party computing
platform, where a precise specification of the facilities
offered by the platform is not available. With respect to
other works in the literature [HIS+12], [Aar14] we make
a simplifying, but realistic assumption, i.e., that the
data path and the control path are separable. By this
we mean that the specific values exchanged between
the embedding context and the system will have no ef-
fect on the control path of the system. On the other
hand, the actual values exchanged are important to as-
sess the correctness of the component. For instance,
in a serial data bus, the actual content of transmitted
packets does not alter the transmission protocol, but it
is expected that packets will be received in the same
order they were transmitted. The separability assump-
tion still allows us to deal with interesting components
— e.g., different kind of registers, memories, and data
buses — while avoiding the theoretical and practical
intricacies connected to more expressive models.

Several researchers addressed the problem of find-
ing models for black-box hardware circuits. Most of
these works aim to find a specification in the form of
invariants — see, e.g., the GoldMine tool [She11] —
or, more generally, in the form of temporal properties
— see, e.g., the IODINE tool [HNCC05]. There are
also some previous efforts devoted to learning hardware
circuits as finite state machines [MKK14]. In [AR12],
authors proposed to abstract the I/O functionality of
continuous-time dynamical systems as Finite State Ma-
chines and to infer them using Angluin’s [Ang87] al-
gorithm. Our approach differs both from [MKK14],
in that we do not wish to disregard entirely the data
component, and from [AR12], in that we are interested
in high-level behavioral simulations rather than accu-
rate gate-level representations. There are works in the
literature which consider automata learning as an en-
abler for formal verification of black-box systems. The
pioneering work in this domain is Black-box checking
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(BBC) [PVY99] which challenges the problem of verify-
ing black-box systems through model checking. Adap-
tive model checking (AMC) [GPY06] is an extension
of BBC where it is assumed that some model of the
system to be verified exists, but such model might be
inaccurate or partially obsolete. The main idea behind
AMC is that initializing the learning algorithm with ex-
isting information improves on the performances of the
whole verification process when compared to the BBC
approach. While both BBC and AMC present some
commonalities with our approach, the main difference
is that in both BBC and AMC the system to be verified
is the same of the system to be learned and, to some
extent, verification and learning are intertwined. In our
case, learning is performed only on the black-box hard-
ware, whereas verification involves both the program
relying on such hardware and the models thereof.

Summing up, our main contribution in this paper is
to show that learning (models of) components whose
data and control paths are separable is not hindering
the ability to perform model checking on the whole sys-
tem including such components. In more details, we
consider the following steps:
• Learning the model of a FIFO register by interact-
ing with a VHDL simulator using our tool AIDE [KT]
(Automata IDentification Engine).
• Encoding of models obtained by AIDE into the lan-
guage of the model checker SPIN [Hol97]; albeit the
example we show is specific to the FIFO register, the
econding can be applied to every kind of model learned
by AIDE.
• Verifying an elevator control system built around the
FIFO register using SPIN; the model of the control sys-
tem is based on previous contributions by Nagafuji and
Yamaguchi [NY14] and Attie et al. [ALPC06].
Our experiments show that learning models from black-
box hardware parts is an effective path to increase re-
liance in the system as a whole. At least in our experi-
ence, the scalability challenge is still mainly on the side
of model checking, i.e., AIDE can learn models larger
than those verifiable with SPIN.

The remainder of this paper is organized as follows.
In the “Background” section we introduce basic defi-
nitions and terminology about automata learning and
model checking. In the “Learning and Verification” sec-
tion we describe the elevator control system case study,
including the properties that we wish to verify, and the
encoding of learned automata for SPIN. In section “Ex-
perimental Analysis” we present experimental data re-
lated to the learning phase with AIDE, as well as the
verification phase with SPIN. We conclude the paper
in with some final remarks and a tentative agenda for
future research.

BACKGROUND

A. Learning models of black-box components

Automata learning — also known as automata-based
identification or grammatical inference — is a set of
techniques that enables the inference of formal mod-
els of systems considering examples of their execution.

Automata learning can be divided into two wide cat-
egories, i.e., passive and active learning. In passive
learning, there is no control over the observations re-
ceived to learn the model, whereas in active learn-
ing, the target system can be experimented with, and
experimental results are collected to learn a model.
In this paper, we focus on the latter kind of tech-
niques, thereby assuming that the system under learn-
ing (SUL) is always available for controlled experimen-
tation. Since we are interested in systems in which
there is a clear separation between user-provided in-
puts and system-generated output, we consider Mealy
machines as reference models for black-box systems.
Active learning of Mealy machines was first devel-
oped by Niese [Nie03] and it was further extended by
Shahbaz’s [Sha08] L+

M algorithm — for more details,
see [SHM11]. However, since modeling real-life sys-
tems often requires a finite number of interaction prim-
itives (methods, operations, commands, protocol mes-
sages), but actual interactions often carry additional
data values (parameters, resource identifiers, authen-
tication credentials), standard Mealy machines might
be not expressive enough. Register Mealy Machines
(RMMs) are an extension that equips the structural
skeleton of Mealy machines with a finite set of registers.
The increase in expressiveness of RMMs makes learning
such models intrinsically more complex. In [Aar14] an
approach based on counterexample guided abstraction
refinement (CEGAR) is proposed to construct models
of black-box RMMs. This approach is implemented in
a tool called Tomte1 which, together with the learn-
ers provided by learnLib [RSBM09], enables iden-
tification of RMMs. Another approach for inference
of RMMs is presented in [HIS+12], where a dedicated
learning algorithm is proposed. At the time of this
writing, an implementation of this approach is made
available in the learnLib public repository.

While RMMs could fit our purposes, our case study
requires learning models of black-box systems wherein
the control component is independent from the data
component. This is a substantial simplification over
RMMs, one that allows for simpler learning algorithms
and a more efficient identification process with respect
to RMMs. To reap these benefits, we have introduced
Parametrized Mealy Machines (PMMs), a restricted
class of RMMs, together with their inference algorithm.
In the following, we briefly describe PMMs to the ex-
tent required to understand the case study and the
experiments in this paper. For lack of space, we do
not describe the inference algorithm for PMMs which
turns out to be a relatively straightforward extension
of Shahbaz’s [Sha08] L+

M algorithm to infer Mealy au-
tomata. The algorithm is implemented in our tool
AIDE2 which features learners for several classes of
deterministic and non-deterministic models of compu-
tation — see [KT14] for details. PMMs are defined
assuming an unbounded domain D of data values, a fi-
nite set of input symbols ΣI , and a finite set of output

1http://tomte.cs.ru.nl/.
2https://aide.codeplex.com/.

522



symbols ΣO where each input or output symbol is pa-
rameterized and takes a single formal parameter from
D.3 The set ΣI (ΣO) is called the input (output) al-
phabet of the machine. Let further X = {x1, . . . , xm}
be a finite set of registers. An assignment is a partial
mapping ρ : X → X ∪ ΣI . A Parametrized Mealy Ma-
chine (PMM) is a tuple (Q, q0,ΣI ,ΣO, D,X, τ) where
Q is a finite set of locations; q0 ∈ Q is the initial lo-
cation; ΣI and ΣO are the finite sets of parametrized
input and output symbols, respectively; D is the data
domain of input and output parameters; X is the set of
registers; and τ is a finite set of transitions in the form
〈q, q′, (i, di), (o, do), ρ〉 where q and q′ are the source and
destination locations of the transition, i ∈ ΣI is the in-
put symbol, o ∈ ΣO is the output symbol, di ∈ D is
the user-provided input data, do ∈ D is the generated
output data, and ρ is an assignment.

To characterize the semantics of PMMs, we first de-
fine a valuation as a partial mapping ν : X → D which
determines the values of active registers. A state is
a pair (q, ν) where q is allocation and ν is a valua-
tion. The initial state of the machine is always (q, ∅),
i.e., it has an empty valuation and no register is active.
One step of a PMM takes it from state (q, ν) to state
(q′, ν′) by input (i, d) and emits the output (o, d′) if
there is a transition 〈q, q′, (i, d), (o, d′), ρ〉 such that ν′

is the updated valuation, where ν′(xj) = ν(xk) when-
ever ρ(xj) = xk and ν′(xj) = d whenever ρ(xj) = i. In
each step, (i) an input i with its parameter d is given
to the machine, (ii) the machine may assign the value
of the input parameter d to one of its registers xj , pro-
vided that ρ(xj) = i, (iii) registers may be copied, if
there is some j, k such that ρ(xj) = xk, (iv) an output
action o with its parameter d′ is generated, and finally
(v) the current location of machine changes from q to
q′. Notice that in (ii) the PMM may change the value
of a register, and in (iii) active registers may change
and/or their values can be copied. The generated out-
put parameter d′ may come from a register or it can be
some constant in D. Similarly to RMMs, the execution
of machine is defined as a finite alternating sequence
of states and steps u0, s0, u1, ..., un such that ui is a
concrete state and si is one step for all i < n.

B. Model checking system properties

Model checking — see, e.g., [BK08] — is a prominent
formal verification technique for assessing functional
properties of information and communication systems.
The prerequisites of model checking are (i) a model of
the system under consideration and (ii) a list of prop-
erties that the system must fulfill expressed in some
formal logic. While not essential in theory, the avail-
ability of a system that can automate the check is taken
for granted in practical applications. The task of such
system is to perform an exploration of the state space of
the system, until either a violation of the stated prop-
erty is found, or no more new states can be explored.

3Notice that we consider only input and output symbols of
arity one. This can be extended for arbitrary, but fixed a priori,
number of parameters.

While there are various tools that support model check-
ing for a variety of modelling and property-specification
languages, they can be divided into two broad cate-
gories, namely explicit-state and symbolic-state model
checkers. The former category encompasses tools that
maintain the set of explored states using an explicit
data structure, i.e., one in which the main elements
stored are descriptions of the explored states. The lat-
ter category encompasses tools that represent the set
of explored states as a logical formula on state vari-
ables, such that the formula is satisfied only when the
variables are evaluated to explored states. The details
of model checking algorithms are beyond the scope of
this paper — see,e.g., [CGP99] for further details. Here
it is sufficient to say that the crucial problem is that,
while many model checking algorithms are polynomial
in the size of the state space, the state space size is huge
for all but the simplest models. At present, this is the
main limit for the applicability of model checking tech-
niques, which makes scalability the main parameter of
evaluation in our experimental analysis.

In our experiments, we use the explicit-state model
checker SPIN [Hol97] to evaluate correctness of proper-
ties. The reason of our choice is that SPIN is a mature
and well-maintained tool which has been successfully
deployed to verify a wide variety of industrial-size appli-
cations, from operating systems software and communi-
cations protocols to railway signaling systems [Hol97].
The modeling language of SPIN is PROMELA (PRO-
cess MEta LAnguage), a formalism to describe com-
municating finite-state machines. The basic building
blocks of PROMELA are Process, Data Objects and
Message Channels. A Process defines the behaviour
of a (sub)system, and it is defined by the keyword
Proctype followed by the process name, the list of input
parameters, and the body of the process which consists
of data declarations and statements. Data objects are
declared in a C-language style. Finally, Message Chan-
nels admit two operations, send and receive, where each
channel has associated a message type, and only mes-
sages of that type can be sent and received. The chan-
nel declaration allows for the specification of a capac-
ity. When the capacity is zero, the channel implements
a rendezvous communication, i.e., the sender cannot
proceed unless the receiver reads a message, and sim-
metrically, the reader cannot proceed unless the sender
sends a message. When the capacity is at least one,
and unless the buffer is either full or empty, the reader
and the sender can process messages without the need
of synchronizing. This is called a buffered channel in
PROMELA.

Correctness properties expressing requirements about
the behavior of a stystem are specified using Linear
Temporal Logic (LTL) in SPIN. The language of LTL
can be defined as follows. Given a set Prop of propo-
sitional letters, the set {¬,∨,∧,↔} of propositional
connectives, the set {>,⊥} of propositional constants
and the set {X , U } of modal connectives, the set Form
of formulas is defined as the smallest set such that
> ∈ Form, ⊥ ∈ Form; if p ∈ Prop then p ∈ Form;
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if α ∈ Form then ¬α ∈ Form; if α ∈ Form then
Xα ∈ Form; if α, β ∈ Form then (α�β) ∈ Form where
� ∈ {∨,∧,↔, U }. A formula is interpreted over com-

putations. A computation π : N→ 2Prop is a function
which assigns truth values to the elements of Prop at
each time instant (natural number). For a computa-
tion π and a point i ∈ N, we have that: π, i 6|= ⊥ and
π, i |= >; π, i |= p for p ∈ Prop iff p ∈ π(i); π, i |= ¬α
iff π, i 6|= α; π, i |= Xα iff π, i+ 1 |= α; π, i |= (α� β) is
interpreted in the usual way for Boolean connectives,
whereas for the modal connective U (“until”) the se-
mantics is that π, i |= α U β iff for some j ≥ i, we have
π, j |= β and for all k, i ≤ k < j we have π, k |= α.
We say that π satisfies a formula ϕ, denoted π |= ϕ, iff
π, 0 |= ϕ. We see the formula Fα (“eventually” α) as
an abbreviation of > U α, and the formula Gα (“glob-
ally” α) as an abbreviation of ¬F¬α. Intuitively, the
task of SPIN is to check whether a given requirement
ϕ is such that π |= ϕ for every possible computation
of the system model described in PROMELA. If this is
not the case, then SPIN should exhibit the computation
π∗ (the “counterexample”) such that π∗ 6|= ϕ.

LEARNING AND VERIFICATION

A. Elevator system case study

The behavior of the system under consideration is
schematized in Figure 1. The system is composed by
N elevators moving through M different floors. On
each floor, users have access to a number pad from
which requests to go to specific floors can be made.
Each request is queued and then it is served by the
first available elevator. From an implementation point
of view, we assume that the control system is imple-
mented as a program whose source code is available to
us, whereas the FIFO register used to queue users’ re-
quests is available as a part of an off-the-shelf emebed-
ded computing platform whereon the control system
runs. For this reason, a verification of the whole sys-
tem is not possible unless a precise model of the FIFO
queue is made available by the vendor of the comput-
ing platform. Practice tells us that it is unlikely that
vendors supply such models, therefore we assume that
a model of the FIFO queue must be inferred by exper-
imenting with the system. In the following, we briefly
describe the PROMELA model of the control system
and the requirements it should satisfy as LTL formulas.
In the next subsection we describe the learned model of
the black-box FIFO queue together with its encoding
in PROMELA.

The model of the system presented in Figure 1, is
composed by three submodels, namely number pad,
user requests queue and elevator. In more details:
• A number pad is a PROMELA process which ran-
domly generates a request — thereby simulating user
input to the system — and adds it to the user requests
queue (see below). As a convention, each number pad
process is named as Pad [f ], where f is the floor asso-
ciated to the number pad. For each floor, there is only
one internal variable storing the request made by the
user which can be accessed with the syntax f.request.

• The user requests queue maintains data about user
requests and corresponds to the black-box FIFO reg-
ister available in the embedded computing platform.
The process model is inferred as described in the next
subsection. Here we just mention that the only two op-
erations supported by the user request queue are push
and pop primitives with the usual semantics.
• Each elevator is also a PROMELA process named as
Elevator [e], where e is the unique identification num-
ber of the elevator. An elevator has three main state
variables, namely floor representing the current floor of
the elevator, state indicating if the elevator is moving
up (UP) , moving down (DOWN ) or stopping (STOP);
finally, request stores the floors that must served and
has the value NONE if no request has to be served.
The internal state of an elevator e can be accessed us-
ing the syntax e.<variable> where <variable> is one
of floor, state and request.

An elevator system like the one described above
should fulfill a number of safety and liveness require-
ments. Considering the literature [ALPC06], [NY14],
we were able to find a number of typical constraints
that we describe next. The motors, due to physical
constraints, cannot be switched from going down (up)
to going up (down) without stopping first. This re-
quirement can be translated in LTL as

G((e.state = UP)→
((e.state = UP) U (e.state = STOP)))

(1)

where e is a generic elevator, α→ β is an abbreviation
for ¬α ∨ β and A = B is the usual Boolean equality
predicate — which is predefined in PROMELA. The
same property must be instantiated for the DOWN
state, and both properties must be checked for each el-
evator of the system. Each user request should always
be satisfied — a typical liveness property. In order
to make the check easier, we split the property in two
parts. Firstly, we require that a user request is always
accepted by at least an elevator. This corresponds to
the LTL formula

G((f.request = r)→ F(
∨N

i=1 ei.request = r)) (2)

where
∨N

i=1 αi stands for α1 ∨ . . . ∨ αN , and N is the
number of elevators. Secondly, we require that a re-
quest accepted by an elevator is always satisfied with
the following constraint:

G((e.request = 〈l , d〉)→
((e.request = 〈l , d〉) U
(e.floor = l ∧ e.state = STOP )))

(3)

where 〈l , d〉 is a generic request with load floor l and
delivery floor d. Both properties (2) and (3) should be
checked for each possible request. Notice that property
(3) states that if an elevator e accepts a request 〈l , d〉
then it has to stop at floor l before serving another
request, but it does not constrain the elevator to go
to floor d afterwards. Finally, an obvious requirement
is that no elevator tries to go beyond the top floor or
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Fig. 1. Elevators System

below the ground floor. The LTL formulas for these
two properties are:

G((e.floor = (M − 1))→
((e.floor = (M − 1)) U (e.state = ST OP)))

(4)

and

G((e.floor = 0)→
((e.floor = 0) U (e.state = ST OP)))

(5)

where e is a generic elevator, M is the number of floors
and 0 is the ground floor number. Also these properties
should be checked for each elevator.

B. Encoding of user request queue

A model for the user request queue learned by AIDE
with the PMM inference algorithm is shown in Figure 2
(left). In this case we have assumed that the queue has
3 elements at most, which correspond to three PMM
registers R0, R1 and R2. The system has only two in-
teraction primitives (input symbols), namely PUSH and
POP. The identified system has a total of four states
and 0 is the initial state. Every transition is labeled as
“i/o/r” where i is the concrete input symbol, o is the
output symbol and r are the register operations. For
instance from state 0 to state 1 the action “PUSH, d
/ NONE / R0 = d” means that data item d is pushed
on the queue, no output is given and the data item
is stored in R0. Notice that subsequent PUSH opera-
tions use registers in increasing order, and correspond-
ing POP operations “shift” the registers to maintain
queue ordering.

In Figure 2 (right) we show the encoding of the
PMM in Figure 2 (left) into PROMELA. The encod-
ing procedure is standard and works for any model in-
ferred by AIDE. In particular every PMM is translated
into a PROMELA process with two input channels,
namely inCH and outCH, both with capacity 0. In
the learned FIFO model, inCH is used to comunicate
PUSH and POP operations from some external pro-
cess, and outCH is used to return the output of the
request, i.e., the first request to be served in case of
a POP request. The translation also caters for some
local variables, namely “S”, “d” and an array “R”.
Variable “S” is used to store the current state of the
PMM, variable “d” is used as a temporary storage for
incoming data, and array “R” corresponds to the reg-
isters. In the learned FIFO model, “S” takes values in
{0, 1, 2, 3}, corresponding to the states of the PMM in
Figure 2 (left) and “R” is an array of three elements

Size of queue OQ EQ Time (s)
5 1768 2 46
10 11406 4 150
15 43496 6 466
20 106650 7 1257

TABLE I: Running time of AIDE to learn a model of the user

request queue.

— indexed from 0 to 2 — corresponding to the three
registers of the PMM. The main body of the process
corresponding to a PMM is just a loop which updates
the state according to the current state and the input
channel value, thereby implementing the PMM com-
putation semantics. For instance, the transition from
state 2 to state 3 in Figure 2 (left) is coded into lines
5-8 in Figure 2 (right): when a PUSH, d is received as
input, the guard at line 5 becomes true, the result of
the operation — NONE in this case — is given as out-
put (line 6), then the value of the input is stored into
the first empty register (line 7), and the state is up-
dated (line 8). It is easy to see how the example given
in Figure 2 can be generalized to the same FIFO model
with a different number of places in the queue, and it is
also straighforward to see how the construction is apt
to simulate any PMM learned by AIDE.

EXPERIMENTAL ANALYSIS

All the experiments reported in this section ran on
an Intel i7 3.4GHz PC equipped with 32GB of RAM
and running Ubuntu 14.04. The inference of the FIFO
queue models is performed by AIDE using a VHDL sim-
ulator loaded with an industrial-grade hardware system
design. The system originally caters for a FIFO queue
with 10 positions, but it is easy to modify the design
in order to increase/decrease the size of the queue and
thus evaluate the scalability of learning. The running
time spent by AIDE to learn FIFO queues of various
sizes is presented in Table I. Here we report the size
of the queue, the number of output queries (OQ) and
equivalence queries (EQ) performed by AIDE, as well
as the total runtime (in CPU seconds). Output queries
correspond to experiments in which AIDE asks the
VHDL simulator to provide output on a specific input.
The answer is used by AIDE to construct a conjecture
about the structure of the SUL. Equivalence queries
correspond to sets of experiments in which AIDE tries
to understand whether its current conjecture could be
a model of the SUL or not. As it could be expected,
by increasing the number of positions, the number of
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1: proctype PMM(chan inCH, outCH) {
2: int d,S;
3: int R[3];
4: do
5: :: (S < 3) && (inCH ? PUSH , d) →
6: outCH ! NONE;
7: R[S] = d;
8: S = S + 1;
9: :: (S > 0) && (inCH ? POP , d) →
10: outCH ! R[0];
11: R[0] = R[1];
12: R[1] = R[2];
13: S = S - 1;
14: :: (S == 3) && (inCH ? PUSH , d) →
15: outCH ! NONE;
16: :: (S == 0) && (inCH ? POP , d) →
17: outCH ! NONE;
18: od

Fig. 2. FIFO queue model as learned by AIDE (left); translation into a PROMELA Process (right)

output queries and the number of steps to obtain the
right conjecture increases. Indeed, the PMM inference
algorithm built in AIDE is able to learn FIFO registers
of up to 20 places in about 20 minutes of CPU time.
As we will see in the following, verification turns out to
be unfeasible already for much smaller queue sizes.

In the verification experiments we consider two
stages. In the first stage, we compile the PROMELA
code without any optimization technique, while in the
second stage we use the flags -DCOLLAPSE, -DMA=n,
where n is suggested by SPIN after the first stage.
Since property (2) is a liveness property we also en-
force (weak) fairness conditions to verify it by adding
-DNFAIR=n as a flag, where n is the number of pro-
cesses fired in this case. We consider different instances
of the elevator system — including the model inferred
by AIDE — varying the number P of places in the
queue with P ∈ {3, 5, 10}, the number E of elevators
with E ∈ {1, 2, 3} and the number F of floors with
F ∈ {2, 3, 4, 5}, for a total of 27 different configurations.
The results of verification for properties (1-5) on all the
configurations are presented in Table 3, where each line
of the table represents a different configuration of the
elevator system. The columns in the table are divided
into two parts: the first three columns (“System”) rep-
resent the system configuration, while the second group
of columns shows the verification results of each prop-
erty, where Pi stands for property (i) in Section -B. For
each property, we report the result (column “R”) which
is either “S” for a successfull verification (the property
holds), “E” for an unsuccessfull verification (the prop-
erty does not hold), and “M” stands for memory out;
the column “T” reports the CPU time used by SPIN
to verify the properties. Observing Table 3, we can see
that most configurations with P = 3 can be verified by
SPIN, whereas only about half of those with P = 5 are
completed, and only the simplest one with one elevator
and three floors can be handled for P = 10. Under this
perspective, while the time spent for learning the FIFO
model is not negligible with respect to the time spent
for verification, we observe that (i) the learning time of
AIDE for a user request queue with a given number of
places is amortized over several configurations, and (ii)
SPIN exhausts the main memory before completing the
property check for all but the simplest configurations.

As a side remark, we notice that the only property that
cannot be satisfied is (2), i.e., it is not guaranteed that
a user request will be always served by an elevator. In-
specting the counterexample provided by SPIN we can
see that this is the case because when the queue is full,
further requests will be dropped, thus invalidating the
property. As for the second stage, we did not report de-
tailed results as they are not very different from those
of the first stage. In particular, even allowing SPIN 2
hours of CPU time for each run, the number of sys-
tem configurations that can be verified increases only
by two, namely the ones that were not verified in stage
one with 3 places in the FIFO.

CONCLUSIONS

Our experimental results, albeit restricted to learn-
ing a FIFO register for an elevator control systems,
witness that PMMs are an effective model of hardware
circuits wherein data and control paths are separable.
Indeed, scalability in the verification of the whole de-
sign was limited by SPIN results before we could con-
sider the largest FIFO register learned by AIDE as a
component. Given these results, we think of extending
our research along different directions. The first one
is aimed to experiment with other components which
can still be modeled as PMMs and try to improve on
the verification part. In this direction, we could as well
consider more complex models, like RMMs, and see if
similar results can be obtained, or learning becomes less
efficient than verification. A second direction is aimed
to consider different model checkers, such for example
the MCRL2 toolset [CGK+13], and see if they can in-
crease the scalability of our approach. Finally, it would
be interesting to try if a dynamic combination between
learning and verification — possibly based on abstrac-
tion in the spirit of [Aar14] — may turn out to be more
effective for systems like the one herewith considered.
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ABSTRACT

Several approaches exist to generate synthetic data
centre traces for various purposes: from augmenting op-
erational traces for data centre simulators and digital
twins to forecasting incoming workload to improve data
centre behaviour. The evaluation of the quality of syn-
thetically generated multivariate time-series datasets,
such as those related to data-centre traces, is not a
trivial task, since complex patterns and correlation be-
tween variables may be present.

This paper proposes a new multivariate time-series
evaluation framework that computes a set of metrics
and figures that can be used to measure the quality
of synthetically generated data-centre traces. We then
employ the proposed tool to compare two synthetic
data centre traces with the original trace and assess
their quality. These synthetic traces have been gen-
erated by means of Generative Adversarial Networks
(GAN). In this work, we employ TimeGAN, a GAN
model focused on the generation of multivariate time
series traces.

We finally show how the proposed framework pro-
vides us with a set of metrics consistent with the ob-
servable behaviour and numerical insights on the qual-
ity of the generated data centre traces, which are hard
to acquire otherwise.

I. Introduction

Some data centre trace datasets were published by
various data centre operators, such as Alibaba [1] [6],
Microsoft Azure [2] [4], and Google [8]. These datasets
are useful for a better understanding of the operation
and behaviour of real hyperscale data centres.

Data centre traces are considered multivariate time
series datasets, as they include a series of time-defined
events. These events are typically divided into at least
two datasets:

• Dataset of job / task events, which includes informa-
tion about arrival time, status change, and deployment
information.

• Machine usage dataset, composed of periodic monitor-
ing events that summarise the utilisation of every ma-
chine at a given time. The monitored parameters usu-
ally include CPU, memory, disk, and network usage.
The research community has been using these traces

for various purposes, including the simulation of data
centre operation to enhance several aspects, especially
resource management and job scheduling. It is worth
noting that job scheduling is critical for data-centre op-
erating performance. In addition, some simulators can
also apply various energy efficiency policies to reduce
the energy consumption of the data centre.
Real data-centre traces have been proven to be cru-

cial for the evaluation of such policies in realistic indus-
try scenarios, but such traces fall short for many pur-
poses, including machine learning models, which need
very large datasets. Data augmentation is a technique
that uses algorithms to artificially increase the size of
a dataset by generating modified versions of existing
data points. This can be useful in machine learning
tasks where the amount of data available is limited, as
it helps prevent overfitting and generalisation.
Note that when data augmentation techniques are

applied to time series data, preserving the temporal re-
lationship and patterns in the data set is important.
The selection of the appropriate data-augmentation
techniques, as well as ensuring that the resulting aug-
mented data still represent the original data, can help
optimise the performance of machine learning mod-
els on tasks related to problems where time series are
present.
To ensure that the resulting data still represent the

original data and preserve both the relationships be-
tween the properties and the time-related patterns, in
this paper, we propose a multivariate time-series eval-
uation framework that computes a set of metrics and
figures that can be used to measure the quality of syn-
thetically generated data-centre traces. We then em-
ploy the proposed tool to compare two synthetic data
centre traces with the original trace and assess their
quality. These synthetic traces have been generated by
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means of Generative Adversarial Networks (GAN). In
this work, we employ TimeGAN [10], a GAN model
focused on the generation of multivariate time series
traces, trained with the Alibaba cluster trace dataset
[1].

This article is organised as follows. Section II of this
paper covers the metrics and measurements specifically
orientated to the evaluation of time series. In Section
III we present some figures that support visual analysis
for the comparison of multivariate time series. This is
followed by Section IV, which includes: a) dataset de-
scription; b) a summary of Generative Adversarial Net-
works and TimeGAN; c) and which experiments were
performed, including their parameterisation. Finally,
in Section V we present and discuss the results for the
use case, and conclusions are drawn in Section VI

II. Metrics and measurements for the
evaluation of multivariate synthetic time

series

In this section, we present the most popular metrics
and measurements found in the literature that are used
to evaluate time-series datasets.

Kullback–Leibler divergence

The Kullback-Leibler divergence (also known as KL
divergence or relative entropy) is a measure of the dif-
ference between two probability distributions. Often
used in machine learning and statistics to compare the
similarity of two distributions or to compare the model
fit to datasets.

The KL divergence can be a useful tool for evalu-
ating the similarity of two time series. However, it is
important to remember that it is sensitive to the spe-
cific probability distributions that are used to represent
them.

Jensen–Shannon divergence

The Jensen-Shannon divergence (JS) is a measure
of similarity between two probability distributions. It
is a symmetric version of the Kullback-Leibler diver-
gence (KL divergence) and is defined as the average
of KL divergences between the distribution a and the
distribution b, and between the distribution b and the
distribution a.

The JS divergence is a useful tool to compare the
similarity of two time series. As it is symmetric, the
order of the two distributions under evaluation does
not have any influence on the results.

Like the KL divergence, the JS divergence is sensitive
to the specific probability distributions that are used to
represent time series.

Kolmogorov-Smirnov test

The Kolmogorov-Smirnov (KS) test is a statistical
test used to compare cumulative distribution functions
(CDF) between two samples. It is often used to test
whether two samples come from the same distribution
or to compare the fit of a theoretical distribution to a
sample.

In the context of time series analysis, the KS test
can be used to compare the similarity of two time se-
ries. Both time series must be transformed into a set of
feature vectors that represent the distributions. Then,
we computed the KS test over the extracted featured
vectors of each time series to compute the maximum
difference between the CDFs of the two samples.

The KS test is sensitive to specific feature functions
that are used to represent time series.

In summary, the KL divergence, the KS test, and
the JS divergence can be used to compare the simi-
larity of two time series, but they are sensitive to the
specific methods used to represent the time series as
probability distributions or feature vectors. Choosing
the appropriate methods to represent the time series
can be important for an accurate comparison of their
similarity.

Maximum Mean Discrepancy

Maximum mean discrepancy (MMD) is a kernel-
based statistical test used to determine whether two
given distributions are the same, which is proposed in
[5].

In the context of time series analysis, MMD can be
used to compare the similarity of two time series. The
MMD is calculated as the maximum difference between
the mean of the feature vectors in one distribution and
the mean of the feature vectors in the other distribu-
tion, taken over all possible feature functions.

Like the KS test, MMD is sensitive to the specific
feature functions that are used to represent the time
series.

Dynamic Time Warping

Dynamic Time Warping (DTW) is an algorithm that
is used to compare time series by aligning them in a
way that minimises the distance between them. It is
often used in speech recognition and pattern recogni-
tion tasks because it enables the comparison of time
series that may have different lengths or that may be
shifted in time.

DTW is not a metric in the strict mathematical sense
of the term. A metric is a function that satisfies cer-
tain properties, such as being non-negative, symmetric,
and satisfying the triangle inequality. DTW does not
satisfy these properties, so it is not a metric in the
traditional sense. However, it is often referred to as a
”distance measure” or a ”similarity measure” because
it quantifies the distance between two time series.

In this work, we use the proposal for multidimen-
sional DTW of [7]

Difference of covariances

The difference of covariances can be used to assess
how different the relationships between variables are
between two time series. It is computed as the aver-
age of the row-wise Frobenius norm for the covariance
difference matrix.
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Difference of correlations

In the same way, the difference in Pearson’s corre-
lation can be used to assess how similar the relation-
ships between variables are between two time series. It
is computed as the average of the row-wise Frobenius
norm for the Pearson correlation difference matrix.

Difference of histograms

Finally, the difference of histograms can determine
how far the ranges of values are between two time series.

Synthesis

Whether each row is new or matches an original row
of the real data is checked and calculated from 0.0 to
1.0 (all rows are new) using [3].

Coverage

Whether the synthetic data cover the full range of
values of the real data is checked and calculated from
0.0 to 1.0 (full coverage) [3].

Boundaries

Whether the synthetic data respect the boundaries
of the real data is checked and calculated from 0.0 to
1.0 (all data respect the boundaries) [3].

III. Figures

We also present other visual measurements that can
be helpful in comparing and visually representing the
similarity between two time series. Notice that the fig-
ures presented are some examples that were generated
from some experiments to show the usefulness of these
techniques to make a visual comparison between mul-
tivariate time series.

T-distributed Stochastic Neighbour Embedding (t-SNE)

T-SNE is a tool for visualising high-dimensional data
sets in a 2D or 3D graphical representation proposed by
[9], allowing the creation of a single map that reveals
the structure of the data at many different scales. T-
SNE is a non-linear technique that aims to preserve the
local structure of the data.

An example of a generated t-SNE representation is
shown in 1.

Figure 1 shows noticeable differences between the
synthetic and original data.

Principal component analysis (PCA)

PCA is a linear dimensionality reduction technique
that aims to find the principal components of a data set
by computing the linear combinations of the original
characteristics that explain the most variance in the
data.

Therefore, PCA is better suited for datasets with
linear structure, whereas t-SNE is better suited for
datasets with nonlinear structure.

An example of a generated PCA representation is
shown in 2.

Figure 2 shows noticeable differences between the
synthetic and original data.

Fig. 1: Example t-SNE between synthetic and real data

Fig. 2: Example PCA computed by the framework

Dynamic Time Warping path

In addition to the numerical similarity measure, the
graphical representation of the DTW path of each col-
umn can be useful to better analyse the similarities or
differences between the original and synthetic columns.
Notice that there is no multivariate representation of
DTW paths, only column representations, as shown in
Figure 3.
Figure 3 shows that the patterns found in the syn-

thetic data (lower half) are quite similar to those pre-
sented in the original data (upper half).

Time Series plotting

We can use the proposed framework to directly plot
the ordinary graphical representation of the time series
in a 2D figure with the time represented on the x axis
and the data values on the y-axis for a) the complete
multivariate time series; and b) a per column plot.
Each generated figure plots both the original and the

synthetically generated data to easily obtain key in-
sights into the similarities or differences between them.
Figure 4 shows an example of a graphical represen-
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Fig. 3: Example DTW path between synthetic and real data

tation for the comparison of various columns between
the synthetic and original data (dotted). To this end,
the original and synthetic data are overlapped in the
same plot.
Figure 4 helps show that there is a very good fit of

netinand

Finally, we can compute and plot the differences be-
tween the values of each column grouped by periods of
time. For instance, the differences between the cpu us-
age every 5 minutes or every 30 minutes. These deltas
can be used as a means of comparison between synthetic
dataset samples and real data samples.
Figure 5 shows an example of the graphical represen-

tation of deltas of a synthetically generated sample and
five real data samples.

IV. Experiment design

A. Dataset

In this article we use the Alibaba 2018 machine us-
age trace, which contains records produced by a server
monitoring system of a production data centre for an
operation period of 8 days. Each monitoring record con-
tains the following information: a) timestamp; b) ma-
chine id; c) percentage of CPU usage for that ma-
chine; d) percentage of memory usage for that machine;
e) percentage of input network flow; f) percentage of
output network flow; and g) percentage of disk usage
for that machine. The monitoring system generates a
record every 10 seconds. As a pre-processing stage, we
grouped and averaged all the values by machine id. This
dataset can be obtained in 1.

B. Generative Adversarial Networks

Generative adversarial networks (GAN) can be used
to augment the data by training a generator that creates
new data similar to the original. These samples can be
added to the original data to increase the size of the
data set, so that we can reduce overfitting and increase
the diversity of the original data.

TimeGAN

In this article, we use TimeGAN [10], a GAN
model focused on the generation of time series datasets.
TimeGAN combines the unsupervised paradigm with
the control afforded by supervised training. The novel-
ties of TimeGAN include the proposal of an embedded

1https://github.com/alejandrofdez-us/
DataCenter-Traces-Datasets

TABLE I: Parameterisation of the two TimeGAN mod-
els employed.

Model RNN L H
Good GRU 3 8
Bad LSTM 4 16

space in which learning, generation, and discrimination
are performed. Thus, the original data is transformed
to the embedded space, and the generated data is trans-
formed (recovered) to the original space.

To this end, TimeGAN performs three steps: 1. Em-
bedder training, 2. Supervised training, 3. Joint GAN
training.

It is important to note that the effectiveness of GAN
models, such as TimeGAN, depends largely on the pa-
rameterisation of the model. As in many unsupervised
generative models, empirically evaluating the impact of
such parameters on complex multivariate time series is
not trivial. This use case is a perfect fit for the proposed
evaluation framework.

C. Parameterisation

In this work, we propose a multivariate time se-
ries evaluation framework as a tool to determine the
goodness of synthetically generated datasets. We use
TimeGAN trained with the Alibaba 2018 machine us-
age dataset to generate the synthetic datasets. In or-
der to illustrate how the proposed evaluation framework
helps in the analysis and comparison of the ability of
unsupervised ML models to produce realistic results, in
this Section we will compare two TimeGAN models as
an example. The aim is to check whether the proposed
evaluation framework can provide us with significant in-
formation to discriminate between good and bad results.
The hyperparameters of TimeGAN include:

• Batch size, fixed as 100 in both models;
• Training iterations, fixed as 1500 in both models;
• Sequence length, fixed as 8640 for both models. This
means that we will produce synthetic traces that repre-
sent one day of operating time;

• Type of RNN model employed RNN ;
• Number of layers L;
• Hidden dimensions H;

The Adam optimiser with a learning rate of 0.001
is employed for both models. The parameterisation of
each model is shown in Table I
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Fig. 4: A time series plot that overlaps synthetic data with real data.

Fig. 5: Figure that overlaps the 30-minute period deltas for synthetic data with five different real data samples to
check their similarity.

V. Results

We used the proposed framework to compare the
datasets produced by the models presented in Section
IV-C with the original Alibaba dataset and gather qual-
ity metrics.
The proposed tool provides the following set of results

for the most significant metrics presented in Section II:
a) one set of results for the multivariate analysis of

the time-series dataset; and b) one set of results for the
univariate analysis for each column in the dataset.
For the seek of clarity, in this section we present

an analysis of the results provided for the multivariate
analysis and only two of the columns of the dataset,
even though the results are available for all of the
columns. The selected results of this analysis are pre-
sented in Table II.
Regarding the multivariate analysis, the framework

provides insights about which model performed bet-
ter: the maximum mean discrepancy, Jensen-Shannon,
Kullback-Leiber and the Kolmogorov-Smirnov metrics
are much lower for the Good model.
According to the single-variable results for memory

usage, the results are clear: the Good model strongly
outperforms the Bad model. We can check that the
results are consistent with the behaviour presented in
Figure 6.
However, it can be noticed that other metrics, such as

the difference of covariances and Pearson correlation,
as well as the Dynamic Time Warping do not show good
results. Due to this, a key insight can be obtained: even
though the Good model outperforms the Bad model, the
patterns of the traces produced by the Good model don’t
fit well to the original dataset, not in a single-variable
analysis, but as a whole, so it may indicate the model is
not able to reproduce correlation between the different

variables in the trace.

Short- and long-term behaviour can also be anal-
ysed using the period deltas provided by the evaluation
framework. Figure 7 shows the short-term (five min-
utes) deltas for memory usage, as well as the long-term
deltas for disk usage. In this figure, it becomes evident
that the results provided by the metrics presented in Ta-
ble II are consistent with the patterns produced for both
good and bad models.

TABLE II: Results of the proposed time series evalu-
ation framework for the comparison of two synthetic
traces with the original trace.

Trace MMD DTW JS KL KS CC CP HI
Multivariate analysis results

Good 0.06 549.27 8.29 10.47 0.23 7866 1.16 1119
Bad 0.97 392.91 nan 15.32 0.64 7524 0.79 8139

Single variable analysis results: Memory usage
Good 0.01 237.92 0.08 0.05 0.09 N/A N/A 912
Bad 0.68 183.82 6.04 7.53 0.63 N/A N/A 7432

Single variable analysis results: Disk usage
Good 0.02 463.85 0.45 0.13 0.17 N/A N/A 1832
Bad 0.90 342.73 5.84 6.59 0.63 N/A N/A 8532

VI. Conclusions

In this paper, we presented a framework for the eval-
uation of multivariate time series which allowed us
to compare synthetically generated data centre traces
with the original traces and get valuable insights about
the behaviour of unsupervised ML models, such as
TimeGAN.

The analysis of the behaviour of complex multivariate
time series and the related patterns is not trivial, and
there is no single metric that can show the fitness of the
generated traces.
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(a) Memory usage of good model

(b) Memory usage of bad model

Fig. 6: Comparison of memory usage between good and bad models.

To overcome such a limitation, the evaluation frame-
work provides a set of metrics that represent different
facets of the behaviour of the time series patterns. In
most of the cases, we propose that the tuple composed of
Dynamic Time Warping and Jensen-Shannon should be
used as the main metrics for the evaluation of patterns
and distances between time-series traces.
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(b) Short-term delta of memory usage in Bad model.

(c) Long-term delta of disk usage in Good model.

(d) Long-term delta of disk usage in Bad model.

Fig. 7: Comparison of short-term and long-term memory and disk usage between good and bad models.
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ABSTRACT

Atmospheric conditions, such as thunderstorms, are
significant factors that influence human activity. Harsh
weather may severely impact both daily life and pro-
fessional activities. Severe thunderstorms are a con-
siderable hazard – they can generate heavy rainfall,
high winds, large hail and tornadoes. Tracking of thun-
derstorms is necessary to gain situational awareness -
knowledge of present and future storm-related threats
and their corresponding significances. Thunderstorms
are weather phenomena associated with cumulonimbus
clouds. Those clouds are formed in deep, moist con-
vection and are composed of liquid and solid water
particles. Weather radars can detect those particles.
Cumulonimbus-related particle concentration areas are
represented in weather radar data as convective cells,
making that measurement technique useful for storm-
tracking applications. This paper proposes a new algo-
rithm for storm data tracking in the data fusion pro-
cess. The algorithm has been tested with real data from
the POLRAD weather radar network and upper-air ob-
servations. The efficiency of the proposed algorithm has
been justified in the empirical analysis. The algorithm
projections can help generate weather warnings due to
accurate forecasts of storm movement.

I. INTRODUCTION

A thunderstorm is a phenomenon related to a cumu-
lonimbus cloud. Cumulonimbus is a dense, vertically
developed cloud of water droplets and ice crystals. In
most cases, they also produce rain, snow and hail pre-
cipitation. All of these solid and liquid forms of water
particles can be detected by weather radar. As Cu-
mulonimbuses are very dense, they are represented in
weather radar data as high-concentration areas - con-
vective cells. Convective cells are very distinguishable.
Thus, they can be easily extracted as blobs. Current
thunderstorms’ positions can be estimated from blobs
set and then used for target tracking applications [13].

Thunderstorms are one of the major weather-related
hazards in Europe[12]. During the stormy days, proper,
timely and complete assessments of storm positions,
threats they pose, and threats–related significance are

defined as Situational Awareness (S-A) conditions. Ob-
ject tracking is locating and monitoring specific ob-
jects and their behaviour in sequential images. This
paradigm is used successfully in biology and medicine
[cell].

This paper uses this paradigm to define a new Con-
vective Cells (CC) tracking algorithm for storm track-
ing. Our CC algorithm is a class of data fusion meth-
ods designed to solve storm tracking problems under
S-A conditions[5].

The data for such monitoring is gathered from the
observation (in our case, upper-air observations) and
several instruments, such as weather radars. Usually,
a weather radar covers a vast area. Thus, multiple
convective cells can be detected, and the Multi-Target
Tracking (MTT) technique can be applied to identify
each cell and timely associate its position [10].

At least two timely separated measures are required
to assess convective cell movement and different posi-
tions, namely movement model and initial motion vec-
tors. Initial motion vectors can be generated in the
sounding process, i.e. upper-air observations performed
by radiosondes. Radiosondes measure pressure, height,
temperature, dew point, wind direction and velocity.
Such measurement is performed by a radiosonde con-
nected by a string to a weather balloon and then re-
leased into the air. The instrument gathers data char-
acterizing the vertical profile of the Earth’s atmosphere
during its ascent.

The rest of the paper is organized as follows. Sec. II
defines the thunderstorm tracking problem and briefly
surveys the possible methods described for solving such
a problem. We define the connective cells tracking al-
gorithm in Sec. III. The algorithm has been empirically
evaluated in Sec. IV. We concluded the paper in Sec. V.

II. THUNDERSTORM TRACKING
PROBLEM

Thunderstorms are organized disturbances in the
Earth’s atmosphere produced by cumulonimbus clouds
that are always accompanied by lightning and thun-
der[9]. Cumulonimbus clouds are composed of both
solid and liquid water particles. Moreover, they are
very dense and vertically developed. Cumulonimbuses
are formed during deep, moist convection in unstable
atmospheres[3]. They can cause hazards such as ex-
cessive precipitation, large hail, severe wind gusts and
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occasionally tornadoes. To avoid the negative ravages
of such hazards, there is a need to gain proper situa-
tional awareness [11].

Situational awareness (S–A) is ”the perception of en-
tities in the environment, comprehension of their mean-
ing, and projection of their status in the near future”.
In this paper, we define S–A as the state of properly
understanding thunderstorms, their relationships, their
present and future threats and their significance. Nu-
merical Weather Prediction (NWP) models can predict
thunderstorms and related hazards. However, NWP
models encounter significant difficulties in predicting
both the correct location and expected intensity of
thunderstorms as they depend on small-scale factors
(mesoscale or smaller). Theoretically, NWP models of
the denser grids and smaller scales could be used to
acquire higher-quality results. Still, they are vulnera-
ble to micro-physics schemes, grid resolution and initial
conditions [4].

Another approach, storm nowcasting, could over-
come these problems [14]. Nowcasting is a forecasting
technique based on a very short period of up to 6 hours.
This method utilizes the latest data measured by many
sensors, and it is more suitable for small-scale event
forecasting with reasonable accuracy. Cumulonimbus
clouds, as they are very dense and vertically devel-
oped, are also composed of solid and liquid water parti-
cles. Thus, they can be represented in radar imagery as
convective cells[1]. Storm nowcasting techniques often
are based on treating a time series of historical radar
images as the input and prediction of the radar im-
age as the output because convection cells can be ex-
tracted from that data [6]. Extrapolation techniques
commonly translate (meteorologically: advect) convec-
tion cells to predict their positions and properly asso-
ciate after prediction. Generally, extrapolation tech-
niques are connected with the storm tracking process -
a nowcasting technique of storm’s track assignment and
prediction. A storm track is a time series of storm’s
positions. Storm tracking techniques can answer the
question of where and when the storm will move in the
future. Thus it can facilitate the gaining of proper sit-
uational awareness leading to avoidance of some of the
negative consequences of the storm’s presence.

A. RELATED WORK

In [8], authors proposed The Storm Cell Identifica-
tion and Tracking Algorithm designed for WSR-88D
Radar. The algorithm uses 3D-volumetric data. The
default motion vector is defined either as user input
or either as an average of motion vectors delivered by
the previous scan. Latter is used as an initial motion
vector if no average storm motion vectors are delivered
from the previous scan. Authors suggested that mean
wind between 0-6km above the ground layer should be
used to deliver the initial SMV. Time association is the
match with the smallest distance to the previous detec-
tion. The match distance has to have a value within
a specific threshold. The updated storm motion vec-
tor is calculated as using a linear least squares fit that

incorporates the current position and up to the 10 pre-
vious scans. The method has disadvantages: time as-
sociation flexibility is limited by the threshold. The
algorithm does not use automatic wind velocity and
direction data gathering and thus requires user input
to set accurate initial motion vectors. Moreover, the
calculation of updated SMV’s does not take into ac-
count acceleration.
TITAN algorithm [2] utilizes the Hungarian method
for the solution of optimal assignment problems. TI-
TAN is based on the following assumptions: the correct
set of matches incorporates shorter paths rather than
longer, the characters of the matched cells are simi-
lar, and the upper bound of distance is defined rela-
tive to the maximum expected velocity. The match-
ing rule is based on overlapping consecutive entity ar-
eas. The authors also discussed the problem of merg-
ing and splitting the complex storm’s systems. The
idea of solving the merging/splitting problem is based
on track extension/termination. TITAN does not accu-
rately track fast-moving storm systems. Single thresh-
old identification scheme limit tracking of small-scale
thunderstorms. In [7], authors proposed another ap-
proach. THOR uses the gating function incorporating
a dynamic search radius, which depends on storm speed
and length. THOR is designed as an offline algorithm
and is unsuitable for nowcasting.
TITAN and SCIT were designed for single radar ap-
plications. THOR utilize multi-sensor data. However
offline nature of the algorithm makes it unsuitable for
real-time processing. To overcome the limitations of the
aforementioned solutions new approach is necessary.

III. CONNECTIVE CELLS TRACKING
ALGORITHM

Weather radar data is available online, and remote
repositories distribute it. Usually, data is available as
images showing a horizontal cross-section of a three-
dimensional radar field of view in a standard Cartesian
coordinate system. The image usually has a timestamp
to identify when the data was gathered. Each pixel
of the radar image has a colour corresponding to the
reflectivity value. An example radar scan bitmap is
shown in Fig. 1.

Information about colour and corresponding reflec-
tivity values is usually available as a radar scale. To
perform the tracking process, the bitmap must be
transformed into a reflectivity matrix using a scale, and
all non-convective pixels’ reflectivity values must be set
to 0. Non-convective pixels can be identified by corre-
sponding reflectivity lower than threshold τ < 44dBz.
For given radar image taken at time ti of width w
and height h, a Reflectivity Matrix Rti with values
rtiyx

≥ 44dbZ x ∈ {1, . . . , w}, y ∈ {1, . . . , h} is gener-
ated as follows:
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Fig. 1. Column max composite image taken at 18:00 UTC of
July 14th, 2021

Rti =


rti,11 rti,12 . . . rti,1w
rti,21 rti,22 . . . rti,2w
rti,31 rti,32 . . . rti,3w
...

...
. . .

...
rti,h1 rti,h2 . . . rti,hw

 (1)

The matrix Rti defined by Eq.1 is then used for the
definition of a set Bti of ni blobs in the following way:

Bti = {bti,1, . . . , bti,ni
} (2)

Let us define Blobs in the set Bti as image regions
with approximate constant properties, such as bright-
ness, colour, contrast etc. In most cases, convective
cells are depicted as well-defined, continuous areas of
relatively high reflectivity (≥ 44dBz) surrounded by
weak ones. Therefore, the blob bti,k k = {1, . . . , ni},
which is a set ofmk adjacent non-zero reflectivity values
indexes pairs, can be formally defined in the following
way:

bti,k = {(xti,k,1, yti,k,1), (xti,k,2, yti,k,2), . . . ,
(xti,k,mk

, yti,k,mk
)}, (3)

where: k ∈ 1, . . . , ni

We defined Adjacency rule for ensuring the conti-
nuity of the considered regions. We say that a pair
u = (xu, yu) is adjacent ∼ to pair v = (xv, yv), if the

following condition holds:

u ∼ v ⇔


xu = xv − 1 ∧ yu = yv
xu = xv + 1 ∧ yu = yv
xu = xv ∧ yu = yv − 1
xu = xv ∧ yu = yv + 1

(4)

All blobs with less than 7 pairs are removed from the
set Bti . From uti remaining blobs in the set set Bti , a
new set of uti Measurements Mti = {mti,1, . . . ,mti,uti

}
is created. A Measurement mti,v v ∈ {1, . . . , uti} is
defined as follows:

mti,v = {(µxti,v
, σxti,v

), (µyti,v
, σyti,v

)} (5)

µxti,v
=

1

mv
Σmv

q=1xti,v,q, (6)

σxti,v
=

√
1

mv
Σmv

q=1(xti,v,q − µxti,v
)2, (7)

µyti,v
=

1

mv
Σmv

q=1yti,v,q, (8)

and

σyti,v
=

√
1

mv
Σmv

q=1(yti,v,q − µyti,v
)2. (9)

Eti = {e1, . . . , eqti} is a multi-set of qti entities
tracked at time ti. Each entity ep : p ∈ {1, . . . , qti}
is a set of lti previously associated measures and their
timestamps (prior to time ti):

ep = ((mp,1, tp,1), . . . , (mp,l, tp,lti )) (10)

For measurement set Mti :

Mti = {mti,1, . . . ,mti,u} (11)

If Eti = ∅:

Eti+1
= {((mti,1, ti)), . . . , ((mti,u, ti))} (12)

As each entity, ep is a set of measures and times-
tamps associated before time ti predicted motion vector
vp,ti = [vxp,ti

,vyp,ti
] for time ti is delivered by motion

model function:

vp,ti = smv(ep, ti) (13)

The predicted entity ep position is defined as:

lp,ti = [µxtp,lti
,p, µytp,lti

,p] + smv(ep, ti) (14)

where [µxtp,lti
,p, µytp,lti

,p] is last known entity ep posi-

tion prior to ti. To simplify now we consider lp,ti from
eq. 14 as:

lp,ti = [µxp,ti
, µyp,ti

] (15)

The predicted position has corresponding x and y de-
viations:

σxp,ti
= σxtp,lti

,p (16)
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σyp,ti
= σytp,lti

,p (17)

Thus predicted positions distributions can be described
as normal distributions:

Nxp,ti
(µxp,ti

, σxp,ti
) (18)

Nyp,ti
(µyp,ti

, σyp,ti
) (19)

where N(µ, σ) denotes normal distribution with mean
µ and standard deviation σ. For each of that distribu-
tions, the entity ep at time ti, a marginal probability
density function is delivered:

gxp,ti
(x) =

1

σxp,ti

√
(2π)

exp

(−(x− µxp,ti
)2

2σxp,ti

2

)
(20)

gyp,ti
(y) =

1

σyp,ti

√
(2π)

exp

(−(y − µyp,ti
)2

2σyp,ti

2

)
(21)

The entity ep joint probability density function at time
ti is defined:

gp,ti(x, y) = gxp,ti
(x) · gyp,ti

(y) (22)

To perform association for each entity ep :

gp,ti(µxti,v
, µyti,v

) (23)

has to be calculated for each measurement mtiv. An
association set Ati of j = uti × qti i delivered:

Ati = {ati,1, . . . , ati,j} (24)

Each association ati,o i ∈ {1, . . . , j} is a triple:

ati,o = (ep,mti,v, gp,ti(µxti,v
, µyti,v

)) (25)

All elements ati,o with gp,ti(µxti,v
, µyti,v

) < 0.05 are
removed. Then Ati is sorted in descending order of
gp,ti(µxti,v

, µyti,v
).

As the first step of calculating global marginal prob-
ability density, a set of all associations with the entity
of the first association is created.

Bti = {bti,1, . . . , bti,w} : (26)

For each chosen association bti,q : q ∈ {1, . . . , w}
of Bti a separate set of associations without both entity
and measurement of chosen association Cti,q is created
and organized:

Cti,q = {cti,q,1, . . . , cti,q,1} (27)

Then recursively, the first step of calculating global
marginal probability density is repeated for each Cti,q

assumed as Ati . At point when |Cti,q| = 1 returned
value is gp,ti(µxti,v

, µyti,v
) of remaining in Cti,q associ-

ation. At any shallower step of recursion |Cti,q| > 1
returned value is maximum of gp,ti(µxti,v

, µyti,v
) of en-

tities of associations in current Bti multiplied by return
from deeper step. The algorithm computes all possible
joint probabilities association combinations. The global
maximum corresponds to the final global association.
All measurements without globally chosen associations
are assigned to new entities. Measurements with the
globally chosen association are given to their selected
entities.

A. STORM MOTION VECTOR

As each entity ep : p ∈ {1, . . . , qti} is a set of lti
previously associated measures and their timestamps
(prior to time ti):

ep = ((mp,1, tp,1), . . . , (mp,l, tp,lti )) (28)

For k ∈ {1, . . . , lti} k-th measurement of entity ep can
be denoted as:

mp,k = {(µxp,k
, σxp,k

), (µyp,k
, σyp,k

)} (29)

Time at which measurement was taken respectively as
tp,k. As velocity can be understood as a distance trav-
elled over time, instantaneous entity ep velocity compo-
nents at time tpk

can be denoted as difference quotients:

µxp,k
− µxp,k−1

tp,k − tp,k−1
(30)

µyp,k
− µyp,k−1

tp,k − tp,k−1
(31)

∀k ∈ {2, . . . , lti}. We use the mean of velocity quotients
to assess predicted storm motion smv(ep, ti) to pre-
serve the stability of the track. Similarly, we calculate
accelerations (as difference quotients of velocity) to in-
clude changes in the trajectory of convection cells. The
mean velocity vector is multiplied by the time difference
between the prediction time and the last measurement
timestamp. Moreover, to maintain efficiency maximum
history parameter is introduced to motion calculation
to limit the number of required measurements.
For initial vectors (when lti = 1), we used mean wind

measures gathered by radiosondes during upper-air ob-
servations. Mean vectors are calculated for each upper-
air station and then interpolated by inverse distance
weighting for given (µxp,k

, µyp,k
).

B. LIGHTNING DETECTION

Thunderstorm-related convection cells are accompa-
nied by lightning; thus, we use lightning detection data
to distinguish thunderstorm cells. Lightning detection
data are available as coordinates couples. They can be
associated in the same way as measurements. When
at least one lightning is associated with entity ep, the
entity ep is marked as a thunderstorm.

IV. EXPERIMENTS

In the empirical evaluation of the proposed algo-
rithm, we used real data gathered by the POLRAD
weather radar network1, real soundings available at the
Wyoming University repository 2 and real detection
data from the Blitzortung lightning detection network3.
Radar data was in the form of a COLUMNMAX reflec-
tivity product. Three memorable severe weather situ-
ations were selected to evaluate our algorithm:
• 24.06.2021 – Two tornadic supercells:

1https://pl.wikipedia.org/wiki/POLRAD
2https://weather.uwyo.edu/upperair/sounding.html
3https://www.blitzortung.org/pl/live_lightning_maps.

php
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1. in Hodonin, Czech Republic,
2. near Nowy Sacz, Poland,
3. record breaking hail of 13.5 cm in diameter
recorded in Tomaszow Mazowiecki),
• 14.07.2021 – severe wind gusts generated by a su-
percell near Chrzanow, Poland),
• 20.08.2022 –flash flood near Czarny Dunajec,
Poland.
42 representative entities were selected as the test set

to cover a variety of kinematic characteristics of the at-
mosphere (wind direction and speed distribution). The
longest track in the set, shown in Fig. 2, comprises 28
associations representing the 4,5 hours motion of long-
lived severe supercell. The average length of the track
was 6.7, corresponding to one hour lifetime. Duplicates
of track lengths are caused by the analysis of multiple
scenarios in which similar track lengths can generate
different errors. This error variety is caused by storm
shape and movement and strongly depends on the syn-
optic situation (wind dynamics, storms’ rapid growth
and decay caused by thermodynamic conditions). Di-
rect visual comparison between predicted and actual
movement based on examples may be difficult. Visual
representation, in that case, is illegible.

Fig. 2. Longest track (white) at 19:50 UTC recorded on July
14th, 2021. The track was associated with a supercell thunder-
storm that produced severe wind gusts in Chrzanow, Poland

The mean error of the predicted storm position was
equal to 2.58. The maximum error recorded was 7.31.
The error was defined as the difference between the pre-
dicted storm position and the associated measurement
at the next time point. The relation between track
length and mean error is shown in Fig. 3.

Preliminary results show that mean error depends on
track length. The longer track has more associations.
Thus, blob merging/splitting occurrence influencing er-
ror is more likely. Fig. 3 also shows that a mean error
can vary for relatively equal track length. Individual
track analysis shows that error is more significant in
situations with many convective cells in a small general
area. The error also depends on the quality of initial
motion vectors delivered from soundings. Additional
research, including the involvement of upper air pro-

Fig. 3. Mean error versus track length with trend line

files from classical NWP models to produce initial mo-
tion vectors, is advisable to lower errors. The tracking
process is very dependent on the quality of the blob
extraction algorithm. More accurate blob extraction
algorithms can be utilized to improve tracking results.
Individual track analysis shows that High-quality re-
sults were delivered for isolated cells. Two fascinating
examples are shown below. On 24.06.2021, a severe su-
percell produced a tornado near Breclav and Hodonin
cities in the Czech Republic. The tornado intensity was
estimated at F3/F4 on the Fujita scale, killing 6 peo-
ple and injuring 200. The algorithm produced a very
accurate projection of the storm movement 40 minutes
before the tornado entered Hodonin. The prediction is
shown in Fig. 4.

Fig. 4. Track of Hodonin supercell at 16:50 UTC. Continuous
thick lines show past movement. Dashed lines depict predicted
movement. The red point shows the current position. The clus-
ter in the upper left corner is a new cell; thus, it has no past
movement.

The second example is a supercell near Chrzanow,
Poland, on July 14th, 2021. An isolated storm cell was
born around 14:20 UTC on the Slovakian side of the
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Slovakian-Polish border. At 14:50 UTC, the algorithm
projected that the storm cell (now organized as a super-
cell) would impact Chrzanow, Poland. At 15:10 UTC
local fire department was informed about massive de-
struction related to severe wind gusts. The supercell
storm track is shown in Figure 5

Fig. 5. Track of Chrzanow supercell at 14:50 UTC. Continuous
thick lines show past movement. Dashed lines depict predicted
movement. The red point shows the current position.

In the situations mentioned above, the algorithm ac-
curately assessed storm motion. That assessment could
issue a proper warning for people in the influenced area.
Another conclusion is related to initial storm motion
vector definitions from the literature. Tracking experi-
ments during our research showed that the upper height
limit for mean wind SMV should depend on thermody-
namic equilibrium height as the 0-6km definition is not
suitable for winter/early spring storms. In that case,
storm tops are located at lower altitudes.

V. CONCLUSIONS

The main topic of this work was the definition and
preliminary analysis of the effectiveness of the connec-
tive cells algorithm for storm tracking based on obser-
vation and measurement data using weather radioson-
des. The algorithm belongs to the class of data fusion
methods and conventions.
The empirical results of a simple experimental anal-

ysis indicate that the proposed approach is promising.
The algorithm produced good results, especially for
well-defined, severe thunderstorms. The algorithm pro-
jections can help deliver severe weather warnings due
to accurate predictions of storm movement. Further
research will incorporate classical NWP model results
to provide accurate initial motion vectors and test ad-
ditional blob extraction methods.
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ABSTRACT

Intrusion Detection Systems (IDS) should be capa-
ble of quickly detecting attacks and network traffic
anomalies to reduce the damage to the network com-
ponents. They may efficiently detect threats based on
prior knowledge of attack characteristics and the po-
tential threat impact (’known attacks’). However, IDS
cannot recognise threats, and attacks (’unknown at-
tacks’) usually occur when using brand-new technolo-
gies for system damage.

This paper presents two security services – Net
Anomaly Detector (NAD) and a signature-based PGA
Filter for detecting attacks and anomalies in TCP/IP
networks. Both services are modules of the cloud-based
GUARD platform developed in the H2020 GUARD
project. Such a platform was the main component of
the simulation environment in the work presented in
this paper. The provided experiments show that both
modules achieved satisfactory results in detecting an
unknown type of DoS attacks and signatures of DDoS
attacks.

KEYWORDS

Anomaly Detection; Machine Learning; Cybersecu-
rity; TCP/IP

I. Introduction

The rapid development of research, technology and
information tools for communication and control sys-
tems, sensor networks and the processing of enormous
data sets has contributed to a real revolution in IT
support to manage real-life engineering and smart sys-
tems. Despite the benefits of implementing numerous
Internet-based models to support engineering systems,
such systems must usually cope with the secure process-
ing of streaming time-series data induced by connected
real-time data sources. Examples of streaming data
sources include sensors in transportation systems, e-
health systems, smart infrastructures, intelligent cars,
monitoring systems, and many others. The collected
data can be processed locally using the resources and IT
infrastructure of the institution (customer) directly re-
sponsible for local data management. The data, meta-
data, and initial analysis results are often sent to ex-

ternal systems (e.g., cloud computing) that can ana-
lyze the data more closely and send alerts on potential
threats and anomalies.

This paper focuses on the attacks, threats and
anomaly detection in the TCP/IP networks. We
present the main concept of two security-service com-
ponents of the GUARD platform developed in the
H2020 GUARD project 1, namely Net Anomaly De-
tector (NAD) and PGA-Filter. GUARD platform was
used as a core of the simulation environment used in the
research presented in the paper. The overall GUARD
architecture is a typical structure of the Security Events
and Information Management (SIEM) system2. It was
designed in a service-oriented way and takes into ac-
count the presence of heterogeneous technical and ad-
ministrative domains.

Successful signature-based detection of DDoS attacks
requires a source of high-quality, up-to-date network
traffic signatures. We developed the Packet Gener-
ation Algorithm (PGA) Filter. PGA is deployed as
an agent in the GUARD environment at the edge of
the protected network, and it translates provided sig-
natures into packet filtering rules. The rules are then
applied to the client’s network configuration concerning
incoming traffic and hardening the network ingress se-
curity infrastructure. The signatures can be regularly
updated based on the information obtained from the
signature generator through the signature share service.
We used PGA Filter as a supporting agent in detecting
the DDoS signatures in the simulated TCP/IP traffic.

Detection of unknown attacks is challenging due to
the lack of exemplary attack vectors. However, un-
known attacks are a significant danger for systems due
to a lack of tools for protecting systems against them.
The most widely used approach for malicious behaviour
of the monitored system is detecting anomalies. The
developed NAD module records regular traffic in the
system and creates a set of models of regular traffic
using Machine Learning (ML) algorithms. NAD se-
lects the optimal model from that set based on the
given criteria or combines models with one of the pro-
posed strategies (i.e. ensemble model). Such an op-

1https://guard-project.eu/
2https://www.ibm.com/topics/siem
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timal model is then used to detect anomalies in the
simulated network traffic. NAD achieved satisfactory
results in detecting an unknown type of DoS attack.
The experiments were carried out on the CIC-IDS2017
dataset3.

The rest of the paper is organized as follows. In
Sec. II, the backgrounds of known and unknown at-
tacks and anomalies are presented. GUARD project
and platform are briefly presented in Sec. III. Sec. IV
and Sec. V present the concepts of two GUARD mod-
ules: NAD and PGA Filter, which were experimen-
tally evaluated in Sec. VI. The paper is summarized in
Sec. VII.

II. Detection of anomalies in ICT systems

These days, it’s hard to imagine an intelligent system
without IT support. However, the use of such support
carries the risk of numerous anomalies. The implemen-
tation of IT tools is exposed to hacking attacks, which
can result in great difficulties in managing the intelli-
gent system and be dangerous for its users.

Anomalies in ICT systems are monitored by dedi-
cated software and can have various causes. They can
result from failures, overloading or ineffective manage-
ment of the specific infrastructure associated with these
systems. The occurrence of anomalies can be the re-
sult of external attacks on networks and information
systems.

The classification of threats (attacks) is usually based
on the classification of the threat techniques, recogni-
tion of the attack’s type (known - recognized or un-
known), and threat impact [13]. This paper focuses
on the two attack categories: ’known’ and ’unknown’
attacks.

A. Signature-based detection methods of ’known’ at-
tacks

Most methodologies for detecting known threats are
signature-based (SB) techniques. Such methods mainly
aim to compare suspicious payloads with signatures of
specific known attacks. These signatures can corre-
spond to data types, such as byte sequences in network
traffic, known malicious instruction sequences used by
malware, etc. Signature schemes assume that patterns
can define malware.

Despite the popularity of signature-based methods,
there are several significant drawbacks to this approach:

• Vulnerability to evasion – signature patterns
(bytes) from known attacks are – as the name implies –
universally known. The use of obfuscation techniques
or polymorphic methods [14], popular in malware, al-
lows known signatures to be dropped. In the case
of network attacks or exploits, bugs or vulnerabilities
found in software are exploited. Specific application
protocols generally limit the scope of such attacks.
• Zero–day attacks – signature analysis-based attack
detection methods cannot effectively detect polymor-
phic malware. This means that SD does not provide

3https://www.unb.ca/cic/datasets/ids-2017.html

zero-day protection. Signature-based detectors use dif-
ferent signatures for each malware variant. As a result,
the volume of the signature database is generally very
large, and when new signature variants are generated
– it grows exponentially.

Signatures can be generated manually by experts. In
this case, the experts must analyze the attack and iden-
tify the invariant fragments in the involved flows, us-
ing their knowledge of the attacked application and the
exploited vulnerability. They also construct a signa-
ture that fully identifies the threat thanks to their de-
tailed knowledge. Such signature generation is a time-
consuming process. Several provided experiments indi-
cate that during signature generation, more than 90%
vulnerable systems can be infected at that time. In
current anomaly detection systems, signatures are gen-
erated automatically using dedicated IT tools. These
methods search for common features of suspicious flows
not seen in regular, benign traffic. Several systems for
automatic generation of signatures of zero–day poly-
morphic worms have been developed: Autograph [6],
Polygraph [11], Nebula [20], Hamsa [22], Lisabeth [5].
Most of them use relatively simple (computationally
inexpensive) heuristic approaches. Another method is
defined in [15], where the generation of multi-set signa-
tures is formulated as an optimization problem. A spe-
cialized version of the genetic algorithm (GA) is used
to solve it.

B. Detection methods of unknown threats and attacks

Unknown threats and attacks are not recognized
by signature-based methods based on the accumulated
knowledge of attacks. One possible reason is that the
attacker may use new methods or technologies. ’Un-
known threats’ are referred to as anomalies. The fol-
lowing types of anomalies can indicate malicious system
behaviour [21]:

• Point anomaly is the simplest form of anomaly and
denotes an anomalous single event (outlier). It can be
caused by defining a strange (unexpected) login vari-
able or IP address.
• Contextual anomaly is an event anomalous in a
certain context but may be normal in another. Such
an anomaly occurs, for example, when an employee logs
into the system outside of working hours. Such an event
would not be classified as an anomaly during normal
working hours.
• Collective/frequency anomaly is usually charac-
terized by the anomalous frequency of single normal
events. This can be a database dump in computer net-
works, which SQL can cause–injection.
• Sequential anomaly represents an anomalous se-
quence of events classified as normal. An anomalous
sequence can be caused in a data communications net-
work, for example, by violating the access chain.

The anomaly detection problem in distributed ICT
systems can be solved through the analysis of data and
information flow monitoring results in these systems.
Anomaly detection methods must adapt to system ar-
chitecture and configuration changes and analyze large
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amounts of data and information transmitted and gen-
erated by devices integrated with the computer system.

Machine Learning (ML) techniques successfully de-
tect unknown threats, attacks and anomalies. The fol-
lowing popular ML and statistical methods are com-
monly used in intelligent anomaly detection systems:
Artificial Neural Networks (ANN) [10], Bayesian Net-
works [7], Decision Trees [16], Hidden Markov Models
(HMM) [12] and Support Vector Machines (SVM) [9].

III. GUARD platform

The main goal of the GUARD project was to de-
velop and implement a programmable platform that
could mediate between monitoring and inspection tasks
in digital services and algorithms for detecting anoma-
lies in those systems.

The GUARD framework is conceived as a new
paradigm for implementing detection and analytics pro-
cesses for digital service chains4. Such chain can be
composed of the following components:
• a platform that orchestrates security capabilities by
discovering, configuring and connecting them into se-
curity analytic pipelines (SAPs);
• a set of digital services implemented using multi-
agent systems;
• detection and analytics services for discovering at-
tacks and anomalies throughout the service chain.

Fig. 1 presents the GUARD software architectural
model. We used this platform as a core of the simula-
tion environment in the research presented in this pa-
per. We developed two security service modules, Net
Anomaly Detector and PGA Filter. The prototypes
of those modules are presented as Algo1 and Security
Agent1 components in the GUARD model presented in
Fig. 1.
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Fig. 1. GUARD software architecture model.

IV. Net Anomaly Detector (NAD)

Net Anomaly Detector (NAD) was designed as a
highly modular security service component of the
GUARD platform. The architectural model of NAD
is presented in Fig. 2.

The core component of NAD is the Model Generator
(MG). The input data for MG are feature vectors of
observed network traffic represented numeric vectors.
Examples of such samples are the flow in TCP/IP or
characteristic of the traffic recorded in a time window.
The MG module automatically generates the anoma-
lies detector, based on the observed, benign traffic and

4https://jitcomputing.wordpress.com/
digital-service-chains/

Fig. 2. The NAD modular architecture. Two types of networks:
LoRa [4] and TCP/IP are specified, but the approach is easily
extendable for other types of traffic.

emulation techniques. In the MG a library, the Feature
Selection (FS) and One-Class Classification (OCC) al-
gorithms are available. For each possible combination
of FS and OCC, an optimal model for anomaly de-
tection is built with automatic hyperparameters opti-
mization (e.g. using Tree-structured Parzen Estimator
strategy [2]) and model selection techniques. The re-
sult is several anomaly detectors. Finally, the ensem-
ble strategies submodule combines multiple models into
one to increase detection reliability.

The optimal model generated by the MG module
analyses traffic in the monitored network after process-
ing the traffic data by the Feature Extractor, respon-
sible for generating features describing network traf-
fic. Feature extractor in NAD is based on versatile
method [23]. The main idea of that method is to gen-
erate as many features as possible using simple statis-
tical measures as aggregation functions. The following
aggregation functions are implemented in NAD:

• mean, minimal and maximal values,
• range (difference between the maximal and minimal
values),
• sum of squared values (mean power),
• standard deviation,
• skewness,
• kurtosis,
• the 5th central moment,
• maximal difference between two consecutive mea-
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surements,
• autocorrelation,
• count of the given value (e.g. TCP in the case pro-
tocol field).

Each type of network can describe each message by sev-
eral attributes. For example, in the LoRa network, each
message has attributes such as RSSI (Received Signal
Strength Indication), SNR (Signal-to-Noise Ratio) or
payload length. The values of these attributes can be
aggregated with the above functions for all messages
within a given time window to create a feature vector
related to that window.

The easiest verification method of the effectiveness
of NAD is to run it on normal traffic data and data
infected by the Attack emulator embedded in NAD.
Such an emulator contains a library of attacks specific
to the given type of network. Each attack with different
parameters (configurations) is saved in the library as its
new element. In this way, the library can be constantly
enriched with new data and expand the capabilities of
the emulator. Extending the attack list increases the
genericity of the verification data set. Thus the quality
of the detection model in the unknown attack detection
task.

V. PGA Filter Module

PGA Filter, developed as one of GUARD’s secu-
rity modules, is a self-contained intrusion detection
system (IDS) that employs botnet fingerprinting tech-
niques [1] to target distributed denial-of-service attacks
(DDoS). It is a novel approach to signature-based de-
tection of botnet-originating cyberattacks based on au-
tomated packet spoofing with packet generation algo-
rithms (PGA) [8].

Our contribution is a complete ecosystem, which in-
cludes the definition of a new signature paradigm, the
development of a signature generation process, and the
implementation of software able to translate signatures
into packet filtering rules to apply them to network
traffic in a scalable manner.

PGA signatures describe patterns observed in the
headers of packets generated by automated tools or
scripts that are a part of botnet software. The pro-
cedure behind packet generation, also known as the
packet generation algorithm (PGA), has distinct char-
acteristics that can be observed in the packet header.
Because PGAs are attack-specific and typically botnet-
specific, they can be used to identify attacks and attack-
ers (fingerprinting). As such, botnet attacks generated
with PGA usually include fixed patterns in their mali-
cious packets. Patterns can be identified by analysing
single or multiple bytes of particular protocol fields in
the packet header (e.g. TCP sequence number or IP
destination address) that are deterministically depen-
dent. A simple example of a pattern is the equality of
the destination IP address and TCP sequence number.
The pattern is often observed during a port scanning
attack, where the value of the IP destination address is
reused to speed up the packet creation process.

Extracting PGA signatures involves reverse engineer-

ing of the packet generation algorithm, which requires
many suspicious traffic data. In our case, the data is
provided by NASK’s Network Telescope5 (also a black
hole, Internet sink, darkspace, darknet), which is an un-
used space of IP addresses used exclusively for passive
monitoring [3]. Unused IP addresses should receive no
legitimate network traffic. Therefore, all arriving unso-
licited and anomalous traffic is, by definition, classified
as suspicious. Network Telescope provides a view of
a wide range of events taking place in a global net-
work, including backscatter from denial-of-service at-
tacks. Backscatter is an accumulation of victims’ re-
sponses to DoS packets with a spoofed source IP ad-
dress, which falls within the Network Telescope address
space. Closely examining backscatter packets can re-
veal certain characteristics and similarities between the
header values.

To obtain PGA signatures, packets sharing the same
source and close arrival times are grouped together.
Next, the possible fields of the original DoS attack pack-
age are partially recreated. This can involve multiple
potential scenarios, depending on the attack type as-
sumed. In case of a TCP SYN Flood attack the source
and destination values for IP address and TCP port
are swapped, and the TCP sequence number is set to
the decremented TCP acknowledgement number of a
backscatter packet. Finally, after all the previous steps,
the most challenging aspect of this process is deter-
mining whether recreated packets share dependencies
between protocol field values that follow the same pat-
tern. Indeed, if applying a set of specific bitwise oper-
ations to packet headers reveals sequences of repeating
bits, it gives the premise that packets were created with
the same packet generation algorithm (PGA). More de-
tailed descriptions of the process can be found in pub-
lications [19, 18]. An example PGA signature in a de-
scriptive format is presented below.

“The first two bytes (0, 1) of the Source IP Address
are equal to the first two bytes of TCP Sequence

Number and the last two bytes (2, 3) of Destination
IP Address are equal to the last two bytes of TCP

Sequence Number.”

Alternative representation in a less verbose, proposed
PGA syntax:

ip-src:0:1 is tcp-seq:0:1 and

ip-dst:2:3 is tcp-seq:2:3

Implementing mechanisms to interpret PGA signa-
tures and translate them into system-compatible rules
that could be deployed in clients’ network security
infrastructure proved challenging. Well-known signa-
ture IDS/IPS solutions (Snort6, Suricata7, etc.) fo-
cus on analyzing patterns in the payload data rather
than the dependencies between values in protocol head-
ers. Hence a custom solution was required. A stan-
dard application that analyzes network traffic in user

5https://sissden.eu/blog/darknet-report
6https://www.snort.org/
7https://suricata.io/
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Fig. 3. Architecture of the PGA Filter module.

space would not meet the performance requirements.
In this regard, the proposed implementation of PGA
Filter leverages eBPF8 (extended Berkeley Packet Fil-
ter). This virtual machine-like construct extends the
standard kernel in Unix-like systems with custom func-
tionality. Furthermore, using the XDP (eXpress Data
Path) framework, which allows for high-speed packet
processing within BPF applications, PGA signatures
are applied even before kernel network stack allocation.

The architecture of the PGA Filter is presented in
Fig. 3. The implementation resides in pgafilrer.py

Python script responsible for parsing configuration,
generating and loading BPF code, and gathering and
sending results. The management is split into two
files: rules.yml and config.yml. The first contains
the declaration of available PGA signatures and gen-
eral runtime configuration. PGA signatures are trans-
lated into valid BPF code and loaded directly into the
kernel. BPF application inspects every packet arriv-
ing at the chosen network interface. Matched pack-
ets can be blocked, redirected or allowed through, de-
pending on the configuration. The signature set can be
changed anytime. Thus a new BPF code is generated
and swapped in one atomic operation. The inspection
of network packets is performed continuously and with-
out delay throughout the process.

VI. Experimental evaluation

In this section, we present the results of the empirical
evaluation of both developed modules – NAD and PGA
Filter – in a GUARD platform. The network traffic was
simulated by using the popular benchmarks presented
below.

A. Unknown attack detection in TCP/IP network

The Intrusion Detection Evaluation Dataset [17]
(CIC-IDS2017) was used to experiment. The experi-
ment aimed to verify the quality of the NAD compo-
nent in the task of an unknown type of DoS attack de-
tection. The training dataset comprised benign traffic
(40,815 TCP/IP flows). In the hyperparameters tuning
and model selection phase, the validation set included
benign flows and flows tagged with one of DoS slow
loris, DoS Slowhttptest and DoS GoldenEye (10,203
benign and 10,203 malicious flows), while the test set
consisted of the same number of benign flows and DoS

8https://ebpf.io/

Hulk (10,293 each). The following combinations of FS
and OCC algorithms were tested:
• Autoencoder (no FS)
• Variational Autoencoder (no FS)
• PCA + LOF
• PCA + One Class SVM
• Simple Measures + One Class SVM
The accuracy metric was used in the optimisation pro-
cess. In the described scenario, the best quality was
achieved by a model built with PCA with Once Class
SVM with the following values of tuned hyperparame-
ters: kernel = rbf , ν=0.01, γ = scale, max − iter =
10000. The detailed results of this model on both vali-
dation and test set are compared in Table. I.

TABLE I: The results of a model built with PCA with Once

Class SVM algorithms for feature selection and model building.

validation dataset test dataset
f1 0.78 0.57

f0.5 0.89 0.75
f2 0.69 0.46

accuracy 0.82 0.69
precision 0.98 0.95

npv 0.74 0.62
recall 0.64 0.41

specificity 0.99 0.98

The model achieves worse results on the task of un-
known attack detection, which is expected as the model
was tuned for validation set (known attacks) character-
istics. However, the high value of precision (0.98 and
0.95) and specificity (0.99 and 0.98) is noteworthy —
the typical anomaly detection system’s high rate of false
positive errors is not the case for the model (for balance
datasets). Despite the degradation of the model qual-
ity for the test set, the results are still relatively high
for detecting unknown attacks.

B. Known attack detection and mitigation in TCP/IP
network

Effective signature-based detection of DDoS attacks
relies entirely on the availability of specialized, high-
quality, and current network traffic signatures. Since
PGA Filter detects attacks purely deterministically,
measuring its success rate is redundant. The process of
PGA signature generation is semi-automatic and still
under development. As for the quality of PGA signa-
tures, due to their unique nature and lack of reference
solutions, it is difficult to assess. To truly determine
the effectiveness and usability of our solution, long-term
tests on real-life data are required, but since this is still
a prototype phase, they are yet to be performed.

However, in the case of signature-based solutions,
performance plays no less of a role than detection qual-
ity. During a DDoS attacks, IDS must be able to pro-
cess high traffic volumes so as not to be a bottleneck
for the whole security system. Thus, a simulation en-
vironment was prepared to measure possible through-
put in a simplified scenario of a volumetric DDoS at-
tack. A testing network traffic was prepared. Roughly
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Fig. 4. DDoS filtering throughput.

50% of the network packets were generated as mali-
cious (DDoS attack), each of them matching one of 10
possible TCP/IP PGA signatures. Also, a simple user
space application was developed as a reference solu-
tion to compare results. It leverages standard TCP/IP
sockets, and is capable of applying PGA signatures to
filter the incoming traffic. Both PGA filter and ref-
erence solution were deployed on a bare metal server
with a 100 Gb/s NIC and Intel Xeon E5-1650v4 6 core,
4GHz CPU. Testing traffic was replayed to reach the
maximum bandwidth. Statistics were gathered to get
an average throughput in packets per second. To de-
termine the scalability, tests for each solution were per-
formed with the limitations on available CPU cores. As
shown in Fig. 4 results of PGA Filter leveraging eBPF
and XDP are better than the naive reference solution.
Also, our solution scales well with the number of cores.

VII. Conclusions

In this paper, we presented the NAD Security Ser-
vice module and PGA Filter component in the GUARD
software architectural model. We focused on detecting
unknown DoS attacks and DDoS signatures as known
attacks in TCP/IP traffic.

In signature-based DDoS detection, we focused on
the traffic originating from botnets or other mali-
cious software employing PGA (Packet Generation
Algorithm) mechanisms. We defined a novel PGA
signature paradigm and developed the new custom
signature-based Intrusion Detection System employing
SotA Linux Kernel technologies (eBPF + XDP). Our
method is easily deployable on any Linux-based sys-
tem. It offers support for network card drivers or NIC
offloading for better performance. The platform’s op-
eration can also be freely extended beyond its DDoS
detection capabilities by using provided signature lan-
guage syntax.

Net Anomaly Detector can be easily modified by
adding (or removing) the detection algorithms. The
component’s performance was validated on a widely
used TCP/IP traffic dataset with several types of DoS
attacks. The repeatability of the NAD component in
the given scenario was high. We showed that identi-

fying malicious TCP/IP flows is good enough to de-
tect attack occurrences in the monitored network. The
detector can also mitigate the attack by dropping ma-
licious connections (although with some detriment to
some regular users). More diverse datasets should be
tested in the future.
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an assistant professor at the Re-
search Academic Computer Net-
work (NASK). He received a PhD
in technical information technol-
ogy and telecommunications at the
Warsaw University of Technology in
2020. He is Head of Distributed
System Group, which researches the
Internet of Things, machine learn-

ing and cybersecurity.

PAWE L SZYNKIEWICZ is a
cybersecurity systems architect at
the Research Academic Computer
Network (NASK). He works at the
Network Security Systems Depart-
ment, tasked with developing and
maintaining systems for national se-
curity and the private sector.

548



Detrended fluctuation analysis of sentiment
patterns in literary texts

Łukasz Gaża
Faculty of Computer Science and

Telecommunications, Cracow University of
Technology

31-155 Kraków, Poland
E-mail: lukasz.gaza@pk.edu.pl

Stanisław Drożdż
Institute of Nuclear Physics, Polish

Academy of Sciences
31-342 Kraków, Poland Faculty of

Computer Science and Telecommunications,
Cracow University of Technology

31-155 Kraków, Poland
Paweł Oświęcimka

Institute of Nuclear Physics, Polish
Academy of Sciences

31-342 Kraków, Poland
Faculty of Physics, Astronomy and Applied
Computer Science, Jagiellonian University

30-348 Kraków, Poland

Marek Stanuszek
Faculty of Computer Science and

Telecommunications, Cracow University of
Technology

31-155 Kraków, Poland

KEYWORDS

Sentiment analysis; Literary texts; Detrended Fluc-
tuation Analysis, Hurst exponent

ABSTRACT

Temporal correlations of the sentiment content in
consecutive sentences are studied based on a large cor-
pus of the world-famous literary texts in four major
European languages (English, French, German, and
Spanish). For quantifying the related characteristics in
terms of the Hurst exponents the Detrended Fluctua-
tion Analysis (DFA) is employed. The results obtained
provide a clear indication for the existence of persis-
tent correlations as revealed by the Hurst exponents
significantly larger than 1/2 in all the four languages
studied. An interesting result that requires a deeper
study is the identified fact that in many texts the DFA
indicates two different regimes of scaling and thus two
different Hurst exponents. In those cases - quite univer-
sally - the cross-over occurs at the scale corresponding
to about 200 sentences and the Hurst exponents at the
scales above this value are even larger which indicates
the presence of stronger long-range temporal correla-
tions than those at the shorter scales.

I. INTRODUCTION

The aim of the presented study is to examine the ap-
plication of DFA to sentiment analysis of literary texts.
The topic of sentiment analysis is important due to
the growing demand for sentiment classification tools.
Also, sentiment analysis of literary texts alone is im-
portant to answer the question if there are any charac-
teristics specific to some particular authors or specific
to texts created by humans versus text generated by
large language models.

Our main contributions are:

• analysis of long-range sentiment correlations in liter-
ary texts;
• application of DFA to sentiment analysis.

The paper is organized as follows. Section (II) is
describing the sentiment analysis technique and its ap-
plications. Section (III) is describing the process of
assessing the distribution of sentiment within the texts
and the methods of calculating the correlation between
sentences. It also describes how the simulations were
performed. Section (IV) discusses the outcomes of the
simulations. Indications were obtained that there is a
positive long-range correlation between sentences’ sen-
timent in literary texts. The paper ends with section
(V), which contains conclusions based on the conducted
simulations and obtained results. Ideas for the future
work are also discussed there.

II. RELATED WORK

Sentiment analysis is a text classification technique
that allows the examination of emotional charge and its
distribution within a text [6][13]. Among other areas,
sentiment analysis is usually employed in: a) Search
and classification of emotionally-charged words, b) Har-
vest of insights into the opinions of customers on prod-
ucts or services, especially useful for business and social
sciences, and c) Analysis of emotions in literary texts.
The related research topic comprises tools used to gen-
erate sentiment (tools allowing scoring texts or indi-
vidual words to be able to calculate sentiment based
on those). In the case of this kind of tools, one can
analyze the influence of responders’ age, gender, or ed-
ucation level on the way they score the words [12][15].
The research can also examine the influence of language
on scoring.

The characteristics of the sentiment may differ de-
pending on the context in which the text is analyzed.
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When the goal is the analysis of the customers’ expe-
rience regarding some product or service, the source
texts are usually short, like social media posts or press
releases [9]. The sentiment in this kind of source is usu-
ally constant across the entire text because it depends
on the author’s experience regarding a given product
or service [10].
Another research area is the analysis of literary texts,
in which the focus is set on understanding how the sen-
timent evolves over time. In [14] it was shown that all
literary texts could be characterized by six basic shapes.
The application of sentiment analysis techniques to lit-
erary texts may help to provide insights in the percep-
tion of the book. Another goal might be to learn about
the mental state of the author.

The application of Time-Series techniques to the
analysis of literary texts has gained traction over time
in the research community. In [8] it was, for instance,
shown that there are long-range correlations in the sen-
tence length variability. Still, whether some analogous
kind of correlation exists for sentiment series in texts
is an open question. The present work takes an ap-
proach to address that question. The literary texts are
thus treated as time-series sequences in which each el-
ement of the sequence reflects the sentiment contents
of consecutive sentences. Using the commonly recog-
nized Detrended Fluctuation Analysis (DFA) we then
ran multiple simulations in order to reveal the charac-
ter of correlations of those sentiments for the corpora
of literary texts in four European languages.

III. METHODS

Dictionaries used in the research

The sentiment score was computed for each sentence
based on the sentiment scores of each individual word
and stored in dictionaries. The dictionaries of senti-
ments of individual words were downloaded from the
hedonometer page [2]. The original dictionaries were
created using Mechanical Turk [1]. A set of words from
different corporas (specific for a given language) was
manually given a score by 50 native speakers - they
rated how they felt in response to individual words.
The score was between 1 (most negative emotion) and
9 (most positive emotion). In total 5 million individ-
ual human assessments were performed. The result of
that process was a list of 10000 most popular words
and their sentiments calculated as the average of indi-
vidual scores [7]. As part of the research described in
this article, the sentiment was scaled down to the range
from -4 (most negative emotion) up to 4 (most positive
emotion). It was done to decrease the influence of neu-
tral words on the sentiment of the sentence. Because
the dictionaries consisted of 10000 of the most popular
words for each language, not all the words from the lit-
erary texts existed in those dictionaries (approximately
30% of the words from the texts did not exist in the dic-
tionaries). Those words were given a score of 0, so they
were considered neutral words.
The distribution of sentiment score of individual words
in the dictionaries is shown in Figure 1.

Fig. 1: The distribution of sentiment of individual
words in the dictionaries.

The resulting dictionaries presented a set of common
attributes for all the languages under consideration.
First of all, the average sentiment of each of the dic-
tionaries was positive. Moreover, distributions of the
dictionaries were left-skewed. It is in line with the the-
sis from article [7], where it was indicated that human
languages exhibit a clear positive bias which is a big
data confirmation of the Pollyanna hypothesis[5].

Literary texts used in the research

The literary texts written in English, French, Ger-
man, and Spanish have been selected for the present
study. The following criteria were used for the selection
of the literary texts in this work: a) they belong to the
world’s major languages, b) the dictionaries mentioned
in the previous section are available for those four lan-
guages and c) a large number of literary texts in those
languages is freely available. For each language, we
prepared a set of 100 texts. All texts are composed
of, at least, 3000 sentences. A sentence is defined as
a sequence of words starting with a capital letter and
ending in a full stop. For the correlated series, as the
ones to be studied here, such a lower bound on the
number of sentences is required to obtain statistically
reliable results. The distribution of sentiment in a set
of books in each of the mentioned languages is shown
in Figure 2.

Assigning sentiment content to a sentence

During the preprocessing phase, each literary text
was split into sentences and the stop words were
removed, as they comprise the most common non-
emotional words. In the next step, we computed the
sentiment score si for the ith sentence as the sum of
sentiment scores for each individual word sw divided
by a number of all words in the sentence lsen:
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Fig. 2: Distribution of sentiment in a set of books in
four languages. Redline is the Gaussian distribution.

si =

∑lsen
w=1 sw
lsen

(1)

Not all words occurring in the sentences existed in
the source dictionaries because the dictionaries contain
only 10000 of the most popular words for each language.
Those words not existing in the dictionaries were given
sw = 0, so they were treated as neutral words.
There were some other possibilities for calculating the
sentiment of the sentence si considered.
The first one was using in the denominator the num-
ber of scored words in the sentence lscore (number of
words from the sentence which existed in the source
dictionary) rather than the number of all words. This
method was not giving significantly different results
than the previous method because it was just decreas-
ing the denominator of the formula si =

∑lsen
w=1 sw
lscore

.
Another considered method was to calculate the sen-
tence sentiment si as sum of sentiments of individual
words: si =

∑lsen
w=1 sw That way of assigning sentiment

to a sentence results in a much wider range of sentiment
values, especially for long sentences as it involves the
arbitrariness related to the length of a sentence.
Having sentence sentiment si we constructed series
S = {si}|i = 1, .., N where N is number of the sen-
tences in the text.

Detrended Fluctuations Analysis

DFA is described in [11] as a method of determining
the scaling behavior in time series xi of i=1,...,N of
equidistant measurements. The aim is to calculate cor-
relations between values xi and xi+s for different time
scales s. The DFA method consists of four steps. In
the first step the profile Y (i) =

∑i
k=1 xk− < x > of

records xi is determined. In the second step, the pro-
file Y (i) is divided into Ns = ⌊N/s⌋ non-overlapping

segments of length s. To avoid disregarding any seg-
ments the same procedure is performed starting from
the end of the record resulting in 2Ns segments. In
the third step, the local trend of each segment is deter-
mined using the least-squares method. The detrended
data of the segment Ys(i) is defined as the difference be-
tween the original time series and the estimated trends
Ys(i) = Y (i)− pν(i), where pν(i) is the fitting polyno-
mial in the ν-th segment. In the next step the variance
of each of the 2Ns segments of the detrended time series
Ys(i) is calculated:

F 2
s (ν) =

1

s

s∑
i=1

Y 2
s [(ν − 1)s+ i]. (2)

Finally, the average over all the 2Ns segments and its
root square is taken to obtain the DFA fluctuation func-
tion F (s):

F (s) = [
1

2Ns

2Ns∑
ν=1

F 2
s (ν)]

1
2 (3)

In this work, the second-order polynomial is used for de-
trending. The presence of long-range correlation man-
ifests itself in the power-law dependence of fluctuation
functions F (s) as follows:

F (s) ∝ sH (4)

where H is the Hurst exponent. H = 0.5 indicates the
lack of correlations, H < 0.5 anty persistent correla-
tions, and H > 0.5 the persistent correlations.

Simulation tool

All the text processing was performed using Python
code and the nltk library [3]. The simulations were per-
formed on a personal computer using PyCharm Inte-
grated Development Environment [4]. The below code
presents the algorithm for assigning a sentiment score
to a sentence:

def score_slice(scored_input_words_df, filter_fun):

scores_by_words =
scored_input_words_df.get_scores_by_words()

def
score_slice_as_avg_of_scored_words_helper(slice):

total_score = 0.0
count = 0

for word in slice:
word = word.lower()
if word in scores_by_words:

score = scores_by_words[word]
if filter_fun(score):

total_score += score
count += 1

if count == 0:
return 0

return total_score / count

return score_slice_as_avg_of_scored_words_helper

def score(self, slice_size, scored_input_words_df):
sentences = self.book.get_sentences()
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self.scores = list(map(analysis.scoring.score_slice(
scored_input_words_df,
analysis.scoring.TRUE_FILTER), sentences))

return self.scores

The Hurst exponent was calculated using code written
in Matlab.

IV. RESULTS

Statistical properties of sentiment series

Sentiment series for representative examples of lit-
erary texts in English, Spanish, French, and German
are shown in Figure 3. The figures also show the per-
sentence distribution of sentiment scores for those texts.
As can be seen, the average sentiment of those texts is
greater than 0 meaning it’s positive. It is in line with
the analysis of a larger set of texts in mentioned lan-
guages [7][5].A set of relevant statistical parameters of
the distribution of sentiment scores for the collection of
analyzed books is shown in Table I. In any of the ana-
lyzed books the sentiment score of the sentences doesn’t
take extreme values - the minimum is greater than −2
and the maximum is lower than 2.2.
There is no major difference between analyzed lan-
guages. The distribution is skewed left for English,
French, and Spanish. For German the distribution is
symmetric. The kurtosis value is higher than for the
Gaussian distribution, the kurtosis for the Gaussian
distribution is 3, which indicates heavier tails of the
distribution than in the Gaussian case.

Language mean stddev min max skewness kurtosis
English 0.23 0.23 -1.89 2.2 -0.226 6.50
French 0.19 0.20 -1.81 1.89 -0.269 8.06
German 0.21 0.17 -1.66 1.67 0.017 7.54
Spanish 0.36 0.25 -1.91 2.07 -0.22 5.01

TABLE I: Statistical parameters of the distribution of
sentiment in a set of books in a given language.

Determining the Hurst exponents

Figure 4 shows the sample fluctuation functions, as
defined in 3. As it can be seen, the correlations between
sentences with a distance lower than 200 sentences scale
differently than longer-range correlations - there is a
crossover point after approximately 200 sentences. This
means that, after 200 sentences, the sentiment of the
literary text changes.

The type of those correlations can be described by
Hurst’s exponent. There were simulations done to cal-
culate the Hurst exponent for a set of literary texts (100
texts for each language). The values of the Hurst ex-
ponent for short-range correlation (a distance shorter
than 200 sentences) and long-range correlation (a dis-
tance greater than 200 sentences) are shown in Table
II. The Hurst exponent for the long-range correlations
is larger than for the short-range correlations - there
are some short-range trends that are persistent and on
top of them there are few long-range trends with even

Fig. 3: Sentiment series for representative examples of
books in four languages. The figures on the right side il-
lustrate the per-sentence distributions of the sentiment
score for the series under consideration. The deviation
with respect to the Gaussian distribution, drawn as the
red line, towards longer-tailed distributions, is clearly
visible.

higher persistence. The distribution of the Hurst expo-
nent for the analyzed texts is presented in Figure 5.

Short-range (<200 sent.) Long-range (>200 sent.)
Language mean(H) stddev(H) mean(H) stddev(H)
English 0.61 0.04 0.70 0.06
French 0.60 0.03 0.66 0.05
German 0.64 0.04 0.65 0.04
Spanish 0.60 0.03 0.69 0.06

TABLE II: Hurst exponent for all analyzed texts.

As it can be seen, the mean value of the Hurst ex-
ponent is approximately 0.6, which means the senti-
ments are persistent - there is a positive correlation for
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Fig. 4: DFA fluctuation functions for exemplary texts.

Fig. 5: Distribution of the Hurst exponent for all ana-
lyzed texts.

the sentiment. Moreover, Hurst exponent for all of the
books is higher than 0.5 - the range is usually between
0.52 and 0.68. German books present even higher val-
ues for the Hurst exponent.

Surrogate tests

In order to verify the statistical significance of the
present DFA analysis, surrogate tests are required. In
the present case of sentiment series, the surrogate series
were created by drawing randomly (with equal proba-
bility) words from the dictionaries by preserving the
lengths of original texts, the lengths of individual sen-
tences, and the number of words existing in the dictio-
nary for the given language for each sentence. Exam-
ples of sentiment series for those surrogates are shown
in Figure 6 and their distribution of sentiment in Figure
7.

Fig. 6: Examples of sentiment series for surrogates cre-
ated by randomly drawing words from the dictionaries
with the statistical characteristic of the original books
preserved.

Fig. 7: Sentiment distribution for surrogates created by
randomly drawing words from the dictionaries with the
statistical characteristic of the original books preserved.

Calculating Hurst exponent (H) for those surrogates
reveals that the resulting exponents are close to 1/2 -
there is thus no persistence of sentiment for such sur-
rogate texts. The representative fluctuation functions
for this kind of surrogate are shown in Figure 8.

Another obvious type of surrogate is obtained by
shuffling the order of sentences. A comparison of Hurst
exponent between both types of surrogates is shown in
Table III.
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Fig. 8: Examples of fluctuation functions in different
languages for books generated based on real books.

Generated texts Shuffled texts
Language mean(H) stddev(H) mean(H) stddev(H)
English 0.54 0.044 0.52 0.04
French 0.54 0.03 0.51 0.03
German 0.55 0.03 0.52 0.03
Spanish 0.57 0.04 0.53 0.04

TABLE III: Hurst exponent for randomly generated
and shuffled surrogates.

V. CONCLUSIONS

Based on the DFA methodology, the exploratory
study of correlations in the sentiment content through
sentences in literary texts representing four major Eu-
ropen languages (English, French, German, and Span-
ish), as presented in this work, it indicated a quite
universal presence of long-range temporal correlations
of persistent character in the distribution of sentiment
score of the sentences as revealed by the Hurst expo-
nents significantly larger than 1/2. In many cases, such
correlations involve even two components with the scale
cross-over corresponding to distances of about 200 sen-
tences in separation. For distances larger than these
values the correlations preserve their persistent char-
acter and, somewhat unexpectedly, get stronger as re-
flected by even larger values of the corresponding Hurst
exponents. This effect of cross-over may reflect the ex-
istence of global patterns (six types exhausting all pos-
sibilities) of sentiment as postulated in [14]. At the
larger scales such long-term global patterns may con-
stitute the leading factor carrying correlations. The
statistical significance of the above results has been
validated by performing tests on the corresponding sur-
rogate series with correlations destroyed by appropri-
ate randomization. For such surrogate series, the DFA
analysis adopted here results in the Hurst exponents
close to 1/2, thus reflecting the lack of correlations as
it should.
To sum up the present analysis indicates an interest-

ing direction of research. The future work will cover
a more systematic study that would allow more firm
conclusions on what is universal and what system is
specific in the sentiment patterns in literature. In par-
ticular, we plan to apply a multifractal generalization of
DFA (MFDFA) as well as we are going to study cross-
correlations (possibly of the fractal character) between
the time series of sentence length and the correspond-
ing series of the normalized sentiment content. Finally,
we are going to analyze the difference between the lan-
guages in the context of the long-range correlations and
the cross-over.
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ABSTRACT

Sleep disorders are continuously growing in the pop-
ulation and can have a significant negative impact on
everyday life. Economic and non-invasive systems able
to support the diagnosis procedure will be more and
more adopted in the next years. The aim of this work is
to investigate the classification performance of a convo-
lutional neural network, based on a VGG structure, to
identify obstructive sleep apnea events. A recently de-
veloped dataset containing audio signals recorded from
high-quality contact microphones placed on the trachea
of the subjects under study has been adopted to per-
form transfer learning over a pre-trained VGGish net-
work. Spectrogram images have been extracted from
the audio signals to serve as inputs for the classification
process. The importance of the time window selection
has been also investigated and comparisons with other
recent methods proposed in the literature are reported.

INTRODUCTION

Humans spend a third of their life sleeping, so sleep
plays an important role in staying healthy [1]. Unfortu-
nately, the quality of life of several people is affected by
a hidden sleep pathology denoted as Obstructive Sleep
Apnea-Hypopnea Syndrome (OSAHS) [2][3].
OSAHS is generated by the narrowing of the upper

airway, at multiple levels. During awake time the in-
creased muscle tone prevents the upper airways from
collapsing. Reversely, during sleep, the combination
of the extraluminal pressure exerted from surrounding
soft tissue structures and negative intraluminal pres-
sure of the upper airway during inspiration, this can
result in upper airway collapse. Obese subjects can
be affected by a further reduction of the upper airway
caliber causing more severe clinical consequences.
Subjects affected by sleep apnea can decrease their

sleep quality, resulting in drowsiness during the day,
poor memory, an increased risk of accidents owing to
extreme sleepiness and, in general, low productivity. In
more serious cases, in adult subjects, OSAHS can cause
hypertension, coronary heart disease, stroke, arrhyth-
mia, and other diseases while, in infants, it can cause
behavioral disorders and even sudden death [4]. Adults

affected by this pathology have an increased probability
to cause traffic accidents, they usually are affected by
mood swings and depression and, accordingly, OSAHS
has also a not negligible financial and social impact [5].
Nowadays, approximately 6%− 13% of the world pop-
ulation suffer from this disease [6] but 80% of apnea
patients remain undiagnosed [7]. The apnea/ hypop-
nea index (AHI) is used to determine the severity of
OSAHS. The index counts the number of apnea and
hypopnea per hour of sleep. A single apnea is defined
by a drop in the peak respiratory airflow by≥ 90% from
the baseline and the duration of the event lasts at least
10 seconds [8]. OSAHS will be classified as mild if AHI
is in the range [5− 15], moderate if AHI is in the range
[16− 30] and severe if AHI is greater than 30. In order
to evaluate the AHI, patients must undergo a clinical
examination named Polysomnography (PSG), which is
usually conducted in hospitals. PSG records several
bio-signals such as respiratory, heart-beat, movement,
snoring, oxygen saturation, pharyngeal movement, and
others. To obtain all these signals the patients have to
wear a device capable of synchronously recording sig-
nals from several sensors, usually linked to the recorder
device in a wired way. All these cables, sensors and
devices cause discomfort for the patients, typically in
a non-homecare unfriendly experience [9]. As a con-
sequence, not detected wrong OSAHS diagnosis fre-
quently occurs and a high number of OSAHS-affected
patients are untreated [10]. Accordingly, it’s important
to promote the development of equipment and or tech-
nologies able to support the diagnosis of OSAHS in a
more comfortable way [11]. In this work, we investi-
gated the classification performance of a deep convolu-
tional neural network (CNN) based on a Visual Geome-
try Group (VGG) architecture, whose goal is to identify
Obstructive Sleep Apnea Syndrome (OSAS) events by
means of features extracted from a unique audio signal,
recorded during sleep time.

The remaining of the paper is organized as fol-
lows: Section ”RELATED WORKS” introduces re-
lated works; the proposed methodology for apnea event
classification is described in Section ”PROPOSED
METHODOLOGY”, the analysis of the simulation re-
sults is provided in Section ”RESULTS” and finally, the
conclusions are drawn in Section ”CONCLUSIONS”.
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RELATED WORKS

Recently, several researchers focused on sound-based
OSAHS identification. In one of the first works tack-
ling this issue, the authors proposed a classifier of snore
sounds based on spectrogram image analysis performed
by CNNs [12]. They use the Munich-Passau Snore
Sound Corpus as a dataset; it contains 828 snore sam-
ples from four classes which reflect the place of obstruc-
tion causing the snore: Velum, Oropharyngeal, Tongue,
and Epiglottis. Although the snore can be a marker for
OSAHS, the dataset was not annotated accordingly to
the occurrence of apnea episodes.

In [13], the authors proposed a system to identify
OSAHS based on the recording of video and audio of a
patient. Specifically, from the audio signal, the authors
extract three different kinds of features: a mixed set
of features with acoustic and prosodic parameters; fea-
tures obtained by applying WPT to the spectrogram
of the signal and features obtained by applying Non-
negative Matrix Factorization (NMF) to the spectro-
gram of the signal. The overall audio signal recorded
for each patient (16kHz, 16 bit per sample) is divided
into 10 s length segments with an overlap of 5 s. From
each segment of audio sub-segments with a time length
of 5 s and a step interval of 0.5 s were extracted.
The spectrogram of each sub-segment was obtained by
means of a Short Time Fourier Transform (STFT) eval-
uated with 25 ms STFT-window and 12.5 ms incre-
ments. For their experiments and performance evalu-
ation, authors used a proprietary dataset made up of
the recordings of 4 patients on two different nights each
lasting about 480 minutes. Recordings of video and au-
dio were performed synchronized with the signals of a
PSG and, subsequently, they were manually marked
according to 4 different classes: i) central apnea, ii)
obstructive or mixed apnea, iii) hypopnea, and iv) all
the other events that are available from the ground
truth labels. They used as classifiers both Support Vec-
tor Machines (SVM) and Neural Networks (NN). Us-
ing only the audio component, the best performance in
terms of accuracy (99.17%) was obtained using a SVM
as a classifier and NMF features. An inverse 5-fold
cross-validation (CV) (using 1-fold for training and the
remaining 4-folds for testing) was used to obtain the
above-mentioned result.

An OSAHS recognition algorithm based on CNN was
proposed in [14]. The authors use Mel Frequency Cep-
stral Coefficients (MFFCs) as audio features. MFFCs
were extracted using a time window of 40 ms. Three
different architectures of CNNs were considered: VG-
GNet [15], Inception (GoogLeNet) and [16], ResNet
[17]. Performance results, in terms of accuracy on
the same dataset used in [12], were compared with a
baseline algorithm based on a Gaussian Mixture Model
(GMM) classifier. Both the proposed CNN architec-
tures and baselines show very low performance in OS-
AHS classification (always lower than 50%) and, more-
over, it appears not clear how the snore-based dataset
in [12] was annotated according to apnea events.

Authors of [18] and [19] propose a wearable system to

recognize human contexts such as breathing, heartbeat
pattern, and swallowing using audio sensors. Specif-
ically, the proposed device contains two different mi-
crophones: the first one is an open-air mic and the
second one is a contact mic; both mics are housed on
the same body and record audio signals synchronously.
A specific dataset was built to perform an evaluation of
the best positioning of the device and to evaluate the
classification accuracy of five possible audio events cor-
responding to breathing, swallowing, movement, oral
sound and others. The dataset contains the record-
ings of seven healthy people which mimic typical move-
ments and sounds of a sleeping person. From the audio
signal (sampled at 44100Hz) a vector of 28 MFCCs-
based parameters was extracted together with a vector
of 14 parameters built of 10 FFT peaks and 4 statistical
and time-domain features from windows of 1, 2 and 3s
with a step of 0.25s. Vectors were used to train mod-
els based on SVM and Random Forest (RF). A time
frame of 4 minutes of the overall recording length of
5 minutes for each actor was used to train the models
and the remaining 1 minutes was used for tests. Per-
formance results and comparisons were presented both
using data from single microphones and using data ag-
gregation. Although the work shows the potential of
the proposed wearable device and its better position-
ing on the patient body in order to increase the record-
ing quality, classification results performed on a small
mimed dataset and without a suitable OSAHS annota-
tion, constitute two major drawbacks in order to prove
the goodness of this approach for the OSAHS classifi-
cation topic.

In 2021, an open and freely available dataset, com-
prising 212 polysomnograms along with synchronized
high-quality tracheal and ambient microphone record-
ings was released [20]. The whole dataset was manually
annotated by medical experts according to “respira-
tory” episodes, which include among others all apnea-
related episodes of a specific type: “Obstructive Ap-
nea”, “Central Apnea”, “Mixed Apnea” and “Hypop-
nea”. Accordingly, this dataset represents an impor-
tant milestone to evaluate and compare the perfor-
mance of OSAHS classifiers, and, specifically, OSAHS
classifiers based on audio signals recordings.

In this paper, we exploited this dataset in order
to propose an OSAHS classification approach based
on CNNs. Specifically, we used a pre-trained net-
work based on a VGGish model which is often adopted
in sound classification tasks. We evaluated perfor-
mance comparing results obtained by our approach ver-
sus already proposed techniques in literature, which
are based on different features and classifiers. Con-
sequently, the main novelties of this work consist in:

• the use of a pre-trained CNN based on a VGGish
model adopting as inputs the mel-spectrograms ex-
tracted from audio signals to perform OSAHS classi-
fication;
• the use of a freely available dataset, recently devel-
oped, specifically and independently marked for OS-
AHS, for performing training, validation and test and
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performance comparisons of the considered classifica-
tion approaches;
• the impact of the time window length selected for the
input data on the classification performance.

PROPOSED METHODOLOGY

Deep neural networks for audio processing

In the last years the drastic progress in terms of com-
putational power, mostly related to the introduction of
massively multi-core GPUs, pushed towards the use of
deep learning techniques to develop classification and
regression networks applied in many different domains
[21]. Machine learning approaches were widely applied
both in the fields of signal processing and telecommu-
nications networks [22][23][24][25][26][27]. Sound clas-
sification and recognition are one of the investigated
research fields including applications to music classifi-
cation [28][29][30][31], speech recognition [32], predic-
tion maintenance and others.

In this work, among the different solutions available
in the literature, a convolutional network based on the
VGG family introduced by Google was considered. it
was introduced in 2014 as an evolution of Alexnet. The
peculiar characteristics consist of the presence of the
ReLU activation function and the use of small recep-
tive fields in the convolutional filters (i.e., 3×3). This
model was originally adopted for image processing and
subsequently used by Google in 2017 on audio signals.
The training was performed on a large YouTube dataset
[33].

The pre-trained network contains 24 layers among
which nine layers present learnable weights: six convo-
lutional and three fully connected layers. The input
provided to the VGGish consists of a series of mel-
spectrograms obtained by decomposing the audio sig-
nals in a series of overlapped time frames. Due to the
availability of small datasets related to the applica-
tion in exam, it is not possible to train a CNN from
the scratch, instead, a transfer learning approach can
be adopted. The pre-trained VGG is then considered.
In particular, this network provides in output a 128-
element feature vector for each input pattern that can
be extracted from the last fully connected layer. Intro-
ducing a final fully connected layer followed by softmax
and classification layers on top of the network, it is pos-
sible to develop a classifier to distinguish the presence
of apnea events from the audio signals. Following the
transfer learning methodology, the network needs to be
fine-tuned on the available dataset, specific to the case
of study considered. This process was performed by
increasing the learning rate factor for the newly added
learnable layers by a factor of ten, to guarantee that
the learning process is faster in the new layers than in
the transferred ones that are only fine-tuned.

The block scheme of the proposed architecture is de-
picted in Fig. 1.

The first block identifies the dataset used to train,
test and validate the proposed system. It is built start-
ing from the sound data and, specifically, collecting and
splitting the audio excerpts into training, validation

and testing subset. The pre-processing block permits
to obtain the inputs of the subsequent classification sys-
tem. It splits the audio excerpts in overlapping frames
of a specific time-length and evaluates the mel spec-
trogram for each frame; moreover, the audio excerpts
are arranged in overlapping windows of a specific time-
length and the Mel-based spectrogram is evaluated in
each window. Each spectrogram contains the time-
frequency representation of a short-time audio window
and it is stored as a matrix of specific dimension. Ac-
cording to the length of the audio excerpts and to the
time step with which each window is extracted, a spe-
cific number of matrices is obtained. The last block
consists of two sub-blocks: the first one contains the
original layer of the pre-trained VGGish CNN; the sec-
ond one contains the output layer introduced in order
to classify the input matrices according to the OSAHS
outcomes. Both the sub-blocks are used in training and
validation/testing steps in a different way. During the
training step the parameters of the VGGish pretrained
network are tuned in order to identify features in the
matrices which higlight the differences between those
obtained from sounds captured when the patients are
affected by obstuctive apnea and those obtained from
sounds captured during no apnea conditions. At the
same way, at this step, the parameters of the classifi-
cation layer are tuned to maximize an index of perfor-
mance of the classification goodness of the feature vec-
tors coming from the last layer of the VGGish CNN ac-
cording to the two output classes. In validation/testing
step these two sub-blocks are simply used in order to
obtain the outcome of the classification using the tuned
parameters in the training step.

To evaluate the performance of the proposed archi-
tecture, we analyzed the confusion matrices consider-
ing positive samples corresponding to apnea events and
negative others. Following this definition, we can iden-
tify, comparing the true and the predicted classes, the
true positive (TP), true negative (TN), false positive
(FP) and false negative (FN) outcomes that are used
to calculate the performance indexes as follow:

• Precision: the ability to properly identify positive
samples P = TP

TP+TN ;
• Recall: the fraction of positive samples correctly
classified R = TP

TP+FN ;
• Specificity: the fraction of negative samples cor-
rectly classified S = TN

TN+FP ;
• Accuracy: the fraction of predictions correctly clas-
sified A = TP+FP

TP+FP+FN+TN ;
• F1 score: the harmonic mean between precision and
recall F1 = 2× P×R

P+R .

OSAHS Dataset

As described in [20], data were collected from 212 in-
dividuals, who visited the Sleep Study Unit of the Sis-
manoglio – Amalia Fleming General Hospital of Athens
for SAS diagnosis. Audio signals were acquired and
stored by means of a dual-channel portable multitrack
recorder (Tascam DR-680 MK II) and synchronized
with PSG. One of the channels was connected to a con-
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Fig. 1. Block scheme of the proposed method

tact microphone (Clockaudio CTH100) placed on the
trachea of the patient. The second channel was con-
nected to an ultra-linear measurement condenser mi-
crophone (Behringer ECM8000) placed approximately
1 m above the patient’s bed, over the head position.
Both sound signals are sampled at 48 kHz and orig-
inally stored using 24-bit per sample. In order to
store audio signals synchronized with other PSG sig-
nals in European Data Format (EDF), the number of
bits per sample was reduced to 16. PSG data consists
of 16 channel including Electroencephalogram, Elec-
troculogram, Leg movement signal, Electrocardiogram
(ECG), RR interval in the ECG, pulse rate extracted
by the ECG, thoracic volume changes, abdomen vol-
ume changes, nasal/oral flow pressure, the position of
the body, oxygen level (oxygen saturation) of the blood.
PSG study is performed by the health specialists of the
Sleep Study Unit of the Sismanoglio – Amalia Flem-
ing General Hospital of Athens. For each patient, sleep
stages and apnea events are scored by two specialists:
a certified technician performs first-level scoring and a
30-year-experienced and certified doctor performs final
scoring, with verification of the true positive annotated
events and addition of missed events.

Specifically, in our experiments, we only used the
audio signals recorded from the high-quality contact
microphone placed on the trachea of the first 25 pa-
tients. “Respiratory” type annotations were used as
a reference and, in particular, they were grouped in
a unique class named “Apnea” including “Obstructive
Apnea”, “Central Apnea” and “Mixed Apnea”, “Hy-
popnea” events were excluded due to their nature of
respiration frequency reduction. We extracted 15 s of
audio starting from the position addressed by each “ap-
nea” annotation from each recording of the considered
patients. We obtained globally 430 excerpts of au-
dio. In order to build a balanced dataset we collected
for each excerpt annotated as “apnea” a correspond-
ing piece of audio (extracted from the same recording),
lasting 15 s, which, in reverse, does not contain annota-
tions belonging to the “apnea” class. Globally, the con-
sidered dataset contains 860 non-overlapped excerpts of
audio. Accordingly to the format of input required by

VGGish, we extracted mel-spectrograms from each ex-
cerpt of audio each representing 1 s of audio and with
a step of 0.25 ms. Each spectrogram was evaluated as
a matrix of 96x64 values: 96 is the number of 25 ms
frames in each mel-spectrogram and 64 represents the
number of mel bands spanning from 125 Hz to 7.5 kHz.
A performance comparison of our approach was con-
ducted versus [13]. In current research literature, ana-
lyzed in section “RELATED WORKS”, and to the best
of our knowledge, [13] seems to be the most promis-
ing approach about OSAHS classification. Accordingly,
from the same excerpts of audio, we extracted features
obtained applying NMF to the spectrogram of the sig-
nal, as described in [13], since the authors have shown
that this set of parameters guarantees the best results
among those proposed.

RESULTS

A 5-fold cross-validation approach was used to train
and test the performance of the proposed approach.
After a preliminary optimization of the hyperparame-
ters, we finally trained the VGGish networks using the
Adam optimizer, a mini-batch size equal to 512 and a
maximum number of epochs equal to 5. To determine
the output class for the sequence of time windows be-
having to the same audio block, every single prediction
was combined using a majority-rule decision. Fig. 2
shows the confusion matrix chart with column (class-
wise precision) and row (class-wise recall) summaries
obtained over the 5 folds. The obtained performance is
balanced in terms of precision and recall and exceeds
the 95% of accuracy.
In order to compare and evaluate performance re-

sults, we trained two different binary SVM classifiers as
a baseline. The former (SVM1) was trained and tested
using a unique vector obtained as proposed in [13]. The
latter (SVM2) was trained using vectors obtained by
each sub-segment lasting 5 s with 0.5 s increments as
inputs and, subsequently, we applied a majority-rule
decision to classify the entire excerpts. We show the
confusion matrix chart for both baseline approaches in
figs. 3-4.
Table I compares all performance indexes for the con-
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Fig. 2. A confusion matrix chart was obtained for the proposed
VGGish-based approach.

Fig. 3. A confusion matrix chart obtained adopting the SVM1
baseline approaches

sidered approaches. The proposed VGGish classifier
outperforms SVMs for every considered parameter and,
moreover, the modified version of the SVM approach
(row SVM2) gives better results than the original one
proposed in [13] (row SVM1). This result indicates that
the classification of single time frames is preferable in-
stead of a unique feature vector even in the presence of
simple consensus methods.

We also analyzed the classification performance vary-
ing the size of the excerpts in a range of [5− 15] s. As
can be noticed by analyzing Fig. 5, both VGGish and
SVM2 show an increase of the F1 parameter until the
excerpt sizes reach values around 10 s. Exceeding this
threshold the F1 parameter maintains almost constant
or, in VGGish case, decreases. The range of variations
appears very small overall range for both approaches.
This result demonstrates that the proposed method
shows a limited reduction of performance (lower than

Fig. 4. A confusion matrix chart obtained adopting the SVM2
baseline approaches

1.5%) if a 5s time window is considered whereas the
SVM-based approach presents a degradation of about
5%.

Fig. 5. Trend of the F1 index when the size of the excerpts used
to perform classification changes within the range of [5− 15] s.

CONCLUSIONS AND FUTURE WORKS

The obstructive sleep apnea identification through
audio signal processing was investigated by comparing
the state-of-the-art methods based on the SVM classi-
fier with the proposed CNN-based solutions developed
using a transfer learning strategy on a VGGish network
pre-trained using a large general-purpose audio dataset.
The proposed network, receiving in input the audio
spectrogram of recorded audio signals from a recently
collected dataset, extracts 128 features that are used
to classify apnea events. Several performance indexes
were reported to compare the VGGish network with
other solutions showing that the classification of single
time frames with a majority-based consensus method is
preferable if compared to the processing of a unique ag-
gregated feature vector. Moreover, the degradation of
performance when changing the analyzed time window
was investigated showing that the VGGish solution is
more resilient at shorter time intervals, up to 5 s than
the other approaches compared.

As future work we planned: 1) to investigate per-
formance of others CNN-based classifier on the same
dataset (like the pre-trained YAMNet neural network);
2) to extend the dataset used both for training and
testing the classifiers adding new patients; 3) to train
and test classifiers which are capable to operate with
the sounds captured by the environmental microphone
of the dataset. If the performance of this latter system
will be acceptable, the development of a prototype of a
simple system capable to support a preliminary diag-
nosis of OSAHS can start. This kind of system can, for
example, run as an application on patient smartphone,
capturing environmental sound during the night, and it
can permit the preliminary diagnosis of OSAHS with-
out the need of complex and annoying PSG recording
systems.
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ABSTRACT

This paper presents the ANN-based algorithm for
data-driven optimal control of desulfurization of the
flue gases from Coal Power Plants. We have proposed
the NARX recurrent neural network with experimen-
tally selected feedback connection length as the black
box model for the first stage of the control process.
Then simple brute force algorithm was used to find
the optimal level of the reagent added into the system
to keep the SOX concentration outlet below the as-
sumed level. This procedure was designed for a known
level of SOX concentration inlet. The proposed ap-
proach was tested on real data collected from the se-
lected Coal Power Plant in Poland. The simulation that
was made confirms that such an approach is effective
for coal power plants to increase their energy efficiency
and meet the appropriate environmental standards.

I. INTRODUCTION

Sulfur oxides pollute the air and have a negative im-
pact on human health [1] and ecosystems [2]. Desulfur-
ization of flue gases with SOX (SO2 and SO3) emissions
is one of the main challenges for the energy industry.
The main source of sulfur dioxide emissions is the com-
bustion of coal for energy production. In Poland, half
of the SOX emissions are attributed to the energy in-
dustry (according to the national report [3]). The re-
duction in the amount of SOX emissions is linked to
Poland’s accession to the European Union and compli-
ance with the Industrial Emissions Directive on emis-
sion limits. Current standards allow emissions from flue
gas desulfurization plants at 200 mg/Nm3.
This study aimed to develop a nonlinear autoregres-

sive exogenous Neural Network model (NARX ANN)
learned from industrial field data of the process of semi-
dry flue gas desulphurization with soft-burned quick-
lime. The required quantity of reagent (CaO) for the
purification of sulfur discharges produced by a Coal
Power Plant was forecasted. Our objective pertains

to the enhancement of technological processes with the
aim of optimizing reagent consumption, which leads to
a reduction in own costs but also affects the protection
of the environment.

II. PROBLEM FOMULATION

The control problem for the flue gas desulfurization
is based on the fact that SOX emissions depend on two
factors: the level of SOX concentration inlet and the
amount of the reagent added to the working system,
see tab. 1, and fig. 1. The more reagents added the
less SOX concentration outlet is produced. However,
adding more reagents results in an increase in the cost
of the process. Moreover, the SOX concentration out-
let must be kept below a certain level, given by inter-
national norms and standards. Optimal Control of the
Flue Gas Desulphurization for Coal Power Plants may
be formulated as follows:

• SOX concentration outlet(reagent amount) < SOX

concentration outlet critical value;
• reagent amount → min.

For solving this problem data-driven approach was
adopted. It does not require modeling the system us-
ing closed mathematical formulas. Instead, ANN (arti-
ficial neural network) was used as the black-box model
for the dependence between SOX concentration outlet,
SOX concentration inlet, and reagent amount. ANN
was trained to predict the level of SOX concentration
outlet (ANN targets) based on reagent amount SOX

(first element of ANN input) and SOX concentration
inlet (first element of ANN input).

Data variable name
reagent inputca

SOX concentration inlet inputs
SOX concentration outlet outputso2

TABLE 1: Considered data description and variables
used in Matlab simulation

The next stage is to use the trained ANN as the black
box model for the simulation of the working system and
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Fig. 1: Flue Gas Desulphurization for Coal Power
Plants schema

Fig. 2: The nonlinear autoregressive network with ex-
ogenous inputs (NARX), a recurrent dynamic network,
with feedback connections enclosing several layers of
the network

the prediction of the amount of the reagent for the given
level of SOX concentration inlet. The aim is to deter-
mine the impact of different reagent amounts on the
level of a SOX concentration outlet. Based on those
simulations, the system may be controlled for the next
stage of operation. For this aim, the nonlinear autore-
gressive network with exogenous inputs (NARX), see
fig. 2, a recurrent dynamic network with feedback con-
nections enclosing output and input layers, was used,
[4]. Such ANN is reported to obtain very good results
in time-series modeling. To verify the quality of model-
ing, the mean squared error (MSE) and R coefficient of
variation were used for the learning and testing process
separately, [5]:

MSE =
∑

k=1,...,K

(ANNtarget(k)−ANNoutput(k))
2/K

(1)
and the meanErr, the mean absolute of the testing

errors obtained from the testing process:

meanErr = (2)

meank=1,...,K |ANNtarget(k)−ANNoutput(k)| (3)

where k = 1, ...,K denotes the kth sample from the
training/validation/testing set.

III. RELATED WORK

There are several methods using different absorbents
to flue gas desulfurization, of which the most popular is
limestone for economic reasons [6]. Taking into account
the sorbent dosing method, as well as the reception
of the product formed during flue gas desulfurization,
calcium-based methods are classified as dry, semi-dry,
and wet. These methods use the reaction between cal-
cium oxide and sulfur dioxide to reduce SOX emissions
[7]. The industrial process that combines CaO to re-
duce pollutant emissions from the Coal Power Plant
is described below. Acidic pollutants from flue gases
are removed by introducing hydrated or burnt lime
Ca(OH)2. This lime reacts with sulfur dioxide (SO2)
and hydrogen chloride (HCl) to form hydrated calcium
sulfate (CaSO3) and calcium chloride (CaCl2), which
are then transported by the gas flow:

SO2 +Ca(OH)2 → CaSO3 · 0, 5H2O+ 0, 5H2O (4)

2HCl + Ca(OH)2 → CaCl2 · 2H2O (5)

Dry and semi-dry methods produce desulfurization
product in a dry state, called End Product. In semi-dry
methods, the temperature has a significant impact on
the product state. Wet methods result in a suspension
or slurry. Due to its higher efficiency and lower costs,
the semi-dry method is the most commonly used in the
energy industry [8]. At the same time, the effective-
ness of SOX removal is complex and depends on many
factors. The reactivity of the calcium-based sorbent
is variable. The process, as an exothermic reaction,
depends on changes in temperature, humidity, and the
contact time of the sorbent with SOX [9]. Modeling the
desulfurization process can be useful in predicting and
assessing the impact of parameter changes on its effi-
ciency, diagnosing problems, and, of course, predicting
emissions under changing conditions. Modeling these
elements optimizes the sulfur removal process and, in
practice, serves to minimize SOX emissions into the at-
mosphere. Modeling the desulfurization process can be
useful in predicting and assessing the impact of param-
eter changes on its efficiency, diagnosing problems, and,
of course, predicting emissions under changing condi-
tions. Modeling these elements optimizes the sulfur
removal process and, in practice, serves to minimize
SOX emissions into the atmosphere. The choice of the
appropriate modeling method depends on the adopted
goal, process scale, data availability, computing power,
and time. In the literature, one can find models based
on kinetic equations directly related to the calcium sor-
bent - SOX reaction [10], [11] flue gas flow simulations
[8], [12] and machine-learning based models [13], [14].
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It is worth noting that models based on kinetic equa-
tions do not take into account the many variables af-
fecting the desulfurization process and are difficult to
implement for changing process conditions. Flow sim-
ulation requires consideration of equipment geometry,
adequate knowledge, and significant computational re-
sources. Simple regression models are easy to imple-
ment but less accurate as they do not consider the pro-
cess dynamics. An alternative solution that takes all
these elements into account is machine learning models.
Regarding the availability of process data, the results
obtained by these methods are also more realistic.

IV. ALGORITHM FOR CALCULATING
THE IMPACT OF REAGENT INTO SO2

CONCENTRATION OUTPUT

The algorithm for finding the optimal level of reagent
for the Kth consecutive step of the plant operation was
formulated as follows:

• Set outputcriticalso2 critical value for SOX concentra-
tion outlet, set the number N of possible values of
inputca (reagent) to be examined, set the optimal
inputoptca as max{inputca(k), k = 1, 2, ..,K − 1} the
maximum amount of reagent added to the system for
k = 1, 2, ..,K−1. Denote the NARX last memory state
of the depth d [outputso2(K − 1), ..., outputso2(K − 5)]
by MEMd(K − 1)

• Train/Validate/test Narx with all samples k < K

• Retrieve NARX weights and the meanErr

• Set Kth value of the inputs(K) of the new amount
of SO2 concentration inlet

• For i=1,2,..N calculate the
ANNoutput(K) =
ANN(inputca(i), inputs(K),MEMd(K − 1))
if ANNoutput(K) +meanErr < outputcriticalso2 set
inputoptca =min(inputca(i), input

opt
ca )

V. NUMERICAL SIMULATION

A. NARX training and testing

The analyzed data were collected from 29.12.2019
(00:00:00) until 10.01.2020 (23:43:00) every minute.
That resulted in 18706 observations; see tab.2 and fig.3.

Variable name min max units
inputca 0 1945 kg

inputs 0 2401 mg/Nm
3

outputso2 0 1388 mg/Nm3

TABLE 2: Considered data range and units used in
simulation

All the data were consecutive in time measurements.
We denoted inputca(k) as the kth consecutive measure-
ment of the variable inputca.

Fig. 3: Data collected from the system: SOX concen-
tration outlet, SOX concentration inlet, reagent level

After the introductory test nonlinear 2-15-1 au-
toregressive exogenous Neural Network model (NARX
ANN) with sigmoidal activation functions in the hidden
layer and linear activation function for the output. Five
(d=5) autoregressive units were selected as the NARX
memory depth.
Inputs and targets for NARX ANN were introduced

as:
ANNinput(k) = (6)

[inputca(k), inputs, outputso2(k−1), ..., outputso2(k−5)]
(7)

ANNtarget(k) = [outputso2(k)] (8)

for k=1,2,....K-1 (K=18706). 70% of data was ran-
domly taken for NARX training, 15% for validation,
and the remaining 15% for testing. The NARX model
was trained by three concurrent methods: Leven-
berg–Marquardt algorithm, Bayesian Regularization,
and a scaled conjugate gradient algorithm in Matlab
environment, [16], see tab. 4, 3. The obtained results
for best selected NARN ANN are shown for selected
data samples from the testing set, see fig. 4-7.

MSE LM Bayes SCG
Training 104.59 96.67 206.29
Testing 102.03 126.86 211.34

TABLE 3: The results of NARX ANN, Mean Squared
Error for training and testing sets

R LM Bayes SCG
Training 0.9942 0.9949 0.9905
Testing 0.9950 0.9929 0.9867

TABLE 4: The results of NARX ANN, the correlation
coefficient for training and testing sets
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Fig. 4: Chosen results of NARX testing, predicted and
measured SOX concentration outlet level

Fig. 5: Chosen results of NARX testing, predicted and
measured SOX concentration outlet level

B. Finding the value of reagent consumption

The simulation was made as follows:

• outputcriticalso2 =130 critical value for SOX concen-
tration outlet, N=201 of possible values of inputca
(reagent) to be examined, that is inputca ∈ [0, 1350]
set the optimal inputoptca as max{inputca(k), k =
1, 2, ..,K − 1} = 1945 the maximum amount of reagent
added to the system for k = 1, 2, ..,K − 1.

• Train/Validate/test Narx with all samples k < 18706

• Retrieve NARX weights and the meanErr = 7.53

• inputs(18706) = 1406 of the new amount of SOX

concentration inlet

• For i=1,2,..201 calculate the

Fig. 6: Chosen results of NARX testing, predicted and
measured SOX concentration outlet level

Fig. 7: Chosen results of NARX testing, predicted and
measured SOX concentration outlet level

ANNoutput(18706) =
ANN(inputca(i), inputs(18706),MEMd(18706− 1))
if ANNoutput(18706) + 7.5 < 130 set
inputoptca =min(inputca(i), input

opt
ca )

The best-selected reagent level obtained from the above
simulation was 550 kg. The predicted SOX concentra-
tion outlet for SOX =1406 for different levels of regent
in the range [200, 1200] is depicted in fig. 8. As we
can see, adding more reagents results in decreasing the
SOX concentration outlet level. However, the simula-
tion detected nonlinear behavior in the interval [800,
900] kg. The possible origins of this anomaly should be
investigated in the next stage of the research. Poten-
tial causes of this in the context of the desulfurization
process could be the chemical and physical properties
of the reagent, process conditions (such as changes in
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temperature, humidity, or flue gas flow rate), or con-
tamination of the reagent, for example, by ash. All of
these factors can affect the effectiveness of SOX removal
[17]. We have set the critical threshold at 130 mg/Nm3

because Poland is required to lower its emissions to
that level by 2030. Considering the critical level 130
and taking into account the mean NARX error equals
7.5, the lowest save level of the reagent should result in
SOX concentration outlet equal 122 mg/Nm3. For this
level, the reagent level simulated by NARX ANN shows
strongly decreasing behavior. Therefore the solution to
the minimalization problem is singular.

Fig. 8: Predicted SOX concentration outlet for selected
SOX concentration inlet equal 1406 mg/Nm3 for differ-
ent levels of reagent in the range [200, 1200] kg

VI. CONCLUSIONS

In this paper, we presented data-driven modeling
techniques using a nonlinear autoregressive exogenous
Neural Network model. The data pertaining to the pro-
cess originated from the flue gas desulfurization coal
power plant.
Results indicate that:

1. NARX ANNs can therefore be used to build models
of the semi-dry desulfurization process, used in prac-
tice for optimizing reagent consumption reaching in our
case a coefficient of determination of up to 99% for the
efficiency. In our opinion, further research should focus
on optimizing the performance of NARX ANN models.
2. The obtained forecasts indicate the possibility of
more efficient use of sorbent in the semi-dry desulfu-
rization process.
3. By reducing the amount of reagent used in a process,
Power Plants can save money on reagent purchases and
reduce their overall water and electricity usage. This,
in turn, can help to reduce the environmental impact
of the process, as well as the costs associated with end
product utilization. Indirectly, lower media usage de-
creases CO2 emissions.
4. Thanks to process optimization, coal power plants
can increase their energy efficiency and reduce the costs
associated with maintaining appropriate environmental

Symbol Description
ANN artificial neural network
NARX autoregressive exogenous ANN
MSE mean squared error
R coefficient of variation

meanErr mean absolute of testing errors
inputca reagent
inputs SOX concentration inlet

outputso2 SOX concentration outlet
outputcriticalso2 critical val. SOX concentration outlet

k measurement number
ANNoutput(k) output of ANN for the k input
ANNtarget(k) true value of outputso2(k)

ANN(x) output of ANN for the x vector input
K − 1 the last data used for NARX training

d the depth of NARX network memory
MEMd(K − 1) [outputso2(K − 1), ..., outputso2(K − d)]

K the data for the control
SOX SO2 and SO3

TABLE 5: Numenclature

standards. Further investigations may involve the use
of other process control variables - for example, opti-
mization of process temperature and water consump-
tion.
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ABSTRACT

Cloud platforms offer not only the capacity to fa-
cilitate effective and scalable services for third-party
applications and business solutions, but also present
an opportunity to implement intricate disaster recov-
ery strategies. For instance, a Chief Technical Officer
may opt to maintain operations on private systems in
order to effectively manage costs, privacy, and secu-
rity, while leveraging at the same time the cloud as an
autonomous and immediate disaster recovery support.
This objective can be achieved by building a second leg
of the IT system that functions as an online cold or hot
spare, manages workload peaks, or handles a portion of
the workload under normal conditions. To assess the
cost-effectiveness of such solutions, appropriate models
are essential to examine the trade-offs and explore the
parameter space of possible alternatives.

The contribution of this paper is twofold. Firstly,
it defines a multiformalism model for the design and
evaluation of cloud-based recovery setups; secondly, it
studies the time and the effects of transient manage-
ment on costs, including losses due to a decreased ca-
pacity to serve requests.

INTRODUCTION

The utilization of information systems composes the
cornerstone of operations for a significant proportion
of enterprises, ranging from those of a modest scale
to those of a much larger scale. Ensuring the conti-
nuity of business operations represents a primary con-
cern for system administrators and Chief Technical Of-
ficers, given that any service outage may result in losses
and additional costs arising from associated damages.
Consequently, disaster recovery strategies need to be
devised and implemented, encompassing the requisite
hardware, appropriate software, and skilled personnel.
Notably, the cloud has emerged as a promising alter-
native, offering disaster recovery services that are pro-

vided by third-party entities in an ”as-a-service” for-
mat.

Various commercial offers are available that encom-
pass different tiers of service levels, ranging from all-
inclusive solutions in which the responsibility for plan-
ning, managing, implementing, maintaining, and ad-
ministering disaster recovery is assumed entirely by the
cloud vendor, to solutions in which complete control
and decision-making power are retained by the enter-
prise, thereby providing maximum flexibility. Between
these two extremes, a diverse range of degrees of the
delegation is accessible. The selection of an appropri-
ate solution is contingent on various factors, including
the specific requirements of the business, internal ex-
pertise, the desired level of investment in IT technol-
ogy, performance requirements, management approach,
and scale.

Cloud-based disaster recovery involves the replica-
tion or partial execution of certain components of the
in-house IT architecture in the cloud. At a minimum,
this entails the replication of data, while at the other
end of the spectrum, a comprehensive replica that can
be invoked in the event of a main system failure repre-
sents a maximal choice. Intermediate options include
the use of active Virtual Machines (VMs) in the cloud
to manage workload peaks that surpass the capacity of
the system, effectively serving as a permanent exten-
sion of the original system.

Irrespective of the selected strategy, cloud-hosted re-
sources must be synchronized with the original system,
with VMware solutions, for example, ensuring that the
state of the cloud-based system is harmonized with
the original system using a ”Recovery Point Objective”
(RPO) that, at worst, corresponds to the state of the
original system up to 30 minutes before. As a conse-
quence, this necessitates a continuous connection and
the presence of active or inactive cloud resources, as
well as hot or cold storage that are triggered in differ-
ent ways depending on the chosen strategy, with vary-
ing associated costs.

Cloud-based disaster recovery can be implemented
for either internal systems or those that provide services
to customers and generate value due to external access.
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For the sake of clarity, this paper focuses on the latter
case.

The utilization of multiformalism modeling method-
ologies relies on the amalgamation of constituents that
are defined via multiple modeling languages or for-
malisms. This approach has two distinctive features.
Firstly, it enables the modeler to utilize different for-
malisms to model various subsystems, which facilitates
the selection of a more suitable or recognizable lan-
guage, thereby reducing the learning curve or conform-
ing to the user’s preferred abstraction. Secondly, from
the perspective of the solution, selecting an appropriate
combination of formalisms entails the accurate align-
ment of model concepts with solver primitives, leading
to an improved fit for the problem.

This study proposes a multiformalism modeling ap-
proach that facilitates the assessment of trade-offs be-
tween organizational choices and associated costs, in-
cluding potential losses, to facilitate the design of cloud-
based disaster recovery solutions. The paramount ob-
jective is to provide system administrators and Chief
Technical Officers with a quantitative tool that em-
powers them to make informed decisions and formulate
strategic plans as business requirements and workload
dynamics evolve over time.

The paper is organized as follows: following the in-
troduction, the scientific literature is reviewed and a
reference ICT architecture is presented. Then, the au-
thors discuss a model of the considered scenario and
a simple case study. Finally, the conclusions close the
paper.

RELATED WORK

Evaluating cloud disaster recovery can be rather
complex, as it depends on different factors. For in-
stance, the cloud model can be public or private, re-
flecting considerable differences in costs ([Chang et al.,
2019], [Dreher et al., 2017]), or even hybrid (see
[Malawski et al., 2013] for a full evaluation). With re-
gard to disaster modeling, [Miles et al., 2019] present
an overview of the scientific literature by examining the
following perspectives: i) resource-constrained model-
ing, ii) machine learning, iii) dynamic economic im-
pact modeling, iv) system dynamics simulation, v)
agent-based simulation, vi) discrete-event simulation,
vii) network modeling, and viii) stochastic simulation.
The latter is described in terms of models performing
sampling-based techniques and the exploitation of ran-
dom variables, varying in space and in time, and chang-
ing their values according to probability.

A study of stochastic modeling of cloud disaster re-
covery is provided by [Andrade et al., 2017]. The au-
thors define the concept of cloud disaster recovery and
the need for stochastic modeling to estimate the like-
lihood and impact of potential disasters. Different ap-
proaches to stochastic modeling, including Markov pro-
cesses, queuing theory, and simulation are taken into
account and compared.

[Lenk and Tai, 2014] review a Markov Chain model
for cloud disaster recovery taking into account the cost

and time associated with different recovery options.
The authors provide a model that can be used to make
informed decisions about the appropriate disaster re-
covery strategy for a given cloud-based system. In
particular, a discrete-time Markov Chain to model the
state transitions of the cloud system is adopted. Each
state denotes a particular system configuration, such
as the system running normally, experiencing a par-
tial or complete failure, or undergoing a recovery pro-
cess. Furthermore, a method for optimizing the disas-
ter recovery strategy using the Markov Chain model is
proposed. Finally, the authors deploy a dynamic pro-
gramming technique to determine the optimal recovery
strategy based on the current system state and the ex-
pected cost and time of each recovery option.

[Silva et al., 2014] propose a Stochastic Petri Net-
works (SPNs) as a simulation model to evaluate the
survivability of cloud computing systems in the pres-
ence of disasters. The proposed framework considers
different factors, such as system availability, data loss,
and recovery time, to evaluate the survivability of cloud
computing systems. The use of SPNs allows for the
modeling of complex systems, including cloud comput-
ing systems, by representing system states and transi-
tions in a graphical manner. SPNs and fault-injection
experiments [Mendonça et al., 2018] can be used to
evaluate availability related metrics such as steady-
state availability and downtime. Furthermore, [An-
drade and Nogueira, 2019] use a similar approach for
evaluating cloud-based data recovery solutions for IT
environments. In [Nguyen et al., 2018], the authors
avoid the space state explosion by using hierarchical
modeling techniques based on stochastic reward net-
based models.

Scientific literature offers numerous contributions
concerning dedicated stochastic modeling tools based
on the notion of multiformalism. For example,
SHARPE (Stochastic Hierarchical Analysis for Reli-
ability Performance Evaluation) [Trivedi, 2002] is a
tool for reliability analysis and performance evalua-
tion of computer systems. The SHARPE tool is de-
signed to model and analyze complex systems that
have a hierarchical structure and stochastic behav-
ior. SMART (Stochastic Model-Checking Analysis and
Random Testing) [Ciardo, 2006] is a tool for the analy-
sis of stochastic models. The SMART tool is designed
to provide both model-checking and random testing ca-
pabilities for the analysis of complex stochastic sys-
tems. Möbius [Deavours et al., 2002] is a modeling
language to allow users to specify the behavior of a sys-
tem at a high level of abstraction, while still providing
the necessary detail for accurate performance analysis.
A graphical interface allows users to visualize and edit
models, as well as perform the simulation and analysis
tools, which can be used to evaluate the performance
of a system under a variety of different scenarios. Os-
MoSys [Vittorini et al., 2004] is an integrated tool en-
vironment for stochastic modeling and simulation. The
authors describe the various components of OsMoSys,
including its modeling language, simulation engine, and
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visualization tools. They also discuss the features and
capabilities of the tool, including its ability to support
both discrete-event and continuous-time simulations, as
well as its support for hierarchical modeling.

THE ICT INFRASTRUCTURE

The reference architecture which is taken into ac-
count for the evaluation is depicted in Fig. 11, and may
be defined as one of the best practice in the field of Dis-
aster Recovery as a Service (DRaaS). In particular, this
work considers a service implemented using VMware
Cloud Disaster Recovery, which is an on-demand dis-
aster recovery and ransomware recovery service pro-
viding an easy-to-use and a cost-saving Software-as-a-
Service Solution. The service is organized as follows:
the VMs of the system to be protected are replicated
in remote instant power-on VMs and by implement-
ing them to a target VMware Cloud on AWS (Amazon
Web Services) Software Defined Data Center (SDDC)
on VMware Cloud on AWS. The system can be used as
a fast-recovery replica minimizing the service downtime
or, as another option, in case of a successful ransomware
attack, as an isolated recovery environment (IRE) in
which one can inspect, analyze, and repair snapshots
of infected VMs in which it is possible to restore the
service to a production environment by selecting the
most recent non-corrupted replica.

Fig. 1: The reference architecture

The network connection between the system and the
AWS cloud service may be achieved using three differ-
ent technologies:

• usual Internet connectivity, with very low costs
but suffering from latency and security issues;
• IPSec VPN connection, with low bandwidth but
a sufficient level of security, although not recommended
for production environment;
• AWS Direct Connect, which is a dedicated AWS
connection service that may guarantee high bandwidth
(up to 100 Gbit/s) and very low latency at high price.

The operating cost for the system has been computed
using AWS Pricing Calculator2.

1Adapted from https://docs.aws.amazon.com/prescriptive-
guidance/latest/disaster-recovery-vmware-cloud-on-aws/dr-
options.html

2https://calculator.aws

MODELING APPROACH

The model of the ICT infrastructure has been imple-
mented by using SIMTHESYS (Structured Infrastruc-
ture for Multiformalism modeling and Testing of Het-
erogeneous formalisms and Extensions for SYStems, see
[Barbierato et al., 2012] for an introduction and a case
study). It is a framework that offers a method for the
formulation and resolution of multiformalism models
through the production of intricate solvers, which are
automatically generated by integrating general solution
engines based on the rules that arise from formalism
definitions. The formalisms themselves are defined by
explicitly specifying both the syntax and semantics of
all their atomic components. This approach offers sev-
eral significant benefits, such as facilitating the rapid
prototyping of new formalisms and solution techniques,
enabling the deployment of new solvers without requir-
ing the modification of existing ones, and providing an
open architecture that allows for the creation of new
interfaces that can be utilized to characterize different
classes of formalisms.
The reference configuration of interest is based on

N VMs that serve the operations needs. In normal
conditions, VMs may be totally or partially run locally,
while, in case of disasters, all VMs should run in the
cloud after a transient. This work studies the effects
of this transient, with particular reference to transient
time and the effects of transient management on costs,
including losses due to lower capacity to serve requests
during the transient.
The configuration is parameterized on the number of

VMs out of the totalN that are run locally with respect
to the normal state of the system. In the normal state,
some VMs may be allocated in the cloud and ready
to serve requests to implement a hybrid cloud solution
that manages workload peaks.
One of theN VMs, namely a Front End, is used to ac-

cept requests and balance the workload; another is used
to run a Database Server that implements data man-
agement for the application. With no loss of generality,
requests are considered as generated by external traffic,
and the routing of requests is managed by a DNS-as-a-
service facility supplied by the cloud provider, redirect-
ing traffic to the Front end replacement VM executed
in the cloud in case of disaster.
To manage the requests during the disaster recovery

operations and to perform recovery, data must be repli-
cated in the cloud, with periodic transfers occurring
compatibly with application needs and according to
cost constraints. The replication policy and frequency
are also affected by the use of cloud VMs during nor-
mal operations, which may also induce a request for
bidirectional synchronizations when necessary. Conse-
quently, cloud storage may be solicited differently ac-
cording to the workload dynamics during normal oper-
ations as well.
Requests that are received by the Front End are as-

signed to one of the available VMs, prioritizing local
ones in case of hybrid cloud configurations. VMs serve
the request, accessing the Database server and possi-
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bly modifying data. Updates are periodically sent to
the cloud storage, asynchronously with respect to the
effects of VM accesses to the Database Server.
When cloud resources are invoked, used resources are

billed accordingly to their usage. Cloud counterparts of
local resources may be configured in different readiness
states, implying different activation times and costs.
Part of cloud resources (at least, cloud storage) is al-
ways active.
Modeling is done considering different scenarios and

different request rates and types.

VM

N-V-M

N-server

𝜆
𝜇

K

Loss

𝛾$

𝛾%

Q1

T1

T2

P1

P2

P3

Fig. 2: The multiformalism model of the proposed scenario

The considered system is modeled with the Petri Net
(PN) / Queuing Network (QN) multiformalism archi-
tecture presented in Figure 2. In particular, the service
is modeled by a N server finite capacity queue, serving
requests at an exponential rate µ. The system has a
total capacity of K jobs, including the ones in service:
the requests, arriving according to the Poisson process
of rate λ, are lost if the system is full when they at-
tempt to enter the server. The latter is controlled by a
Generalized Stochastic Petri Net (GSPN), according to
the test arc connecting queue Q1 with place P3. Follow-
ing the semantics given in [Gribaudo and Iacono, 2023],
the test arc controls the number of parallel servers of
station Q1. In particular, of the maximum of the N
servers that compose the queue, only as many as the
marking of P3 are actually active at any time. Place
P1 models the M hot spare VMs, each one becoming
available at rate γ1, according to the firing of the in-
finite server timed transition T1. Similarly, Place P2

with initial marking N − V −M and Transition T2 of
rate γ2 model the activity of additional VMs not being
supported as hot-spare. Place P3 models the current
number of active VMs: its initial marking V can be
used to support hybrid cloud scenario, where part of
the computation is initially deployed in the cloud .
The dynamics of the queue Q1 is at least two order

of magnitude faster than the one of the transitions: the
transient time required to reach the steady state is neg-
ligible with respect to the time the system remains with
the same number of servers. For this reason, it is pos-
sible to decouple the solution of the queuing network,
from the one of the Petri Net, and use the steady state
solution of the first as a reward for the second.
Specifically, following the classical theory of

M/M/c/K queues, the loss rate Lr(c) can be evaluated
when only c out of N servers are active. Let be ρ = λ

cµ
,

then:

Lr(c) =
cc(cρ)N

c!
(cρ)c

c!
1−ρN−c+1

1−ρ
+
∑c−1

k=0
(cρ)k

k!

(1)

The Petri Net component is mapped to a Continuous
Time Markov Chain (CTMC), with usual state-space
generation techniques. The corresponding CTMC has
(M + 1) × (N − V − M + 1) states, which leads to
an easily manageable model for a very large parameter
space. By identifying each state si = (n1, n2) with
a tuple where n1 and n2 account respectively for the
markings of places P1 and P2, the following holds:

q(n1,n2),(n1−1,n2) = n1 · γ1 with n1 > 0 (2)

q(n1,n2),(n1,n2−1) = n2 · γ2 with n2 > 0 (3)

The model has a single absorbing state sabs = (0, 0),
and its initial state is s0 = (M,N − V −M). Let Q =
|q(n1,n2)| be the infinitesimal generator of the CTMC,
and p0 the initial state of the system, a zero-vector,
with exception of the component corresponding to state
s0 that is set to one. The transient evolution p(t) of
the system at time t can be computed as follows:

p(t) = p0 · e
Q·t (4)

Let us call r a column vector, where component ri cor-
responding to state si = (n1, n2) accounts for the loss
rate of that configuration:

ri =

{

LR(N − n1 − n2) n1 + n2 > 0
0 n1 + n2 = 0

(5)

As there are not losses that might occur when the sys-
tem is at full capacity (they may occur even when no
recovery is in progress), the rate corresponding to the
absorbing state is set to rabs = 0. The instantaneous
loss rate Φ(t) and the total accumulated losses Ψ(t) at
time t can then be defined as:

Φ(t) = p0 · e
Q·t · r Ψ(t) =

∫ t

0

p0 · e
Q·τ · rdτ (6)

Since the CTMC has a single absorbing state, the aver-
age total loss of the system Ψ̄ can be easily computed
until its full service capacity of N virtual machines is
restored. Without loss of generality, let sabs be the last
state, and use Q̂ and r̂ to denote the sub-matrix and
sub-vector that exclude the absorbing state:

Q =

∥

∥

∥

∥

Q̂ −Q̂ · 1
0 0

∣

∣

∣

∣

r =

∥

∥

∥

∥

r̂

0

∣

∣

∣

∣

(7)

where 0 and 1 are respectively a zero-row and a one-
column vector. Due to the matrix exponential defini-
tion of p(t), the following holds:

Ψ̄ = lim
t→∞

Ψ(t) = p0 · Q̂
−1 · r̂ (8)
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CASE STUDY EVALUATION

An e-commerce-oriented firm provides its services by
means of an in-house solution. In case of problems,
the cloud replaces the in-house solution simultaneously
depending on the chosen recovery scenario. Some of
the requests cannot be served until the backup cloud
configuration is fully operational in equivalent condi-
tions with respect to the in-house solution. This cre-
ates a loss depending on the value of each request and
the number of loss requests: as a result, the focus of
this scenario revolves around the study of the tran-
sient when the in-house system fails. Considering a
constant rate of requests, performance measures are a
proxy with respect to the overall loss, which can be
compared against the costs of the chosen cloud-based
recovery solution. For example, with regards to the cost
of cloud services, considering AWS, a popular provider
in the e-commerce world, costs related to the (virtual)
servers and the other -aaS services requested for the
operation of the online store are listed in Table I.

TABLE I: Cloud Service costs (AWS price list).

Item Description Cost

Front-
end and
hot-spare
servers

Server always-on VM 4
CPU, 16GB RAM, 1TB
disk

0.931 $/h

On-
demand
Server

Server on-demand,
same characteristics
as hot-spare, plus 300
MB/month provisioned
network traffic

2.973 $/h

DB-as-a-
Service

48 vCPU, 384GBMem, 10
GB/month, 10M i/o oper-
ations

7.708 $/h

DRaaS AWS Elastic Disaster Re-
covery service

0.357 $/h

The losses caused by the occurrence of a service in-
terruption have been estimated with the following as-
sumptions: the annual revenue is hypothesized to be
10M dollars, sufficiently high to consider the company
able to easily manage complex ICT systems and ser-
vices, and the mean value of orders is $40.

The E-commerce Conversion Rate (ECR) is used to
assess the revenue loss occurred during the interrup-
tion. This rate, conceived to represent the (economical)
performance of online shops, is defined as the number of
visitors to an online shop who make an order versus the
total number of visit of the store in a specified period
[Pradana and Luxianto, 2020]. Therefore, the typical
value of ECR for the chosen e-commerce business sector
(home/office electronics), which is estimated at around
4% by literature [Saleh, 2022], was taken into account
to estimate the revenue losses, as per Table II.

TABLE II: Revenue loss caused by a disaster.

Annual revenue 10,000,000 $

Average amount for orders 40 $

Annual orders No. 250,000
E-commerce Conversion Rate 4.00 %
Annual No. of visits 6,250,000
Hourly No. of visits (λ) 713.5
Revenue loss (hour) 1,141.55 $/h

TABLE III: Service parameters.

Avg. Service time per req. (µ−1) 0.00889 h
Avg. Time to setup a hot spare (T1) 2 h
Avg. Time to setup a new VM (T2) 48 h
Maximum Queue Length (K) 16
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Fig. 3: Scenarios

Fig. 3 presents the three scenarios that have been
evaluated. VMs are represented by rectangles and
cloud services by ovals. VMs with a thick contour are
active, VMs with a thin contour are in hot spare, so
they can be activated in a short time, VMs with a
dashed contour are in cold spare, so they need more
time to be available for processing requests. The first
scenario, represented in Fig. 3 a), is based on the case
in which cloud costs are minimized, as forN VMs in the
configuration of the in-house system N VMs are con-
figured in the cloud, with none of them as hot spares.
The second scenario, represented in Fig. 3 b), is based
on the case in which for N VMs in the configuration of
the in-house system, M of the N VMs are configured
in the cloud as hot spares, with M ≤ N . The third
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scenario, represented in Fig. 3 c), is based on the case
in which the cloud is used as a hybrid resource, so that
part of the normal workload of the system is managed
by V cloud VMS, with V < N , which complete the
overall N VMs configuration. These V VMs are conse-
quently always active, while M VMs, with M ≤ N−V ,
are configured as hot spares and N −M − V VMs are
configured as cold spares.

The three scenarios were evaluated using the param-
eters given in Table III, with case b) using respectively
M = 2 and M = 3, and case c) with V = 2 and both
M = 0 or M = 1, and V = 2, M = 0. Fig. 4 shows the
number of active VMs as function of time. The height
of the curve is determined by the number of VMs that
can become active in a limited time, which corresponds
to M+V . Solutions that are hybrid, such as in case c),
start with a higher number of VMs from time zero. The
loss rate as function of time experienced in the various
configurations is shown in Fig. 5: V > 0 and M > 0
can reduce, as expected, the loss rate in the moments
immediately following the disaster. However, the cost
might not be worth the gain, as shown in figure 6. In
particular, the hybrid solutions seem not being worth
the extra price, giving total losses very similar to hot-
spare configuration with the same number of V + M
backup virtual machines.
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Fig. 6: Costs and losses for various configurations with N = 10

CONCLUSIONS AND FUTURE WORK

This paper presented a parametric model to study
the transient effects of the implementation of a cloud-
based disaster recovery solution, based on commercial
offers and on a typical application class. The discussed
model will be the base for further work, more focused
on cost evaluation and parameters selection, aiming at
the design of a decision support methodology for Chief
Information Officers and IT divisions.
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ABSTRACT

Modern environmental regulations require rigorous
optimization of operations in process engineering to
reduce waste, pollution, and risks while maximizing
efficiency. However, the nature of chemical plants,
which include components with non-linear behavior,
challenges the use of consolidated tuning and control
techniques. Instead, ad-hoc, self-adapting, and time-
variant controls, with a balanced tuning of parameters
at both the subsystem and system level, may be neces-
sary. Needed computing processes may require signifi-
cant resources and high performance systems, if man-
aged by means of traditional approaches and with exact
solution methods. In this regard, domain experts sug-
gest instead the use of integrated techniques based on
Artificial Intelligence (AI), which include Explainable
AI (XAI) and Trustworthy AI (TAI), which are unique
in this industry and still in the early stages of develop-
ment.

To pave the way for a real-time, cost-effective solu-
tion for this problem, this paper proposes an AI-based
approach to model the performance of a real chemi-
cal plant, i.e. a marine scrubber installed on a Ro-Ro
ship. The study aims to investigate Machine Learning
(ML) techniques which can be used to model such pro-
cesses. Notably, this analysis is the first of its kind, at
the best of the authors’ knowledge. Overall, the study
highlights the potential of using ML-based techniques,
to optimize environmental compliance in the shipping
industry.

I. INTRODUCTION

Modern environmental regulations necessitate rig-
orous optimization of operations which are involved
in process engineering in order to decrease waste,
pollution, and risks, as well as maximize the effi-
ciency of each step and sub-system. Managing compli-

ance requires significant computational efforts and non-
negligible performances to ensure that systems keep all
operational parameters within the boundaries that al-
low a safe evolution of their dynamics, with real-time
verification and adjustment of all internal and exter-
nal variables. Considering chemical processes, the na-
ture of chemical plants, which include non-linear com-
ponents and could constitute one-of-a-kind elements of
a chemical plant, these requirements challenge the con-
solidated tuning and control techniques and suggests
the use of ad-hoc, self-adapting, and time-variant con-
trols, possibly with a balanced tuning of parameters at
both the subsystem and the system level.

As the real-time computing operations have to be
performed on-site to guarantee that the control loop is
closed and timely, the case of processes which happen
on ships, without the constant supervision of a full team
of IT personnel and with limited assets in a non-friendly
environment, with a need for constant monitoring and
intervention, suggests a quest for solutions that may
be implemented with reduced devices. Domain experts
in the process engineering area suggest the use of inte-
grated techniques based on Artificial Intelligence (AI)
or, even more interesting, Explainable (XAI) or Trust-
worthy AI (TAI), which are unique in this industry and
are still in the early stages of development. The use of
XAI/TAI techniques is significant for the process safety
and the imputation of responsibility in case of failures.

Shipping transports almost 90% of the world’s com-
merce annually and is critical to international trade and
the global economy. Shipping produces higher sulphur
emissions per tonne-mile of cargo than other modes of
transportation, owing to the high sulphur content of
the adopted fuels.

Sulphur compound limitations established by the In-
ternational Maritime Organization (IMO) under Annex
MARPOL VI regulation are achieved by using the ma-
rine scrubbers. Compliance has been established for
two conditions: sulphur emissions must be equivalent
to those produced by a fuel containing a sulphur con-
centration lower than 0.1% w/w for vessels traveling in
Sulphur Emission Control Areas (SECA); elsewhere, a
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worldwide limit equivalent to sulphur concentration in
fuels lower than 0.5% w/w applies. Marine scrubbers
work under a range of conditions relating to the route
of the ship, weather conditions, and engine running,
which is also dependent on ship movement. Marine en-
gines are either four-stroke or two-stroke diesels that
run on heavy fuel oils. They are a blend of diesel fuels
and mineral oils, and their qualities are governed by
ISO 8217:2017 Petroleum products — Fuels (class F)
— Maritime fuel specifications also known as Residual
Marine Fuels (RMx). These fuels are distinguished by
varying sulphur content and a non-negligible amount
of ashes, ranging from 0.040 to 0.150% w/w. In most
situations, the sulphur concentration of RMx utilized
onboard ships varies from 2 to 3.5% w/w of the fuels,
resulting in an average SO2(g) concentration in the ex-
haust gases of 400-800 ppmv. Sulphur is also released
in the form of SO3(g) , H2SO4(l) , and sulphate particles.
Compliance with the ship emission restrictions of the
MARPOL Annex VI Regulation 14 [5] indicates that a
marine scrubber must be built to ensure SO2(g) removal
efficiency above 97% in SECA zones.

In this paper, a modeling approach based on ML
techniques is presented for a real scrubber installed on a
Ro-Ro ship (cargo ship), considering as target variable
the SO2(g) scrubber outlet concentration. The aim of
this research is to understand if this kind of processes
could be modeled by using explainable machine learn-
ing models. The main original contribution is the appli-
cation of this kind of modeling on a real dataset: at the
best of our knowledge, no such analysis is available in
literature. After this section, the paper is structured as
follows: the next section summarizes related work and
provides a brief background on possible AI uses in pro-
cess engineering. The case study and the used dataset
are then described; after that, the methods utilized in
this paper to develop the model using machine learning
are presented; results and discussion close the paper, as
well as future work and advances.

II. RELATED WORKS

There are different examples in literature of AI appli-
cations in process engineering and the main problems
are related to prediction/modeling, optimization, con-
trol and fault diagnosis.

Considering the prediction/modeling challenges, in
[2] the authors implement AI techniques to predict
NOX emissions from coal-powder power plants, in [1]
the AI was used to evaluate the operation of a wet
scrubber system for air pollution management and in
[11] the collection efficiency of Venturi scrubbers was
evaluated by using different AI techniques; the work
in [12] present an artificial intelligence inference sys-
tem that minimizes the uncertainty of traditional ap-
proaches of risk assessment in pipelines by using case
study from the Colombian oil transportation network
while in [10] an AI technique was implemented to ad-
dress the numerical solutions of a adsorption fixed-bed
column where a monoclonal antibody is purified.

Regarding the optimization problems, in [8] the au-

Fig. 1: Ship Route

thors propose a methodology for optimizing the en-
ergy efficiency of an atmospheric distillation unit with-
out sacrificing product quality or process throughput,
whereas the case studies in [14] present an AI-based
real time optimization (RTO) for two chemical process
examples: a Continuous Stirred Tank Reactor (CSTR)
and a distillation column. Related to control issues, af-
ter the RTO analysis, the authors successfully updated
the control systems of both processes using AI ap-
proaches; always considering the control applications,
in [13] an AI based control-logic system was imple-
mented to regulate product compositions of distillation.
As regards fault diagnosis, in [7] the authors moni-

tored and analyzed flows and compositions of the in-
termediate streams of a wastewater treatment plant,
while in [6] they proposed a fault diagnostic system for
a distillation process.

III. THE CASE STUDY

The case study is based on real-time data from an
open loop scrubber installed on a cargo ship owned by
Grimaldi Group. In the reference year, the maritime
route reported in Fig. 1 runs from Bilbao (Spain) to
St. Petersburg (Russia).
The ship exhaust gases cleaning technology is based

on seawater scrubbing, this cleaning technology de-
pends on chemical-physical properties of the seawater
such as salinity, alkalinity and temperature. These pa-
rameters of seawater depend on the sea crossed along
the trip by the ship.
The equipment used in the process is known as scrub-

ber, it is intended to run continuously in wet circum-
stances. The two combustion units transport exhaust
fumes to the scrubber. The seawater is collected and
injected into the scrubber, where it is sprayed.
A continuous emission monitoring system (CEMS) is

installed on board to demonstrate that the SO2/CO2

ratio at discharge is less than or equal to the required
SO2/CO2 (i.e. 21.7 ppm/%vv out the SECA zones and
4.3 ppm/%vv in the SECA zones) at any loading point
and therefore complies with Regulation 14. Charac-
teristics of any wash water discharged into the sea are
continuously monitored and data for the following pa-
rameters must be recorded with respect to time and
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Fig. 2: Data cleaning process

location of the vessel:
• pH (a measure of acidity);
• PAH (a measure of harmful oil components);
• Turbidity (a measure of particulate matter);
• Nitrates.

IV. METHODOLOGY

A. Dataset Description

The dataset used in this work was collected directly
on board the ship described in the case study.
All the data are recorded every ten minutes and are

stored on board in a data base. In addition to the reg-
ulated parameters, this database contains several oper-
ational variables related to ship operation, Venturi and
scrubber operations and several water and environmen-
tal parameters. Data retrieval occurred from 00:00 on
January 1st, 2017 to 8:00 on December 16th, 2017 for
a total of 50294 samples.
Before proceeding with the data analysis, we re-

moved the samples where the scrubber was switched
off because the data acquisition was switched on any-
way. This operation reduced the dataset by 46%. Then
a small number of samples had zero CO2 concentration
with the engines switched on. After this the dataset
reduced of 0.4%. Lastly, all samples with a SO2 con-
centration of less than 5 ppm were deleted, because
they are too close to the detection limit of the instru-
mentation.
The obtained dataset contains around 15.000 sam-

ples and the data cleaning process is summarized in
Fig. 2. The features of the dataset could be divided in
three main sections:
• ship information
• Venturi/scrubber data
• seawater parameter
The ship information section includes parameters

such as latitude, longitude, ship speed, and fuel type.
The Venturi/scrubber data section includes parameters
such as inlet flow and pressure of seawater, inlet pres-
sure of Venturis, and differential pressure of scrubber
vents. The seawater parameter section includes salinity
of seawater.

Table I summarizes the features of the dataset.

B. Data Analysis

The first step was to gain insight into the attribute
properties of the dataset, with descriptive statistics
summarized in Table II. Then, a graphical analysis
was performed to highlight the attribute characteris-
tics, and Fig. 3 provides a general overview of the dis-
tribution of each attribute.
The Python programming language and the Pan-

das library in the Jupyter Notebook environment were
mainly used for the data analysis of the comprehensive
dataset.

C. Evaluation Metrics

To confirm the ability of the regression model to
provide accurate predictions, the dataset was sepa-
rated into 80% training and 20% test portions. To as-
sess prediction ability, the Mean Square Error (MSE)
(Eq.(1)), Mean Absolute Error (MAE) (Eq.(2)) and
Coefficient of determination (R2) (Eq.(3)) were deter-
mined.

MSE(y, ŷ) =
1

n

n−1∑
i=0

(yi − ŷi)
2 (1)

MAE(y, ŷ) =
1

n

n−1∑
i=0

|yi − ŷi| (2)

R2(y, ŷ) = 1−
∑n

i=0(yi − ŷi)
2∑n

i=0(yi − ȳi)2
(3)

where:

• yi is the prediction;
• ŷi is the experimental value;
• ȳi =

1
n1

∑n
k=1 yi is the mean of the true values.

MAE and MSE are metrics that measure the ex-
pected value of the error and the quadratic error, re-
spectively, while R2 represents the proportion of vari-
ance of y and provides a general measure of the ade-
quacy of fit of the model.

D. Regression Models

In order to perform the regression task, we imple-
mented six different regression models, four are related
to Linear Regressions, these are Ordinary Least Square
Regression (OLS), Ridge Regression, Lasso Regression
and the Stochastic Gradient Discent (SGD). The last
two are the k-Nearest Neighbors Regressor (kNN-R)
and Support Vector Machine Regressor (SVM-R).
Regarding the set of models for the linear regression,

in these models the target value is expected to be a
linear combination of the features. We use x ∈ Rn to
describe the input data, with n input features, y for
the target variable SO2 concentration, ŷ for the the
predicted value and w for the coefficients as reported
in Eq.(4).

ŷ(w, x) = w0 + wixi + · · ·+ wnxn (4)
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Variable Unit Description
Ship Information
Lat degrees Latitude of the ship
Lon degrees Longitude of the ship
Ship Speed kNot Speed of the ship
IFO % w/w Composition of intermediate fuel oil in terms of sulphur
MGO % w/w Composition of marine gas oil in terms of sulphur
SFOC.ME.1 g/kWh Specific fuel oil consumption of main engine 1
SFOC.ME.2 g/kWh Specific fuel oil consumption of main engine 2
Venturi/Scrubber Data
SO2 ppm Concentration of sulphur dioxide in exhaust gases
SC.200.SW.Inlet.Flow m3/h Flow rate of seawater entering the scrubber
SC.200.SW.Inlet.Press. bar Pressure of seawater entering the scrubber
Venturi.1.Inlet.Pressure mmWC Pressure of gas entering the first Venturi
Venturi.2.Inlet.Pressure mmWC Pressure of gas entering the second Venturi
Scrubber.Vent.1.Diff. Press. mmWC Pressure drops across the first Venturi and the scrubber
Scrubber.Vent.2.Diff. Press. mmWC Pressure drops across the second Venturi and the scrubber
Venturi.1.Inlet.Temperature ◦C Temperature of gas entering the first Venturi
Venturi.2.Inlet.Temperature ◦C Temperature of gas entering the second Venturi
Scrubber.Outlet.Temperature ◦C Temperature of gas exiting the scrubber
Seawater parameter
PAH Scrubbing Water ppb Concentration of PAH in the scrubbing water
pH Scrubbing Water pH pH value of the scrubbing water
Turbidity Scrubbing Water FNU Turbidity of the scrubbing water
Temperature Scrubbing Water ◦C Temperature of the scrubbing water
Salinity g/L Salinity of the seawater

TABLE I: Dataset features

Feature Mean StDev Min P25% P50% P75% Max
SC.200.SW.Inlet.Flow 853 71.6 385 802 819 934 967
SC.200.SW.Inlet.Press. 3.02 0.45 1.20 2.70 2.70 3.50 4.10
So2 13.12 5.82 5.00 8.00 12.0 18.0 161
Venturi.1.Inlet.Pressure 44.1 17.6 -29.00 31.00 51.0 58.0 83.0
Venturi.2.Inlet.Pressure 31.2 16.8 -22.0 19.0 34.0 46.0 68.0
Scrubber.Vent..1.Diff..Press. 59.0 13.4 -1.00 50.0 63.0 69.0 89.0
Scrubber.Vent..2.Diff..Press. 46.1 13.5 -7.0 36.00 49.0 57.0 75.0
Venturi.1.Inlet.Temperature 258.6 19.2 32.0 255.0 260.0 267.0 293.0
Venturi.2.Inlet.Temperature 263.1 18.0 33.0 258.0 264.0 269.0 293.0
Scrubber.Outlet.Temperature 13.0 4.67 1.00 10.0 14.0 17.0 27.0
PAH.Scrubbing.Water 4.25 2.96 -3.00 1.00 5.00 6.00 16.0
pH.Scrubbing.Water 8.31 0.25 6.70 8.20 8.30 8.50 9.40
Turbidity.Scrubbing.Water 0.61 4.42 0.00 0.00 0.00 0.10 176
Temperature.Scrubbing.Water 16.7 4.29 4.00 14.0 18.0 20.0 27.0
Lat 56.2 3.04 48.0 54.8 56.5 58.8 60.5
Lon 14.3 8.59 -5.77 8.84 15.4 21.1 29.7
Salinity 17.4 11.8 4.00 8.00 8.00 35.0 35.0
Ship.Speed 8.94 6.71 0.00 6.17 9.13 12.01 164.03
IFO 2.39 0.24 1.62 2.33 2.42 2.51 2.64
MGO 0.07 0.01 0.04 0.07 0.07 0.07 0.08
SFOC.ME.1 182 8.13 175 177 179 186 225
SFOC.ME.2 180 6.74 175 176 177 183 225

TABLE II: Statistical outlook of attributes of the dataset

We also use the notation X to describe the matrix
of input features and w = (w1, . . . , wn) for the vector
of coefficients. The solution of the following problem

provides us with the values of the coefficients w of the
linear model, using the aforementioned methods.
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Fig. 3: Outlook of distribution attributes

OLS : min
w

||Xw − y||22 (5)

Ridge : min
w

||Xw − y||22+α||w||22 (6)

Lasso : min
w

1

2nsamples
||Xw − y||22+α||w||1 (7)

Ridge (Eq. (6)) and Lasso regressions (Eq. (7))
address some of the problems of OLS by imposing a
penalty on the size of the coefficients. The α ≥ 0 pa-
rameter controls the entity of penalty.

SGD : min
w

1

nsamples

n∑
i=1

L(yi, f(xi)) + αR(w) (8)

Indeed, considering the SGD Regressor in Eq. (8),
where L is a loss function that measures model (mis)fit
and R is a penalty; also in this case α ≥ 0 is a non-
negative hyperparameter that controls the regulariza-
tion strength. Interested readers may find more details
on the most suitable L and R and about the overmen-
tioned ML algorithms in [3], [9], [4].
Concluding, the kNN-R and the SVM-R were se-

lected because they are non linear algorithms which use
a different approach on a different basis with respect to
the other linear ones: consequently, it is not possible to
define an analogous, yet consistent, formal expression.

V. RESULTS AND DISCUSSION

We have used Python 3.10 and the Sci-Kit Learn li-
brary to implement all previous described regression
models. Before showing regression results per each
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Model R2 MSE MAE
OLS 0.5753 14.56 2.817
RIDGE 0.5753 14.56 2.815
LASSO 0.5502 15.42 2.857
SGD 0.5744 14.59 2.824
kNN-R 0.8360 5.620 1.368
SVM-R 0.8346 5.669 1.374

TABLE III: Evaluation Metrics

Fig. 4: Linear Models Results

model, some considerations are needed about the tun-
ing of models parameters. The optimal values of α for
all linear models and also the optimal functions for the
loss function L(yi, f(xi), as well as the penalty function
R(w) for the SGD model, have been selected by using a
k-Fold Cross Validation approach. Following the same
approach, for the kNN-R model 7 has been found to
be the optimal value for k and the Radial Basis Fuc-
ntion (RBF) has been found to be the best kernel for
the SVM-R.

All the regression models were applied using the vari-
able [SO2]OUT = y as target variable and the other
variables described in the Subsection IV-A as features
matrix X. The regressions result are reported in Fig.
4 and 5, respectively for the linear and no-linear mod-
els. The evaluation metrics for each model are shown
in Table III.

VI. CONCLUSIONS AND FUTURE WORKS

In this work, we explored the possibility of model-
ing the behavior of a naval scrubber for reducing SO2

emissions using machine learning tools.

We utilized a real dataset that gathered information
on a ship during an entire route, including data on
the scrubber and other relevant characteristics. The

Fig. 5: kNN-R and SVM-R Results

results were encouraging, particularly for support vec-
tor regression (SVR) and k-nearest neighbors (KNN)
algorithms, while not optimal for linear regression al-
gorithms, as expected due to the non-linearity of the
problem itself.
The importance of testing the use of machine learn-

ing algorithms, not necessarily deep learning, stems
from the possibility of future implementation of such
a system on board a ship, to set the scrubber parame-
ters in real-time for optimal performance. Under such
operational conditions, the use of algorithms with low
computational impact could make a significant differ-
ence.
Finally, as the next step in optimizing the proposed

algorithms, we will undertake a careful feature engi-
neering phase, involving a detailed analysis of the phys-
ical parameters involved, and the possible need to add
sensors to the onboard instruments to obtain additional
data that can enhance the model.
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Studi della Campania ”L. Vanvitelli”,
Caserta, Italy, where he has been a
technician, a network administrator
and an expert for many local and re-
gional projects, and is a member of the
Data and Computer Science group. He

holds a M. Sc. Degree in Computer Science and a
Ph.D.. His email is lelio.campanile@unicampania.it.

LUIGI PIERO DI BONITO is
a Chemical Engineer and PhD Candi-
date in Mathematics, Physics and Ap-
plication for the Engineering at Dipar-
timento di Matematica e Fisica, Uni-
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