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ABSTRACT
We consider $M_t/M_t/S$-type queueing model with group services. Bounds on the rate of convergence for the queue-length process are obtained. Ordinary $M_t/M_t/S$ queue and $M_t/M_t/S$ type queueing model with group services are studied as examples.

INTRODUCTION
First investigations of non-stationary birth-death queueing models were published in 1970-s, see (Gnedenko and Makarov 1971, Gnedenko and Soloviev 1973, D. Gnedenko 1971). Namely, they studied qualitative properties of such models, firstly their ergodic properties. Some related problems were considered from the viewpoint of random summation in (Gnedenko and Korolev 1996, Korolev and Shevtsova 2012). Quantitative approach with estimation on the rate of convergence for non-stationary birth-death processes has been developed in our previous papers, see (Granovsky and Zeifman 2004, Zeifman 1995, Zeifman et al. 2006, Zeifman 2009, Zeifman and Korotysheva 2012).

The problem of construction of the limiting characteristics for the queue-length process for such models via truncations of birth-death processes was considered in (Zeifman et al. 2006).

A new class of Markovian non-stationary queueing models with batch arrivals and group services was introduced and studied in our recent papers, see (Satin et al. 2011, 2012).

The paper (Satin et al. 2011) dealt with finite state space models. First bounds on the rate of convergence and stability under perturbations of intensity matrix were obtained.

The respective countable model was investigated in (Satin et al. 2012). In this work general bounds on the rate of convergence were obtained. Moreover, the first truncation estimates were considered under some additional assumptions.

Erlang-type queueing model with group services was introduced and studied in (Zeifman et al. 2013). Namely, in this paper criteria for weak ergodicity and bounds on the rate of convergence have been obtained.

Another popular and one of simplest queueing systems is $M/M/S$ queue. There is a large number of investigations for this model in stationary and non-stationary situations, see for instance, (Granovsky and Zeifman 2004; Zeifman 1995; Zeifman et al. 2006, 2008; Zeifman and Korotysheva 2012).

Here we introduce and study a natural generalization of this model for the queue with possible simultaneous services.

Namely, we suppose that there are $S$ servers and infinitely many waiting rooms in the queueing system, an intensity of arrival of a customer to the queue is $\lambda(t)$, and an intensity of departure (servicing) of a group of $k$ customers is $\mu_k(t) = \frac{\mu(t)}{k}$ for all $1 \leq k \leq S$.

Let $X = X(t)$, $t \geq 0$ be a queue-length process for the queue.

Let $p_{ij}(s, t) = \Pr \{X(t) = j | X(s) = i\}$, $i, j \geq 0$, $0 \leq s \leq t$ be transition probabilities for $X = X(t)$, and $p_i(t) = \Pr \{X(t) = i\}$ be its state probabilities.

We suppose that the intensities $\lambda(t)$ and $\mu(t)$ are non-negative functions locally integrable on $[0, \infty)$.

Then the probabilistic dynamics of the process is represented by the forward Kolmogorov system:

$$\frac{dp}{dt} = A(t)p(t),$$

(1)
where $A(t)$ is transposed intensity matrix,

$$A(t) = \begin{pmatrix}
\alpha_{00}(t) & \alpha_{10}(t) & \cdots & \alpha_{p0}(t) \\
\lambda(t) & \alpha_{11}(t) & \cdots & \alpha_{p1}(t) \\
0 & \lambda(t) & \cdots & \alpha_{p2}(t) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda(t) \\
\end{pmatrix},$$

where $\mu_k(t) = \mu(t)/k$, for $k \leq S$, $\mu_k(t) = 0$, $k > S$ and $a_{ii}(t)$ are such that all column sums in $A(t)$ equal zero for any $t \geq 0$.

Throughout the paper by $\| \cdot \|$ we denote the $l_1$-norm, i. e. $\|x\| = \sum|x_i|$, and $\|B\| = \sup_j \sum_i |b_{ij}|$ for $B = (b_{ij})_{i,j=0}$.

Let $\Omega$ be a set of all stochastic vectors, i. e. $l_1$ vectors with nonnegative coordinates and unit norm.

Then we have $\|A(t)\| = 2 (\lambda(t) + \sum_{k=1}^S \mu_k(t)) \leq 2 (\lambda(t) + (1 + \log S) \mu(t))$ for almost all $t \geq 0$. Hence operator function $A(t)$ from $l_1$ into itself is bounded for almost all $t \geq 0$ and locally integrable on $[0; \infty)$. Therefore we can consider (1) as a differential equation in the space $l_1$ with bounded operator.

It is well known (Daleckij and Krein 1974) that the Cauchy problem for differential equation (1) has unique solutions for arbitrary initial condition, and $p(s) = \mathcal{E} \{ X(t) | X(0) = s \}$ the mean (the mathematical expectation) of the process at the moment $t$ under initial condition $X(0) = k$.

Recall the basic definitions.

The process $X(t)$ is called weakly ergodic, if $\|p^*(t) - p^{**}(t)\| \to 0$ as $t \to \infty$ for any initial conditions $p^*(0), p^{**}(0)$.

The process $X(t)$ is called ergodic (or strongly ergodic), if there exists a vector $\pi \in \Omega$ such that $\lim_{t \to \infty} \|p(t) - \pi\| = 0$ for any $p(0) = p \in \Omega$. The vector $\pi$ is called the stationary distribution for Markov chain $X(t)$.

The process chain $X(t)$ has the limiting mean $\phi(t)$ if $|E(t, k) - \phi(t)| \to 0$ as $t \to \infty$, for any $k$.

A detailed discussion of these concepts is given in (Zeifman et al. 2008).

**Ergodicity bounds**

**Theorem 1.** Let there exist $\delta < 1$ such that

$$\int_0^{\infty} \alpha^*(t) \, dt = +\infty, \quad (2)$$

where

$$\alpha^*(t) = \sum_{k=1}^S \left( 1 - \frac{\delta^k}{k} \right) \mu(t) - \left( \frac{1}{\delta} - 1 \right) \lambda(t). \quad (3)$$

Then queue-length process $X(t)$ is weakly ergodic.

**Proof.**

Put $d = \frac{1}{\delta} > 1$, and $d_{k+1} = d^k, i = 0, 1, \ldots$. Let $D$ be upper triangular matrix,

$$D = \begin{pmatrix}
d_1 & d_2 & \cdots \\
0 & d_2 & \cdots \\
0 & 0 & d_3 \\
\ddots & \ddots & \ddots \\
\end{pmatrix}, \quad (4)$$

and let $l_{1D}$ be the correspondent space of sequences $l_{1D} = \{z = (p_1, p_2, \cdots)^T/\|z\|_1 \leq \|Dz\|_1 < \infty\}.$

Define

$$\alpha_i(t) = -a_{ii}(t) - (\lambda(t)/\delta) - \sum_{k=1}^{i-1} (\mu_{i-k}(t) - \mu_i(t)) \delta^{i-k}, \quad (5)$$

and

$$\alpha^*(t) = \inf_{i \geq 1} \alpha_i(t). \quad (6)$$

By introducing $p_0(t) = 1 - \sum_{k=1}^\infty p_k(t)$ we obtain from (1) the following equation, see detailed discussion in (Granovsky and Zeifman 2004; Zeifman 1995; Zeifman et al. 2006, 2008):

$$\frac{d\mathbf{z}}{dt} = B(t)\mathbf{z}(t) + \mathbf{f}(t), \quad (7)$$

where $\mathbf{f}(t) = (\lambda(t), 0, \cdots)^T$, $\mathbf{z}(t) = (z_1(t), z_2(t), \cdots)^T$ and $B(t) = \begin{pmatrix}
a_{11} - \lambda & \mu_1 - \lambda & \cdots & \mu_{r-1} - \lambda \\
\lambda & a_{22} & \cdots & \mu_r - \lambda \\
0 & \lambda & \cdots & \mu_{r-1} \\
0 & 0 & \cdots & a_{rr} \\
\end{pmatrix}. \quad (8)$

Consider equation (7) in the space $l_{1D}$, where $B(t)$ and $\mathbf{f}(t)$ are locally integrable on $[0, +\infty)$.

Then the following bound of logarithmic norm of operator function $B(t)$ holds, see details in (Satin et al. 2012):

$$\gamma(B(t))_{1D} = \gamma(DB(t)D^{-1}) = \sup_{i \geq 1} \{-\alpha_i(t)\} = -\alpha(t), \quad (9)$$

where

$$DBD^{-1} = \begin{pmatrix}
a_{11} & \delta(\mu_1 - \mu_2) & \cdots & \delta^{r-1}(\mu_{r-1} - \mu_r) \\
d\lambda & a_{22} & \cdots & \delta^{r-2}(\mu_{r-2} - \mu_r) \\
0 & d\lambda & \cdots & \delta^{r-3}(\mu_{r-3} - \mu_r) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & d\lambda & a_{rr} \\
\end{pmatrix}.$$
We have:
\[
\alpha_i(t) = \lambda(t) \left( 1 - \frac{\delta}{k} \right) + \mu(t) \times \left( \sum_{k=1}^{S} \frac{1}{k} - \sum_{k=1}^{S} \left( \frac{1}{k} - \frac{1}{k+1} \right) \right) \geq \lambda(t) \left( 1 - \frac{\delta}{S} \right) + \mu(t),
\]
for \( i \leq S \), and
\[
\alpha_i(t) = \lambda(t) \left( 1 - \frac{1}{\delta} \right) + \mu(t) \sum_{k=1}^{S} \frac{1 - \delta^k}{k} = \alpha^*(t), \quad \text{(10)}
\]
for \( i > S \). Moreover,
\[
\alpha^*(t) = (1 - \delta) \left( \mu(t) \left( 1 + \frac{1+\delta}{2} + \cdots + \frac{1+\delta^{S-1}}{S} \right) - \frac{\lambda(t)}{\delta} \right) \geq (1 - \delta) \alpha_i(t, \delta),
\]
and assumption (2) is equivalent to
\[
\int_0^\infty \alpha_i(t, \delta) \, dt = +\infty. \quad \text{(15)}
\]
On the other hand, \( \alpha_i(t, \delta) \) is an increasing function of \( \delta \). Hence, if assumption (2) holds for some \( \delta_0 \in (0; 1) \), then it holds for any \( \delta_1 \in (0; 1) \) such that \( \delta_1 > \delta_0 \).

Finally, we can choose \( \delta \) so that \( \sum_{k=1}^{S} \frac{1 - \delta^k}{k} \leq 1 \), and therefore, \( \alpha_i(t, \delta) \geq \alpha^*(t) \) for \( i \leq S \).

Hence,
\[
\|V(t, \tau)\|_{1D} \leq e^{-f_i^* \alpha^*(u) \, du}, \quad \text{(11)}
\]
where \( V(t, \tau) \) is the Cauchy operator of equation (7), and we obtain the weak ergodicity of \( X(t) \) and the following bound:
\[
\|p^*(t) - p^{**}(t)\|_{1D} \leq e^{-f_i^* \alpha^*(u) \, du} \|p^*(s) - p^{**}(s)\|_{1D}, \quad \text{(12)}
\]
for any initial conditions \( p^*(s), p^{**}(s) \) and any \( s, t, 0 \leq s \leq t \).

**Corollary.** Under the assumptions of Theorem 1 the following bounds on the rate of convergence hold: (12), and
\[
\|p^*(t) - p^{**}(t)\|_{1} \leq 4 \, e^{-f_i^* \alpha^*(u) \, du} \sum_{i \geq 1} g_i |p_i^* - p^{**}_i|, \quad \text{(13)}
\]
for any initial conditions \( p^*(s), p^{**}(s) \) and any \( s, t, 0 \leq s \leq t \), where \( g_i = \sum_{n=0}^{i-1} \delta^{-n} \).

**Proof.** The statement follows from the inequalities:
\[
2 \|z\|_1 = 2 \|z\|_{1D} = 2d_1 \left| \sum_{i=1}^{S} p_i \right| + 2d_2 \left| \sum_{i=S+1}^{\infty} p_i \right| + 2d_3 \sum_{i=3}^{\infty} p_i + \cdots \geq 2 \left| \sum_{i=1}^{S} p_i \right| + \sum_{i=2}^{\infty} \left( \sum_{i=1}^{\infty} p_i + \sum_{i=2}^{\infty} p_i + \cdots \right) \geq \sum_{i=1}^{\infty} |p_i| = \|z\|_1,
\]
and
\[
\|p^*(t) - p^{***(t)}\|_{1} \leq 2 \|z^*(t) - z^{***(t)}\|_{1} \leq 4 \|z^*(t) - z^{***(t)}\|_{1D},
\]
\[
\leq 4 \, e^{-f_i^* \alpha^*(u) \, du} \|z^*(s) - z^{***(s)}\|_{1D} \leq 4 \, e^{-f_i^* \alpha^*(u) \, du} \sum_{i \geq 1} g_i |p_i^* - p^{**}_i|.
\]

Put \( W = \inf_{k \geq 1} \frac{1}{\delta_k} > 0 \).

**Corollary.** Under the assumptions of Theorem 1, the queue-length process \( X(t) \) has the limiting mean \( \phi(t) \) and, putting \( \phi(t) = E(t, 0) \), we obtain the following bound on the rate of convergence:
\[
|E(t, k) - \phi(t)| \leq \frac{2g_k}{W} e^{-f_i^* \alpha^*(u) \, du}, \quad \text{(14)}
\]
for any \( k \) and any \( t \geq 0 \).

**Proof.** Estimate (14) follows from the inequalities
\[
\|z\|_{1D} \geq \frac{W}{2} \|z\|_{1E}
\]
where
\[
\|z\|_{1E} = \sum_{k \geq 1} \|p_k\|,
\]
and
\[
|E(t, k) - \phi(t)| \leq \|p^*(t) - p^{**}(t)\|_{1E} \leq \frac{2}{W} e^{-f_i^* \alpha^*(u) \, du} \|p_k - \delta_0 \|_{1D} = \frac{2g_k}{W} e^{-f_i^* \alpha^*(u) \, du},
\]
for respective \( p^*(t), p^{**}(t) \) and any \( k \geq 0 \).

Consider now the most important special cases.

1. Let \( X(t) \) be a stationary Markov chain (i.e. let intensities \( \lambda \) and \( \mu \) not depend on \( t \)). Then assumption (2) is equivalent to the inequality
\[
S \mu > \lambda. \quad \text{(15)}
\]

In some cases we can find the best possible value for \( \alpha^* \) in the following way.

Consider two functions: \( h_1(\delta) = \lambda \left( 1 - \frac{\delta}{S} \right) + \mu \sum_{k=1}^{S} \frac{1 - \delta^k}{k} \), and \( h_2(\delta) = \lambda \left( 1 - \frac{1}{\delta} \right) + \mu \). Then
\[
h_1'(\delta) = \frac{\lambda}{S} - \mu \sum_{k=1}^{S} \delta^{k-1}, \quad \text{and} \quad h_2'(\delta) = \frac{\lambda}{\delta} - \mu \sum_{k=1}^{S} (k-1) \delta^{k-2} < 0
\]
for any positive \( \delta \). Hence \( h_1'(\delta) \) is strictly decreasing, and there exists a unique \( \delta^* \in (0, 1) \) such that \( h_1'(\delta^*) = 0 \) and \( h_1(\delta^*) < h_1(1) \). If
\[
h_1(\delta^*) < h_2(\delta^*), \quad \text{(16)}
\]
then we obtain the respective best possible value of \( \alpha^* \).

**Theorem 2.** Let \( X(t) \) be a stationary Markov chain, and let assumptions (15), (16) be satisfied. Then \( X(t) \) is strongly ergodic (with stationary distribution \( \pi \) and the following bounds hold:
\[
\|p^*(t) - \pi\|_{1D} \leq e^{-\alpha^* t} \|p^*(0) - \pi\|_{1D}, \quad \text{(17)}
\]
\[ \|p^*(t) - \pi\|_1 \leq 4e^{-\alpha t} \sum_{i \geq 1} g_i |p^*_i(0) - \pi_i|, \quad (18) \]

for any initial condition \( p^*(0) \) and any \( t \geq 0 \), and

\[ |E(t, k) - \phi| \leq \frac{2}{\|p(t)\|_1} e^{-\alpha t} \|p^*(0) - \pi\|_1 D. \quad (19) \]

where now the limiting mean \( \phi = \sum k \pi_k \), and \( \alpha^* = \sum_{k=1}^S \frac{1-\delta^k}{k} \mu - (\frac{1}{S} - 1) \lambda \).

2. Let now the arrival and service rates \( \lambda(t) \) and \( \mu(t) \) be 1-periodic in \( t \). Then assumption (2) is equivalent to the inequality

\[ \int_0^1 (S\mu(t) - \lambda(t)) \, dt > 0. \quad (20) \]

**Theorem 3.** Let the arrival and service rates \( \lambda(t) \) and \( \mu(t) \) be 1-periodic in \( t \), and let (20) be satisfied. Then the process \( X(t) \) is weakly ergodic. In addition, the respective limiting regime \( p^*(t) \) and limiting mean \( \phi(t) \) are also 1-periodic. Moreover, \( X(t) \) is exponentially weakly ergodic, namely

\[ e^{-\int_0^t \alpha^*(u) \, du} \leq Me^{-a(t-s)}u, \quad (21) \]

where \( M = \exp(\sup_{|\tau-s| \leq 1} \int_s^{t} \alpha^*(u) \, du) \), and \( a = \int_0^1 \alpha^*(t) \, dt \).

**EXAMPLES**

We consider and compare the following two models: ordinary \( M_t/M_t/S \) queue, and its analogue for a queue with group services with the same characteristics. Namely, we suppose that arrival and service intensities are \( \lambda(t) = 1 + \sin 2\pi t \) and \( \mu(t) = 3 + \cos 2\pi t \) respectively, and let for definiteness, \( S = 10 \).

We obtain and compare two limiting characteristics for both models: the limiting probability of empty queue and the limiting mean.

Put \( \delta = 0.5 \), then we obtain \( W = 1, g_k = 2k - 1 \), and \( \alpha_k(t) \geq \mu(t) - \lambda(t) \), for any \( k \geq 1 \), \( S \), and any \( t \geq 0 \).

Therefore, we can assume that \( \alpha^*(t) \geq 2 + \cos 2\pi t - \sin 2\pi t \), and moreover, inequality (21) holds for \( a = 2 \) and \( M = 2 \).

Therefore, we obtain for both models the following bounds on the rate of convergence to limiting 1-periodic characteristics \( p^{**}(s) \) and \( \phi(t) \) respectively:

\[ \|p^*(t) - p^{**}(s)\|_1 \leq 4e^{-2t}\|p^*(0) - p^{**}(0)\|_1, \quad (22) \]

for any initial condition \( p^*(0) \) and any \( t \geq 0 \), putting \( \phi^*(0) = 0 \), we have from (22) and (23) the inequalities

\[ \|p^*(t) - p^{**}(s)\|_1 \leq 4e^{-2t}\|p^*(0) - p^{**}(0)\|_1, \quad (24) \]

\[ |E(t, k) - \phi| \leq 4e^{-2t}\|p^*(0) - p^{**}(0)\|_1, \quad (25) \]

for obtaining the 1-periodic limiting probability of the empty queue and the 1-periodic limiting mean.

In order to be able to use bound (24), we need to estimate the initial condition for 1-periodic limiting regime.

We have \( \|f(t)\|_1 \leq K = 2 \) for any \( t \geq 0 \), and

\[ \|p^{**}(0)\|_1 \leq \lim_{t \to \infty} \sup \|p^{**}(t)\|_1, \quad (26) \]

on the other hand,

\[ \|p^{**}(t)\|_1 \leq \|V(t)\|_1 + \|z^{**}(0)\|_1 \leq K_{\text{M}} \delta + Me^{-at}\|z^{**}(0)\|_1 \leq 2 - o(1). \]

Finally, we obtain for \( X(0) = 0 \):

\[ \|p^*(t) - p^{**}(t)\|_1 \leq 8e^{-2t}, \quad |E(t, 0) - \phi| \leq 8e^{-2t}, \quad (27) \]

for obtaining the 1-periodic limiting probability of the empty queue \( p^*_0(t) \) and the 1-periodic limiting mean \( \phi(t) \).

Now we can use the approach of (Zeifman et al. 2006, Satin et al. 2012) for solving the Cauchy problem of forward Kolmogorov system with initial condition \( e_0 \) for truncated processes \( X_N(t) \). Namely, Theorem 2 (Zeifman et al. 2006) and Theorem 6 (Satin et al. 2012) give the following bounds on truncation errors for both models:

\[ \|p^*(t) - p^*_N(t)\|_1 \leq \frac{25Nt}{2^{5Nt-1}}, \]

\[ |E(t, 0) - E_N(t, 0)| \leq \frac{25Nt}{2^{5Nt-1}}, \]

if \( X(0) = X_N(0) = 0 \).

Finally, putting \( \varepsilon = 10^{-6} \), and \( N = 30 \), we find the limiting characteristics for both models approximately on interval \([10, 11]\) with error \(10^{-3}\).
Remark. One can see the interesting fact that the limiting mathematical expectations are the same for both examples.
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