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ABSTRACT
A new method for performing a nonlinear form of manifold-oriented stochastic neighbor projection method is proposed. By the use of kernel functions, one can operate in the feature space without ever computing the coordinates of the data in that space, but rather by simply computing the inner products between the images of all pairs of data in the feature space. The proposed method is termed as kernel-based manifold-oriented stochastic neighbor projection (KMSNP). By two different strategies, KMSNP is divided into two methods: KMSNP1 and KMSNP2. Experimental results on several databases show that, compared with the relevant methods, the proposed methods obtain higher classification performance and recognition rate.

INTRODUCTION
Kernel-based methods (kernel methods for short) have become a new hot topic in machine learning fields in recent years, their theoretical basis is statistical learning theory. Kernel methods are a class of algorithms for pattern analysis, whose best known element is the support vector machine (SVM) (Dardas and Georganas 2011). The methods skillfully introduce kernel function which not only reduces the curse of dimensionality (Cherchi and Guevara 2012, Xue et al. 2012), but also effectively solves the local minimum and incomplete statistical analysis in traditional pattern recognition methods on the premise of no additional computational capacity. As an availability way to resolve the problem of nonlinear pattern recognition, kernel methods approach the problem by mapping the data into a high-dimensional feature space, where each coordinate corresponds to one feature of the data items, transforming the data into a set of points in a Euclidean space (Chen and Li 2011, Zhang et al. 2008).

The theory of kernel methods can be traced back to 1909. Mercer proposed Mercer’s theorem (Mercer 1909) which indicates that any ‘reasonable’ kernel function corresponds to some feature space. 1964, the use of Mercer’s theorem for interpreting kernels as inner products in a feature space was introduced into machine learning by Aizerman et al. (Aizerman et al. 1964), but no sufficient importance has been attached to it. Until 1992, Vapnik et al. (Boser et al. 1992) successfully extended the SVM to the non-linear SVM by using kernel functions, it began to show its potential and advantages. Subsequently, more and more kernel-based methods were presented, such as: kernel principal component analysis (KPCA) (Xiao et al. 2012), kernel fisher discriminator (KFD) (Yang et al. 2005), kernel independent component analysis (KICA) (Zhang et al. 2013), kernel partial least squares (KPLS) (Helander et al. 2012) and so on.

In this paper, we propose to use the kernel idea and present a method called kernel-based manifold-oriented stochastic neighbor projection (KMSNP) method through improving the manifold-oriented stochastic neighbor projection (MSNP) (Wu et al. 2011) technique. MSNP is based on stochastic neighbor embedding (SNE) (Hinton and Roweis 2002) and t-SNE (Maaten and Hinton 2008). The basic principle of SNE is to convert pairwise Euclidean distances into probabilities of selecting neighbors to model pairwise similarities while t-SNE uses student t-distribution to model pairwise dissimilarities in low-dimensional space. Different from SNE and t-SNE, MSNP converts pairwise dissimilarities of inputs to probability distribution related to geodesic distance in high-dimensional space and uses Cauchy distribution to model stochastic distribution of features. Furthermore, it recovers the manifold structure through a linear projection by requiring the two distributions to be similar. Experiments demonstrate MSNP has unique advantages in terms of visualization and recognition task, but there are still two drawbacks in it: firstly, MSNP is an unsupervised method and lack of the idea of class label, so it is not suitable for pattern identification; secondly, since MSNP is a linear feature dimensionality reduction algorithm, it cannot effectively settle the nonlinear feature extraction problem. To overcome the disadvantages of MSNP, we have done some preliminary work. On the first, we introduced the idea of class label and presented a method called discriminative stochastic neighbor embedding analysis (DSNE) (Zheng et al. 2012, Chen...
and Wang 2012). On the second, we think KMSNP can overcome the disadvantage mentioned above well.

The rest of this paper is organized as follows: in Section 2, we provide a brief review of MSNP. Section 3 describes the detailed algorithm derivation of KMSNP. Furthermore, experiments on various databases are presented in Section 4. Finally, we provide some concluding remarks and describe several issues for future works in Section 5.

### MSNP

Considering the problem of representing $d$-dimensional data vectors $x_1, x_2, \ldots, x_n$ by $r$-dimensional $(r \ll d)$ vectors $y_1, y_2, \ldots, y_n$ such that $y_i$ represents $x_i$. The basic principle of MSNP is to convert pairwise dissimilarity of inputs to probability distribution related to geodesic distance in high-dimensional space, and then using Cauchy distribution to model stochastic distribution of features, finally, MSNP recovers the manifold structure through a linear projection by requiring the two distributions to be similar. Mathematically, the similarity of datapoint $x_i$ to datapoint $x_j$ is depicted as the following joint probability $p_{ij}$ which means $x_i$ how possible to pick $x_j$ as its neighbor:

$$p_{ij} = \frac{\exp(-D_{ij}^{geo} / 2)}{\sum_{k \neq j} \exp(-D_{ik}^{geo} / 2)} \quad (1)$$

where $D_{ij}^{geo}$ is the geodesic distance for $x_i$ and $x_j$. In practice, MSNP calculates geodesic distance by using a two-phase method (Wu et al. 2011). Firstly, an adjacency graph $G$ is constructed by $K$-nearest neighbor strategy. Secondly, the desired geodesic distance is approximated by the shortest path of graph $G$. This procedure is proposed in Isomap to estimate geodesic distance and the detail calculation steps can be found in (Tenenbaum et al. 2000).

For low-dimensional representations, MSNP employs Cauchy distribution with $\gamma$ degree of freedom to construct joint probability $q_{ij}$. The probability $q_{ij}$ indicates how possible point $i$ and point $j$ can be stochastic neighbors is defined as:

$$q_{ij} = \frac{1}{\sum_{k \neq j} \pi_{ij} (1 + \frac{||y_i - y_j||}{\gamma})^{-1}} \quad (2)$$

where $\gamma$ is the freedom degree parameter of Cauchy distribution and through a linear projection: $y_i = Ax_i$ ($A \in R^{r \times d}$), formula (2) can be formulated as:

$$q_{ij} = \frac{\left[\pi_{ij} (1 + \frac{||y_i - y_j||}{\gamma})^{-1}\right]}{\sum_{k \neq j} \left[\pi_{ij} (1 + \frac{||y_i - y_j||}{\gamma})^{-1}\right]} \quad (2)$$

In formula (3), $d_{ij}(A) = \|y_i - y_j\| = \|Ax_i - Ax_j\| = \sqrt{(x_i - x_j)^T A^T A (x_i - x_j)}$ is the Euclidian distance between two samples $x_i$ and $x_j$. MSNP finds the optimal low-dimensional representations for matching $p_{ij}$ and $q_{ij}$ to the greatest extent. This is achieved by minimizing the following penalty function, which is the sum of Kullback–Leibler divergences measuring the difference between two probability distributions:

$$C(A) = KL(P \| Q) = \sum_{i,j} p_{ij} \log \frac{p_{ij}}{q_{ij}} \quad (4)$$

MSNP calculates the optimal low-dimensional representation $A$ by minimizing $C(A)$ overall datapoints with a gradient descent search, i.e.:

$$\min C(A) = \sum_{i,j} p_{ij} \log \frac{p_{ij}}{q_{ij}} \quad (5)$$

### ALGORITHM DERIVATION OF KMSNP

Obviously, MSNP is a linear feature dimensionality reduction algorithm and has unique advantages in terms of visualization and recognition task, but it cannot effectively settle the nonlinear feature extraction problem. So the remainder of this section is devoted to extend MSNP to a nonlinear scenario using techniques of kernel methods.

Let kernel function $\kappa$ defines the inner product in an embedding high dimensional space $F$ with the associated nonlinear map $\phi(x): R^d \rightarrow F$:

$$\kappa(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle \quad (6)$$

which allows us to compute the value of the inner product in $F$ without having to carry out the map.

It should be noted that we use $\varphi_i$ to denote $\phi(x_i)$ for brevity in the following. Next, we express the transformation $A$ with:

$$A = \left[\sum_{i=1}^{N} \varphi_i^{(1)} \varphi_i, \ldots, \sum_{i=1}^{N} \varphi_i^{(r)} \varphi_i \right]^T \quad (7)$$

We define $B = [b^{(1)} \ldots b^{(r)}]^T$ and $\Phi = [\varphi_1 \ldots \varphi_N]^T$, then $A = B\Phi$. Based on above definition, the Euclidian distance between two samples $x_i$ and $x_j$ in the embedding space $F$ can be formulated as:
\[ d_{\geq}(A) = \|A(\varphi_i - \varphi_j)\| = \|B\Phi(\varphi_i - \varphi_j)\| \]
\[ = \|B(K_i - K_j)\| = \sqrt{(K_i - K_j)^T B^T B (K_i - K_j)} \]

where \( K_i = [\kappa(x_i, x_1), \ldots, \kappa(x_i, x_N)]^T \) is a column vector. It is clear that the distance in the kernel embedding space is related to a kernel function and the matrix \( B \).

In this section, we propose two methods to construct the objective function. The first strategy is to parameterize the objective function by the matrix \( B \). Firstly, we replace \( D_{ij}^{geo}F \) with \( D_{ij}^{geo} \) in formula (1) and \( d_{ij}(A) \) with \( d_{ij}^F(A) \) in formula (3) so that \( p_{ij}^1, q_{ij}^1 \) which are defined to be applied in the embedding high dimensional space \( F \) can be written as:

\[ p_{ij}^1 = \frac{\exp(-D_{ij}^{geo}/2)}{\sum_{k\neq i} \exp(-D_{kj}^{geo}/2)} \]
\[ q_{ij}^1 = \frac{\left[ \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right]^{-1}}{\sum_{k\neq i} \left[ \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right]^{-1}} \]

By simple algebra formulation, formula (10) can be formulated as:

\[ q_{ij}^1 = \frac{\left[ \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right]^{-1}}{\sum_{k\neq i} \left[ \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right]^{-1}} \]

Then, we denote \( C(B) \) by modifying \( C(A) \) via substituting \( A \) with \( B \) into the regularization term of formula (5). In this work, we use the conjugate gradient method to minimize \( C(B) \) as in (Wu et al. 2011). In order to make the derivation less cluttered, we first define two auxiliary variables \( w_i \) and \( u_i \) as:

\[ w_i = [\gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j)]^{-1} \]
\[ u_i = (p_{ij}^1 - q_{ij}^1) w_i \]

Afterwards, differentiating \( C(B) \) with respect to the matrix \( B \) gives the following gradient, which we adopt for learning:

\[ \frac{dC(B)}{d(B)} = \sum_{i,j} \frac{p_{ij}^1}{q_{ij}^1} (q_{ij}^1) \]
\[ = 2B \sum_{i,j} \frac{(K_i - K_j)(K_i - K_j)^T}{\gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j)} \]
\[ - 2B \sum_{i,j} \frac{1}{q_{ij}^1} \frac{\sum_{k\neq i} \left( \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right)^2}{\sum_{k\neq i} \left( \gamma^2 + (K_i - K_j)^T B^T B (K_i - K_j) \right)^{-1}} \]

Let \( U \) be the \( N \) order matrix with element \( u_{ij} \). Note that \( U \) is a symmetric matrix, therefore, \( D \) can be defined as a diagonal matrix that each entry is column(or row) sum of \( U \), i.e., \( D = \sum_j u_{ij} \). With this definition, the gradient expression (14) can be reduced to:

\[ \frac{dC(B)}{d(B)} = 2B \sum_{i,j} u_{ij} (K_i - K_j)(K_i - K_j)^T \]
\[ = 2B \sum_{i,j} u_{ij} (K_i - K_j)(K_i - K_j)^T \]
\[ - 2B \sum_{i,j} u_{ij} (K_i - K_j)(K_i - K_j)^T \]
\[ = 4B(KDK - KUK^T) \]

Once the gradient is calculated, our optimal problem can be solved by an iterative procedure based on the conjugate gradient method. For convenience, we name this kernel method as KMSNP1. The description of KMSNP1 algorithm can be given by:

Step1. Make sure the sample matrix \( X \) and the kernel function, set \( K \)-nearest neighborhood parameter \( k \) (for geodesic distance), Cauchy distribution parameter \( \gamma \) and the maximum iteration times \( M_t \).

Step2. Compute geodesic distance \( D_{ij}^{geo}F \) between two samples \( x_i \) and \( x_j \) on \( X \), compute the joint probability \( p_{ij}^1 \) by utilizing formula (9).

Step3. Set \( t = 1 : M_t \), we search for the solution in loop: firstly, compute the joint probability \( q_{ij}^1 \) by utilizing formula (11); then, compute gradient \( \frac{dC(B)}{d(B)} \) by utilizing formula (15); finally, update \( B \) based on \( B^{t+1} \) by conjugate gradient operation.

Step4. Judge whether \( C^t - C^{t+1} < \epsilon \) (in this paper, we take \( \epsilon = 1e-7 \)) converges to a stable solution or \( t \) reaches the maximum value \( M_t \); If these prerequisites are met, Step5 are performed, otherwise we repeat Step3.

Step5. output \( B = B^t \).

Another strategy is that we let \( C(A) \) be the objective function in the embedding space \( F \). Its gradient can be written as:

\[ \frac{dC(A)}{d(A)} = \sum_{i,j} \frac{p_{ij}^1}{q_{ij}^1} (q_{ij}^1) \]
\[ = -2 \sum_{i,j} \frac{1}{q_{ij}^1} \frac{B (K_i - K_j)(\varphi_j - \varphi_i)^T}{\gamma^2 + (B(K_i - K_j))^T B(K_i - K_j)} \]
The databases used in our experiments are summarized as follows:

**USPS and ORL databases**

The databases used in our experiments are summarized as follows:

**EXPERIMENTS**

In this section, we evaluate the effectiveness of our KMSNP1 and KMSNP2 methods for feature extraction. Several experiments are carried out on U.S. Postal Service (USPS) and ORL face databases to demonstrate their good behavior on classification performance and recognition task. Moreover, the Gaussian RBF kernel \( k(x, x') = \exp(-\|x - x'\|^2/2\sigma^2) \) is chosen as the kernel function of KMSNP1 and KMSNP2, where \( \sigma \) is set as the variance of the training sample set of \( \mathbf{X} \).

USPS includes 10 digit characters and 1100 samples in total. The original data format is of 16 x 16 pixels. Figure 1 shows samples of the cropped images from USPS handwritten digits database.

![Figure 1: Samples of the cropped images from USPS handwritten digits database.](image)

**Visualization using KMSNP1 and KMSNP2**

In this subsection, we focus on the classification performance of the proposed methods which are compared with that of the relevant algorithms, including MSNP (Wu et al. 2011), SNE (Hinton and Roweis 2002), t-SNE (Maaten and Hinton 2008), and DSNE (Zheng et al. 2012). The experiments are carried out respectively on USPS and ORL databases. For the sake of computational efficiency as well as noise filtering, we first adjust the size of each image to 32 x 32 pixels on ORL, and then we select fourteen samples from each class on USPS and five samples from each class on ORL.

The experimental procedure is to extract a 20-dimensional feature for each image by SNE, t-SNE, DSNE, MSNP, KMSNP1 and KMSNP2, respectively; then to evaluate the quality of features through visual presentation of the first two-dimensional feature. The parameters are set as: the local neighbor parameter of all the methods is \( k=15 \); for MSNP, KMSNP1 and KMSNP2, the degree freedom of Cauchy distribution is \( \gamma=4 \) and the iteration number is \( Mt=1000 \); for DSNE, the perplexity parameter is \( \lambda=0.1 \) and the iteration number is 1000 as well; for SNE and t-SNE, the perplexity parameter is \( \text{perp}=20 \) and the iteration number is the same as DSNE.

Figure 3 and Figure 4 show the visual presentation results of the methods mentioned above on USPS and ORL databases. The visual presentation is represented as a scatterplot in which different color determines different class information. The figures reveal that ORL consists of gray images of faces from 40 distinct subjects, with 10 pictures for each subject. For every subject, the images were taken with varied lighting condition and different facial expressions. The original size of each image is 112 x 92 pixels, with 256 gray levels per pixel. Figure 2 illustrates a sample subject of ORL database.

**Figure 2: Sample face images from ORL database.**

![Figure 2: Sample face images from ORL database.](image)
KMSNP1 and KMSNP2 give considerably better classification result than SNE, t-SNE, DSNE, and MSNP on all databases, for the separation between classes are quite obvious. In particular, it is clearly observed that though DSNE provides much better insight into the manifold structure, the clustering qualities and separation degree of KMSNP1 and KMSNP2 scatterplots are obviously better than the one of DSNE; for MSNP, it has smaller intra-class scatter, but exists overlapping phenomenon among classes; SNE and t-SNE not only get less separation for the inter-class data but also produce larger intra-class scatter, so, it is difficult to find obvious manifold structure from their results. With regard to KMSNP1 and KMSNP2, we can find from the figures that KMSNP1 shows the best classification performance among all the algorithms on ORL face database, while not on the other database, thereinto, the classification performance of KMSNP1 is inferior to KMSNP2 on USPS.

Recognition using KMSNP1 and KMSNP2

In this subsection, we apply KMSNP1 and KMSNP2 to recognition task to verify their feature extraction capability. We compare the performance with MSNP, since it was proved to be better than existing feature extraction algorithms such as SNE, t-SNE and so on in Ref. (Wu et al. 2011). The procedure of recognition is designed as follows: firstly, divide dataset into training sample set $X_{\text{train}}$ and testing sample set $X_{\text{test}}$ randomly; secondly, the training process for the optimal matrix $A$ or $B$ is taken for MSNP, KMSNP1 and KMSNP2; thirdly, feature extraction is accomplished for all samples using $A$ or $B$; finally, a testing image is identified by a nearest neighbor classifier. The freedom degree $\gamma$ of Cauchy distribution in MSNP is determined by cross validation and the maximum number of iterations is set to be 1000. Let $l$ denotes the number of training samples in each class, we set the $K$-nearest neighborhood parameter $k$ in MSNP, KMSNP1 and KMSNP2 as $k = l-1$. Figure 5 is the results of the experiment in USPS ((a):$l=14$, (b):$l=25$), and Figure 6 shows the recognition rate versus subspace dimension on ORL ((a):$l=3$, (b):$l=5$). The maximal recognition rate of each method and the corresponding dimension are given in Table 1, where the number in bold stands for the highest recognition rate. From Table 1, we can find that KMSNP1 and KMSNP2 outperform MSNP on USPS and ORL. Obviously, KMSNP2 gives better recognition task than KMSNP1 on USPS while the result is just on the contrary on ORL. That means the performances of KMSNP1 and KMSNP2 vary with databases. Besides, KMSNP1 and KMSNP2 achieve considerable recognition accuracy when feature dimension is 10 on USPS and 20 on ORL. It indicates that KMSNP1 and KMSNP2 grasp the key character of face images relative to identification with a few features. From the nature of dimensional reduction, this result demonstrates that MSNP is inferior to KMSNP1 and KMSNP2.
CONCLUSION AND FUTURE WORK

On the basis of MSNP, we present a method called kernel-based manifold-oriented stochastic neighbor projection (KMSNP), we extend MSNP to a nonlinear scenario using techniques of kernel methods and present two kernel-based methods by two different strategies: KMSNP1 and KMSNP2. In this paper, it has been shown that the proposed methods may result in performance comparable with the previously used classification methods. Experimental results on USPS and ORL databases demonstrate the superior performance of the proposed methods. Our future work might consider class label information in the feature extraction. We believe that the labeled samples are of great value for classification purpose and recognition task. Therefore, supervised extension of KMSNP may result in more effective features for pattern recognition task. We are currently exploring these problems in theory and practice.
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