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ABSTRACT
Simulation-based experiment of complex systems is a time consuming-job. Parallel and distributed simulation is one of the methods to reduce the simulation time. To simulate and analyze the system with this method, it is required to design a suitable experimental frame. Therefore, this paper proposes a MapReduce based experimental frame for the parallel and distributed simulation. Because Hadoop MapReduce is the most widely used parallel and distributed computing platform, we use it to design the experimental frame. In our work, the ‘map’ of MapReduce automatically generates and simulates the system, and the ‘reduce’ of MapReduce collects and analyzes the result. We can reuse the existing large scale Hadoop clusters without any modification of the platform, so it is easy to set-up and use the experimental frame. This paper presents an air defense simulation to show the usage and speed up with a 16-node Hadoop cluster.

INTRODUCTION
To analyze characteristics of a system, relationships must be drawn between input parameters and performance indices of the system. The more complex the system is, the more researchers need time and effort to draw how the inputs affect the performance indices. For example, assume that there are various parameters like number of missiles, speed of missile, accuracy of missile, range of radar, attack power, and decision making time for the simulation of an air defense system (Cho et al. 2007). If each parameter has five levels, the system could have over 10,000 scenarios with full factorial design (Antony 2003). Then, there needs to be over 10,000 minutes to simulate all the scenarios of the system, even if each simulation takes only one minute. It is also a time-consuming job to collect and analyze the results after the simulation.

Therefore, many researches have attempted faster simulation methods to remedy this problem. Generally, parallel and distributed simulation approaches have been widely used to reduce time-consuming phenomenon (McGeoch 1992). To simulate the system with parallel and distributed environment, it is required to design an appropriate experimental frame. An experimental frame is a specification of the conditions under which the system is experimented with (Zeigler et al. 2000). It is composed of a generator, which generates the input segments and a transducer, which collects and analyzes the output segments of the system.

In simulation fields, there is research adapting parallel and distributed simulation techniques for faster data collection of the simulation: DEXSim (Choi et al. 2014), CR-PADS (Bononi et al. 2005), and mJADES (Rak et al. 2009). They provide efficient simulation environments with best use of distributed hardware resources, however they did not consider faster data analysis. In other words, they did not provide an experimental frame for faster data collection and faster data analysis. Furthermore, since the previous studies were developed in their specific environment, they spend much time and cost to expand the distributed machines.

In our approach, parallel and distributed simulation is used to design and simulate a system; it is also used to gather and analyze the results after the simulation. We use the Hadoop platform for implementation of the proposed work for the convenience of environment construction. Hadoop is the most widely used platform for distributed computing (White 2012). It is a scalable, common, and reliable platform compared to other platforms used for the previous studies. Furthermore, MapReduce, a distributed computing framework of Hadoop, is appropriate to adapt the concept of generator and transducer. Although there is research about simulation using MapReduce (Decraene et al. 2011; Jakovits et al. 2011; Pratx and Xing 2011), there is no research about experimental frames for the simulation of legacy simulators.

Figure 1: Previous and Proposed Experimental Frame
In this paper, we propose a new experimental frame for parallel and distributed simulation using the Hadoop platform (Figure 1-(b)). The proposed work provides an experimental frame for efficient experimental design and result analysis. It can also be used for simulation-based optimization (Hong et al. 2013). Because it reuses the existing large-scale Hadoop clusters without any modification to the platform, users do not need to set the distributed environment. Basically, Hadoop provides reliability and powerful load balancing; users have only to take advantage of Hadoop platform.

This paper is organized as follows. Background materials about the Hadoop platform and Hadoop Streaming are briefly introduced. Then our proposed experimental frame using the Hadoop platform and simulation process are described. Finally, a case study using an air defense simulator is provided.

HADOOP

Hadoop is a representative big data platform developed by the Apache Software Foundation. It is an open source implementation for reliable, scalable, large scale distributed computing (White 2012). Hadoop consists of MapReduce and Hadoop Distributed File System (HDFS). MapReduce is a distributed computing framework for large scale data processing. HDFS is a distributed file system that stores data reliably using commodity machines (Shvachko et al. 2010). The Hadoop platform is fault-tolerant for hardware and network failures, and provides efficient resource management.

MapReduce

MapReduce is a framework for large-scale distributed data processing based on the divide and conquer paradigm. MapReduce works by breaking the processing into map and reduce (Dean and Ghemawat 2008). Map and reduce are executed in parallel on the different machines within the Hadoop cluster by MapReduce framework. Map performs filtering and sorting operations, and reduce performs summary operations. The user can specify map/reduce functions, and types of input/output.

Figure 2 illustrates the overall process of MapReduce. Input data stored on the HDFS are split into fixed-size blocks, and each block is allocated to a map. Then user-specified map processes each key-value pair in the block; and outputs the result as a list of key-value pairs. The output of the map is partitioned by the key, and the grouped records are transferred to the different reduces, respectively (called shuffle). Then, the transferred records are merged and sorted in the node which a reduce task located. Each reduce sequentially reads key-value pairs, and processes them by the user-specified reduce function. Finally, the output records of the reduce are written to the HDFS.

\[
\text{Map} \ (k_1, v_1) \rightarrow \text{list} \ (k_2, v_2) \\
\text{Reduce} \ (k_2, \text{list} \ (v_2)) \rightarrow \text{list} \ (v_3)
\]

Hadoop Streaming

Because MapReduce applications are executed in the form of source code, it is difficult to run an executable legacy simulator on the MapReduce framework. Therefore, an interface is required to run one on the MapReduce framework. Developers can implement the interface directly, but for convenience, the Hadoop platform provides a utility called Hadoop Streaming.

MAPREDUCE BASED EXPERIMENTAL FRAME

Figure 4: Conceptual Mapping to MapReduce
In this section, we propose an implementation of an experimental frame adapting Hadoop MapReduce. Figure 4 shows the conceptual mapping between the experimental frame and the MapReduce framework. In our approach, map performs the role of generator which generates scenarios and allocates them to the system model. The reducer performs the role of transducer which collects the output of simulations and analyzes the results.

**Overall Structure**

The generator of the proposed experimental frame is composed of scenario generator, design of experiment (DOE) manager, and map of MapReduce framework (Figure 5). The scenario generator makes scenarios from input parameter set using DOE manager. The DOE manager handles the design of experiment, but in this paper, only full-factorial design (Antony 2003) can be used. Later, it is possible to apply several design of experiment methods extending the DOE manager. The outputs of the scenario generator (all scenarios) are automatically split into an individual scenario by MapReduce framework, then each scenario is allocated to each map. MapReduce framework assigns a map to each CPU core of individual machine in Hadoop, and provides efficient load balancing and resource management. Consequently, efficient and faster data collection are possible with parallel and distributed environment of Hadoop.

The transducer is composed of statistical program and reduce of MapReduce framework. The statistical program, which can be a commercial (e.g., R project for statistical computing) or a user-developed application, processes and analyzes the simulation output. The results of the analysis can be statistical values of the simulation, optimized input parameters or extracted internal state. The reduce collects and saves the output to the HDFS. It is executed in parallel like the map, therefore faster data analysis is possible using the experimental frame. In this proposed work, the legacy simulator has to receive an input scenario from stdin, and emit the output to stdout in the form of key-value pair. It is the same with the statistical program.

**Simulation Process**

The simulation process is composed of two phases: the preparatory phase, and the main phase (Figure 6). The preparatory phase generates scenarios and sets up the experimental environment. The main phase executes the simulator and analyzes the simulation result. The detail processes are as follows.

**Preparatory Phase**

In the preparatory phase, we specify object/attribute and performance index following the objective of the simulation. We use the Object-Performance Index (OPI) matrix to recognize the relation between the object and the performance index (Kim and Sung 2007) and make the Parameter Set shown in Table 1. The experimental frame automatically generates scenarios adapting the design of the experiment and writes the scenario file to

---

**Figure 5: Overall Structure of Experimental Frame**

**Figure 6: Simulation Process: Preparatory Phase and Main Phase**
the HDFS. It also saves the simulation model and simulation engine (in this paper, DEVS simulation model and DEVSimLinux binary files) to the local file system (LFS) of each node. Then, the experimental frame sets up the experimental environment: It sets the total number of map tasks following the number of scenarios, the number of reducers, and the number of task slots. Finally, the MapReduce framework splits the scenario file into the number of maps and allocates each scenario to each map task.

Table 1: Specification of Input / Output

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter Set</td>
<td>(Attribute 1 : range of value, Attribute 2 : range of value, …</td>
</tr>
<tr>
<td></td>
<td>Performance Index : threshold value)</td>
</tr>
<tr>
<td>Input Scenario</td>
<td>(Scenario 1, Parameter 1 : value, Parameter 2 : value, … )</td>
</tr>
<tr>
<td>Simulation Result</td>
<td>(Scenario 1, Result 1 : value, Result 2 : value, … )</td>
</tr>
<tr>
<td>Analysis Result</td>
<td>(Scenario 1, Parameter 1 : value, … Performance Index : value)</td>
</tr>
</tbody>
</table>

Main Phase
In the main phase, each map executes the simulator stored in the LFS with the allocated scenario. The simulator reads the scenario in the form of the key-value pair. After the simulation is finished, it emits the result of the simulation in the form of the key-value pair to its own map. Then the simulation results of all the maps are sent to the reduce through the shuffle process of MapReduce. The reduce merges and sorts the results from the maps, and the developed statistical program analyzes the results. Finally, they are merged and written in the HDFS by the MapReduce framework. The main phase is automatically performed by the MapReduce framework, so the user does not need to manage the simulation after the execution of the experimental frame.

CASE STUDY: AIR DEFENSE SIMULATOR
This section presents a case study to show the efficiency of the proposed experimental frame. The experiment was conducted on a homogenous Hadoop cluster of 16 machines, which consisted of one master machine and 15 slave machines. Each machine had quad-core Intel i5-3550 CPUs running at 3.3 GHz, Samsung DDR3 4 GB RAM, and Samsung HDD 500 GB, running on Ubuntu-12.04 32bit. We used Hadoop-1.1.2. The machines were connected to a gigabit Ethernet switch with two trunked gigabit ports per machine.

Target Simulator
The target simulator is an air defense system simulator which detects and nullifies missiles from an enemy. It is modeled using DEVSet formalism, and is running on the DEVSimLinux, discrete event system simulation engine (Kim et al. 2011). The simulator is composed of four parts; missile, radar, weapon, and C2A (Command & Control and Alert) system model. The C2A system receives target information from radars, makes decisions based on algorithms, and sends attack orders to the air defense weapon systems. The simulator represents the situation of defending a base against missiles and analyzes the effectiveness of the air defense system for various parameters. When missiles are fired, installed radars detect the missiles and send the information to the C2A system. Then the C2A system assigns weapon systems according to the algorithms and orders an attack to defend the base. Finally the simulator measures the defense rate in accordance with the success or failure of the attack.

Figure 7: Air Defense Simulator

Experimental Design
We designed experiments to acquire the scenarios whose defense success rate was more than 80% for the various parameters. To find the desired scenarios, full-factorial design is needed for the input parameters and its values. So, the generator was implemented to do full-factorial design for the input. Each scenario is executed 30 times to calculate its defense success rate. Table 2 shows six parameters and four values per parameter, as an input for the generator. Therefore, the generator makes a total of 4,096 scenarios and 122,880 simulation runs are required.

Next, we designed a transducer to find the desired scenarios among all scenarios. The transducer can utilize statistical programs, but in this case study, we implemented just a simple filter to find the desired scenarios.

Table 2: Parameter Set of Air Defense Simulator

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar Detection Range (km)</td>
<td>3 – 6</td>
<td>4</td>
</tr>
<tr>
<td>Number of Radars</td>
<td>1 ~ 4</td>
<td>4</td>
</tr>
<tr>
<td>Period of C2A (sec)</td>
<td>1.0 ~ 2.5</td>
<td>4</td>
</tr>
<tr>
<td>Weapon Range (km)</td>
<td>1.5 ~ 3.0</td>
<td>4</td>
</tr>
<tr>
<td>Weapon Accuracy Rate (%)</td>
<td>60 ~ 90</td>
<td>4</td>
</tr>
<tr>
<td>Number of Weapons</td>
<td>3 ~ 6</td>
<td>4</td>
</tr>
<tr>
<td>Total Scenarios</td>
<td>4,096 (=4⁶)</td>
<td></td>
</tr>
</tbody>
</table>
Experimental Result

After the experiment completed, we got the result stored in HDFS as shown in Figure 8. Since Hadoop provides a monitoring tool for MapReduce and HDFS, it is convenient to check the progress of the experiment using this tool. The center of Figure 8 shows the experimental results: scenario number, performance index and statistical values such as simulation time. We can easily find the desired scenarios from the large number of scenarios.

Table 3: Execution Time of Total Experiment

<table>
<thead>
<tr>
<th></th>
<th>Hadoop</th>
<th>Single Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Scenarios</td>
<td>4096</td>
<td>4096</td>
</tr>
<tr>
<td>Execution Time (sec)</td>
<td>753</td>
<td>5 × 4096</td>
</tr>
<tr>
<td></td>
<td></td>
<td>= 20480</td>
</tr>
<tr>
<td>Execution Time with</td>
<td>753</td>
<td>20480 ÷ 30</td>
</tr>
<tr>
<td>30 Cores (sec)</td>
<td></td>
<td>= 680.67</td>
</tr>
<tr>
<td>Speed up (times)</td>
<td>20480 ÷ 753 = 27.20</td>
<td></td>
</tr>
<tr>
<td>Utilization Rate</td>
<td>680.67 ÷ 753 = 0.90</td>
<td></td>
</tr>
</tbody>
</table>

Also, we can analyze how much the proposed experimental frame can reduce the execution time. We compared total execution time of the Hadoop platform with single node. In this experiment, two simulators can be executed simultaneously in one node because the number of map slots is 2. So, theoretical speed up of the proposed work should be 30 times with 15 slave nodes. However, the maximum speed up was only about 27 times as shown in Table 3 due to overhead of the Hadoop platform. Also, Figure 9 shows that the more the scenarios increase, the more the utilization of the experimental frame also increases. This is because the ratio of Hadoop overhead becomes smaller, as the number of scenarios increases. Consequently, we know that the proposed experimental frame is more efficient for the simulation with larger numbers of scenarios.

CONCLUSIONS

This paper proposes a MapReduce based experimental frame for parallel and distributed simulation using the Hadoop platform. Because simulation with a large number of scenarios requires much time to execute and analyze, the proposed work provides a generator for scenario generation and distributed execution of the simulator, and a transducer for distributed result analysis. In the proposed experimental frame, each generator/transducer is assigned to a CPU core by the MapReduce framework; faster data collection and data analysis are possible. The proposed work is also compatible with any modification or set-up of existing Hadoop cluster.

In this paper, we apply an air defense simulator which was developed in DEVS formalism to show the usefulness of the proposed work. A total of 4,096 scenarios were simulated on the 16-node Hadoop cluster with 30 map slots. The proposed experimental frame is only 27-times faster than a single node due to overhead of the Hadoop platform.

For further work, we will implement the DOE manager supporting several designs of experiment methods, and the statistical program analyzing these design of experiment methods. Also, we will research optimization methods using our proposed work.
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