
REDUCING OVERCONFIDENCE IN NEURAL NETWORKS BY DYNAMIC VARIATION OF 

RECOGNIZER RELEVANCE 

 

Konstantin Bulatov 

Dmitry Polevoy 

Institute for Systems Analysis of Russian Academy of Sciences (ISA RAS) 

Prospekt 60-letiya Oktyabrya, 9,  Moscow, 117312, Russia 

National University of Science and Technology "MISIS" (MISIS) 

Leninskiy prospekt 4, Moscow, 119049, Russia 

E-mail: hpbuko@gmail.com 

 

 

KEYWORDS 

Optical character recognition, combination of 

recognizers, recognition post-processing 

 

ABSTRACT 

Contemporary recognition systems use various methods 

of symbol recognition and post-processing methods 

designed for enhancing the quality of text recognition. 

For some recognition problems it may be difficult to 

create an adequate dataset for training symbol 

recognizers, so several symbol recognizers are used to 

ensure better performance. In this paper the concept of 

recognizer relevance is introduced as a way of analysing 

the recognizer output. A method is described using this 

concept, allowing to use external information about the 

input samples in order to balance the contributions of 

the recognizer and the post-processing subsystem. 

 

INTRODUCTION 

For any recognition algorithm based on machine 

learning the training dataset is always an approximation 

of the universal set of test cases. The goal of the 

recognizer training, whether it is an artificial neural 

network (Haykin, 1998), or support vector machine 

(Hastie et al., 2001), or another technique, is almost 

always a minimization of some error function on a 

training dataset. One of the most important problems 

which has to be dealt with during the recognizer training 

is local minima of this error function.  

 

A number of techniques has been developed to avoid 

this problem. In the scope of artificial neural networks, 

such methods as stochastic gradient descent (Moulines 

and Bach, 2011; Zeiler and Fergus, 2013) have proven 

quite effective when dealing with machine learning 

problems, partly because they remedy the convergence 

of the error function to local minima. 

 

The synthetic extension of the training dataset is also 

proposed (Nikolaev et al., 2014). This technique can be 

used in order to approximate the universal set of test 

cases more accurately. 

 

Engineering approaches to avoid the local minima after 

the recognizer training (i.e. at the operational stage) 

include the combination of recognizers (Tulyakov et al., 

2008; Slavin, 2004) and various techniques of 

recognition post-processing (Sholomov et al., 2005; 

Arlazarov V.L. et al., 2014). 

 

Machine learning methods are commonly used in such a 

way that the classification result given the input sample 

is represented as a vector of probability estimations for 

each class. In the case of Artificial Neural Networks 

(ANNs) this is achieved using the softmax output unit, 

which can provide the probability estimates for classes 

consistent with the input and training data (Denker and 

Le Cun, 1991). 

 

Yet recognition systems using ANNs for character 

recognition and post-processing techniques based on the 

probabilistic language models (such as Hidden Markov 

Models (Bouchaffra et al., 1997) or Weighted Finite-

State Transducers (Llobet et al., 2010), or other methods 

of statistical post-processing (Sholomov et al., 2005, 

Arlazarov V.L. et al., 2014) often suffer from the 

inability to optimally calibrate the character recognizer 

output. Using single-vector recognizer output model a 

problem of recognizer overconfidence occurs. That 

means that even if the symbol recognition result is false 

the distribution of the estimations provided by the 

recognizer can be strongly shifted to the probability 

estimation of the incorrect class. In that case the post-

processing techniques have less chance to correct the 

recognition result using the language model of the 

recognized text. 

 

In this paper we propose a model of recognizer 

relevance and a way of looking at the recognizer output 

not as a vector of class probabilities, but as a vector-

function of the recognizer relevance argument. This 

model allows us to vary the classification information 

output of the symbol recognizer. By knowing the 

properties of the recognizer behaviour given the 

different nature of the input data we can decrease the 

recognizer relevance value for some characters if we 

want the post-processing algorithm to pay more 

attention for these characters. 

 

RELEVANCE MODEL 

Character recognition can be formally considered as a 

problem of classification of an input image to one of the 

K  classes. A classifier (recognizer) is an agent that 
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assigns a result vector 
1

( ,..., )
K

p p p=  to an input 

image x . We assume that 
1
,...,

K
p p  are real numbers in 

range [0,1]  with 
1

1
K

ii
p

=
=∑ . The classification result is 

an index of a class and it corresponds to an index of the 

maximal item of a vector p . 

 

Let’s introduce the relevance as an abstract external 

argument of the recognizer, represented as a 

nonnegative real number [0, ]τ ∈ +∞ . Using this term we 

will now consider another model for the recognition 

output: instead of the result vector p  the classifier now 

assigns a vector-function ( )1
( ) ( ),..., ( )

K
p p pτ τ τ=  to an 

input image x . The relevance parameter τ  represents 

the amount of information which will be provided to a 

system by the recognizer. The value (0)p  will 

correspond to a vector with zero classification 

information ( )1 ,...,1K K . The value ( )p +∞  will 

correspond to a vector with maximum information. The 

relevance τ  can also be regarded as parameter 

proportional to the inverse entropy of the classifier 

output. 

 

The relevance model can be defined for different 

recognizers, but perhaps the most natural definition 

comes in terms of ANNs with softmax output unit. The 

softmax output unit of the ANN takes a vector of values 

1
( ,..., )

K
A a a=  as an input and performs the softmax 

transformation: 

 
1
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=
= ∑   

Using the measurable or known in advance properties of 

the classes distribution, represented by positive “gain” 

values 
1
,...,g

K
g , the softmax unit can be used to yield a 

probability distribution more suited to the desired 

recognition system (Denker and Le Cun, 1991). So, 

more generally: 

 
1
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K g ag a

i j
p e e

=
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The relevance parameter τ  can be introduced to the 

softmax output unit as follows: 

 
1

( ) j ji i
K g ag a

i j
p e e

ττ
τ

=
= ∑   

Note that all ( )
i

p τ  are real number in range [0,1] , with 

fixed τ  all ( )
i

p τ  sum up to 1, and with 0τ =  all 

( )
i

p τ  equal to 1 K . If the vector A  had only one 

maximal value 
i

a  then with τ  approaching +∞ ,  

( )
i

p τ  approaches 1, where i  is class index 

corresponding to the recognition result. If the vector A  

had L  identical maximal values then all their 

corresponding values of ( )p τ  approach the value 1 L . 

This parameterization can be seen as a 'gamma-

correction' of the output pseudo-probability estimates. 

 

Recognizer output vectors can be seen as points in 

K -dimensional space belonging to the 

( 1)K − -dimensional simplex with it’s center in 

( )1 ,...,1K K  and vertices in (1,0,...,0) , (0,1,0,...,0) , 

etc. The vector-function ( )p τ  can be represented as a 

curve connecting the center of the simplex ( 0τ = ) with 

the center of its ( 1)L − -dimensional facet (τ = +∞ ) 

where L  is the number of identical maximal values in 

the vector A  passed as an input to the softmax unit. 

 

Fig. 1 and 2 show the sample curves corresponding to 

the recognizer outputs on several input samples.  

 

 
 

Figures 1: Sample Recognizer Output Vector-Functions, 

Projection on the ‘M’-‘N’-‘H’ Facet 

 

 
 

Figures 2: Sample Recognizer Output Vector-Functions, 

Projection on the ‘C’-‘O’-‘0’ Facet 



The analysed recognizer is a convolutional ANN trained 

to recognize projectively distorted symbols of the OCR-

B font. The alphabet consists of 37 symbols (decimal 

digits, Latin letters and one special character). Fig. 1 

shows the orthogonal projection of the recognizer output 

vector-function curves to the 2-dimensional facet of the 

simplex containing the characters ‘M’, ‘N’ and ‘H’. 

Fig. 2 shows the projection to the 2-dimensional facet 

containing the characters ‘C’, ‘O’ (letter) and ‘0’ (digit). 

 

As shown in Fig. 1, one of the samples of the letter ‘N’ 

was incorrectly recognized as ‘M’. The curve 

corresponding to the recognizer output connects the 

center of the simplex with its 0-dimensional facet, 

corresponding to the answer ‘M’ (that means that there 

was only one maximal value of the softmax unit input 

vector). However, it can be observed that the curve is 

significantly drawn to the direction of the ‘N’ vertex. 

More so in Fig. 2 - letter ‘O’ and digit ‘0’ in the OCR-B 

font is poorly distinguishable, so even the correctly 

recognized samples show curves which are slightly 

drawn to the direction of the similar symbol vertex. The 

curve of the Incorrectly recognized sample of the digit 

‘0’ is very noticeably drawn to the ‘correct’ vertex, 

though in the end it still approaches the vertex 

corresponding to the letter ‘O’. 

 

In the original model of the recognizer outputs only one 

point on the curve is taken as a classification result. 

Using the whole vector-function of the recognition result 

we can vary the amount of information obtained from 

the symbol recognizer, thus allowing more space to 

other methods, such as recognition post-processing 

techniques. 

 

APPLICATION OF THE MODEL 

We performed our experiments for the system designed 

for machine-readable zone (MRZ) recognition on 

images obtained from a camera of a mobile device. 

These images often suffer from bad lighting conditions 

and various distortions, such as motion blur and defocus 

(Arlazarov V.V. et al., 2014). 

 

Recognition errors were more frequently observed on 

poorly-focused character images. Since the recognition 

results even in those cases often have shifted class 

estimations distribution, the post-processing method 

based on the MRZ language model sometimes fails to 

correct those errors. 

 

Prior to the recognition we calculate the quality 

estimation for each character image. First, we estimate 

the gradient of the image I  using derivative images in 

four directions: vertical, horizontal and two diagonal: 
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The quality estimation of an image I  is then calculated 

as a minimal 0.95-quantile of these derivatives: 

( ) ( )

( ) ( )1 2

( ) , ( ) ,
( ) min

( ) , ( )

V H

D D

q G I q G I
Q I

q G I q G I

 
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=  
  

 

Here (G)q  is a 0.95-quantile of the derivative image, 

i.e. a minimal g  such that 95% of the values 
,i j

G  are 

less than or equal to g .  

 

The estimation ( )Q I  can be used as a measure of image 

quality containing the information about contrast, 

defocus and motion blur. This estimation is proportional 

to the image contrast, and on defocused images all 

derivative values will be lower. On images with motion 

blur only derivative in some directions will be lower, 

that is why the final estimation ( )Q I  is calculated as a 

minimum of four derivative quantiles. 

 

Using the calculated quality estimations of the character 

images, we assigned the recognizer relevance parameter 

for each character cell as a linear function of ( )Q I : 

( ) ( )I a Q I bτ = ⋅ +  

Here a  and b  are selected in such way that the 

character image with maximal quality estimation would 

be assigned with ( ) 1Iτ =  and a hypothetical character 

image with the lowest tolerable quality estimation 

0
( )Q I Q=  would be assigned with relevance 

0
( )Iτ τ= .  

 

Using this pre-evaluation of the character image quality 

in order to adjust a recognizer relevance score we make 

the post-processing algorithm use less information from 

the recognition result of the images with poor quality, 

relying more on the language model instead. 

 

This method was tested on a reference dataset of 3000 

unique images of the machine-readable zones, 

containing in total ~260’000 characters. The recognition 

precision of the system with the fixed relevance 

parameter ( 1τ = ) is 99.30%. The variance of the 

relevance parameter depending on the quality estimation 

of the character image (with
0

[ 0.6, 1]τ τ∈ = ) helped to 

achieve the precision of 99.67%. 

 



CONCLUSION 

In this paper a new model of recognizer output is 

described. Using this model the resulting probability 

distribution of classes can be more accurately analysed. 

With the help of external information about the nature of 

the input samples this models allows us to balance the 

contributions of the symbol recognizer and the post-

processing subsystem to the final recognition result.  

 

This method was successfully applied to the existing 

system for machine-readable zones recognition on 

images captured from a mobile device camera. Using the 

described method better recognition precision is 

achieved at a reference dataset. 

 

FUTURE WORK 

The combination of several symbol recognizers can also 

be improved using the model of recognizer output as a 

vector-function of the relevance argument. In this case 

the relevance can be regarded as an easily controlled 

parameter which allows to balance the contribution of 

the recognizers in combination. 

 

The analysis of the curvature of the recognizer output 

vector-function can also be used to estimate the self-

confidence (Arlazarov et al., 2013) of the symbol 

recognizer in order to create a reliable rejection criteria 

for the recognition system. 
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