SPACE SYMBOL DETECTION ON COMPLEX BACKGROUND USING VISUAL CONTEXT
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ABSTRACT  
In this paper, we present a new technique of space symbol detection in the task of monospaced text recognition for credit cardholder name as an example. In the considered case, standard methods fail or have low quality because of background complexity and variability of symbol colors. Suggested method is based on the usage of two conjoined symbol images as an input for artificial neural network. This provides background visual context for the recognizer, which helps it to distinguish between symbols and spaces.

INTRODUCTION  
Warren McCulloch and Walter Pitt created the first computational model for artificial neural networks (ANN or simply NN) in 1943. They called this model threshold logic (McCulloch et al., 1943). The first known implementation of this model (Frank Rosenblatt, 1957) was designed for optical character recognition. Since 1980, usage of neural networks with convolution layers took place for the same task (Fukushima and Kunihiko, 1980) along with multilayer perceptron. However, computation efficiency of the previous generation of NNs is still attractive and people continue to develop new feature extraction methods for them (Anil K Jain et al., 1996).

It is possible to write dozens of pages about symbol recognition with neural networks, but this work is about the application of NNs for something other than the recognition of separate symbols.

In this work, we consider one of the stages of cardholder name recognition on credit card images. We analyse the working high-performance card recognition system. One of the essential features of the system is processing time. Therefore, we could not afford methods with high computational complexity.

The first stage of the card recognition algorithm is card border detection. We use the method for rectangular document detection described in (Natalya Skoryukina et al., 2014). After obtaining card quadrangle, we use projective rectification to restore its original rectangular form.

On the rectified card image, we perform field detection and recognition. For field detection, we compute image projection on the vertical axis in the specified region of interest and determine top and bottom boundaries for every target field. In this paper, we consider only name field recognition. There is an example of the name field region of the input image on Fig. 2.

On the name field region of the input image, we apply a segmentation method to find exact cell coordinates for every character. We use the fact that all symbols of the card name field originally have the same width, which noticeably simplifies the task. In such cases segmentation algorithm could be based on dynamic programming with character width deviation constraints. Algorithm itself is simple and works almost perfect for the analyzed system.

We crop symbol images and pass them as an input for the symbol recognizer based on an artificial neural
network. At the last stage of the name field recognition, we apply statistical post-processing using dictionaries (Sholomov et al., 2005; Slavin et al., 2011).

Space/symbol detection precision of the recognizer used in our system is 96.5%, when its character recognition precision is 98.7%. The used recognizer has no special abilities for space/symbol detection and recognizes them as characters. Space is one of the 29 different symbols of the alphabet (A–Z, dot, space and hyphen) and has no special properties. As the recognition quality requirements increase, it becomes clear that dictionary based language model is also not powerful enough for correction of wrongly recognized spaces. Thus another algorithm for space/symbol detection is needed which would be efficient, robust and fast. This algorithm will have to deal with problems related to the complexity of card background: lines, curves, sparkles and shadows. Standard methods of distinguishing between spaces and characters based on analysis of image statistics show unsatisfactory results (as we will show below) due to complexity of the background mentioned above. Due to the presence of sparkles and shadows along the strokes of the embossed characters the binarization methods, which are widely used in scanned document recognition (Jagroop Kaur and Dr. Rajiv Mahajan, 2014), are also inapplicable.

In the considered case, any single character recognition algorithm may give very confident non-space answers on space images and very confident space answers on letter images, since even human not always able to tell for sure whether there is a letter or a space given cropped character cell image. On the other hand, space detection precision could be higher if the system will use a broader visual context (at least two neighboring characters).

We will use the NN with similar architecture, but in a different way. The main source of architecture difference between these neural networks is the processing time handicap. Therefore, new NN should be lighter. Instead of giving separated symbols for recognition, we will feed two neighboring symbols image as input (see Fig. 5). This NN will have four dimensioned output vector. This neural network is trained to separate two spaces, symbols and space, space and symbol and two symbols images.

Now this approach is poorly investigated. Most relevant works consider handwriting letters recognition problem using ligatures classification (Bong-kee Sin and Jin H. Kim, 1997).

**WHY NEURAL NETWORK?**

Artificial neural networks are well-known technique (Tao Wang et al., 2012; Vivek Shrivastava and Navdeep Sharma, 2012), but it is not the only way to recognize symbols. A set of completely different methods also exists (Datong Chen et al., 2014), but every method has its own specifics and limitations. At first, let us consider simpler methods to understand why we want to use neural network in the task of space detection. The common approach to this problem is to collect and analyze symbol image statistics (Katherine L. et al., 2011). We assume that empty character box will differ a lot from the one with symbol in terms of gradient, dispersion, etc. Let us consider in detail why these standard methods based on image statistics are inapplicable in our case. As mentioned above, the main problem is background complexity. We have analyzed some image statistics distributions to show a problem existence. Trivial hypothesis number one: character box with a symbol will have higher average gradient absolute value. It is obvious that using the distribution of the absolute gradient (see Fig. 6) we cannot build a classifier with quality over 96.5% (quality of the base method).
Trivial hypothesis number two: character box with a symbol will have higher dispersion of pixel intensities. The distribution shown on Fig. 7 also does not provide the discriminative power sufficient to surpass the base method. Besides, since these values are calculated from the same image in similar way and represent similar image properties (in slightly different ways) their errors are correlated. That means that even combination of these methods will not achieve the required quality.

A NEW APPROACH

We have decided to use a broader visual context of a symbol as an input for the new artificial neural network (2-cell NN). A hypothesis was that the image of two conjoined characters would present more information about the background, allowing us to perform better space/symbol distinction.

RESULTS

We have obtained the following results (Table 1).

<table>
<thead>
<tr>
<th></th>
<th>Spaces</th>
<th>Symbols</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter NN</td>
<td>93.6%</td>
<td>99.8%</td>
<td>96.5%</td>
</tr>
<tr>
<td>2-cell NN</td>
<td>94.3%</td>
<td>99.6%</td>
<td>96.8%</td>
</tr>
<tr>
<td>Samples Count</td>
<td>68246</td>
<td>61903</td>
<td>130149</td>
</tr>
</tbody>
</table>
This table shows that 2-cell NN has better quality in overall and a different errors distribution. It shows better space detection precision and a slight decrease in symbol detection precision. Using only this NN allows us to increase recognition quality a bit, but our goal is the combination of the methods.

What is very important here is errors distribution, which is different (Table 2).

<table>
<thead>
<tr>
<th>Errors 1</th>
<th>Spaces</th>
<th>Symbols</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>4392</td>
<td></td>
<td>141</td>
<td>4533</td>
</tr>
<tr>
<td>Quality 2</td>
<td>44.7%</td>
<td>29.8%</td>
<td>44.3%</td>
</tr>
<tr>
<td>Errors 2</td>
<td>3893</td>
<td>241</td>
<td>4134</td>
</tr>
<tr>
<td>Quality 1</td>
<td>37.6%</td>
<td>58.9%</td>
<td>38.9%</td>
</tr>
</tbody>
</table>

First two rows of the table represent the amount of errors of the letter NN and the quality of the 2-cell NN over these samples. Third and fourth rows show the same, but for the 2-cell and letter NNs respectively. This allows us to combine methods in order to create a new one with better quality. We take both estimations and simply make a new one as their weighted combination. This is how we use the idea in the resulting system.

In the Table 3 we have per-image overall recognition quality of the system. 2-cell version uses only 2-cell NN for space detection, whereas combined version represents a combination of letter and 2-cell networks in the task of space detection.

<table>
<thead>
<tr>
<th>Base version</th>
<th>Quality, %</th>
<th>Quality, count</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.39</td>
<td>4164</td>
<td></td>
</tr>
<tr>
<td>2-cell version</td>
<td>96.46</td>
<td>4167</td>
</tr>
<tr>
<td>Combined version</td>
<td>97.06</td>
<td>4193</td>
</tr>
</tbody>
</table>

It is also worth noting that space detection problem is not the only source of recognition errors. They come from all subsystems in various amount. In our case the greatest problem is OCR itself due to the input image imperfections, but it is a topic for a different paper.

We have successfully applied this technology in existing and working system of credit card recognition.

CONCLUSION

As we have shown, information about background from a broader zone helps to recognize some of the background elements as a true space character instead of a false symbol. This idea can be improved using even wider zone of an image or performing different transformations for the database in order to train the NN to recognize spaces on given samples of the text line region. Further extending of the zone can require much wider training dataset; this problem is a topic for a different paper.
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