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ABSTRACT
A Continuous Stirred-Tank Reactor is typical system with nonlinear behavior and lumped parameters. The mathematical model of this type of reactor is described by the set of nonlinear ordinary differential equations that are easily solvable with the use of numerical methods. The big advantage of the computer simulation is that once we have reliable mathematical model of the system we can do thousands of simulation experiments that are quicker, cheaper and safer than examination on the real system. The control approach used in this work is a hybrid adaptive control where an adaptation process is satisfied by the on-line recursive identification of the External Linear Model as a linear representation of the originally nonlinear system. The polynomial approach together with the Pole-placement method and spectral factorization satisfies basic control requirements such as a stability, a reference signal tracking and a disturbance attenuation. Moreover, these methods produce also relations for computing of controller’s parameters. As a bonus, the controlled output could be affected by the choice of the root position in the Pole-placement method. The goal of this contribution is to show that proposed controller could be used for various outputs as this system provides five possible options.

INTRODUCTION
The mathematical modelling and the computer simulation is a great tool for control engineering that helps with the understanding of the system’s behavior without examination on a real equipment or a real model of the system (Honc et al. 2014), (Ingham et al. 2000). The benefits of the computer simulation are clear – it is quick, safe and of course much cheaper method than real experiments which, especially in chemical industry, could consume a lot of chemicals without a clear result. Even more, a lot of chemical experiments produce an exothermic reaction and wrong settings of the controller could end with the dangerous explosion. This paper presents the simulation study from the initial steady-state and dynamic analyses to the hybrid adaptive control of the system. The steady-state and dynamic analyses observes the nonlinear behavior of the system and help us with the choice of the optimal control strategy. The system under the consideration is an isothermal Continuous Stirred-Tank Reactor (CSTR) the mathematical model of which is described by the set of five nonlinear ordinary differential equations (ODE) as there are five state variables – concentrations (Russell and Denn 1972). There were used Simple iteration method for the solving of the steady-state of this system which is, in fact, the numerical solution of the set of nonlinear algebraic equations that are transformed from the set of ODE with the condition that the derivative with respect to the time are equal to the zero in the steady-state. The dynamic analysis then employs the Standard Runge-Kutta’s method for numerical solution of the set of ODE. Both methods are simple but accurate enough. Moreover, they are easily programmable and Runge-Kutta’s methods are even build-in functions in the mathematical software Matlab (Vojtesek 2014) which was used as a simulation program in this work.

The control method here is based on the idea of the adaptive control (Åström and Wittenmark, 1989) where parameters of the controller are restored during the control according to the actual needs and state of the controlled system. The core function of this adaptive approach is the recursive identification of the External Linear Model (ELM) as a linear representation of the nonlinear system (Bobal et al., 2005). Parameters of the controller than depends on the identified ELM and they are computed with the use the Polynomial method, the Pole-placement method and the Spectral factorization. As a result, this approach produces not only the controller that satisfies basic control requirements but also easily programmable relations for computing of controller’s parameters which helps with the implementation inside the industrial controllers. We call this approach the “hybrid” adaptive control because the polynomial approach used here is defined in the continuous-time which is more accurate but problematic for the on-line identification. Because of this, the special type of the discrete-time identification was used. This method is called the Delta-models (Middleton and Goodwin 2004) that belongs to the class of discrete-time models but its parameters approaches to the continuous-time ones for sufficiently small sampling
period (Stericker and Sinha 1993) as there are both input and output variables related to the sampling period. The control strategy was applied on the control of two different outputs which shows that it could be also successfully applicable to similar types of processes.

**ADAPTIVE CONTROL**

The control approach used in this work is an adaptive control. The philosophy of this control method comes from the nature, where plants, animals and even human beings “adopt” their behavior to the actual conditions and an environment. This could be done, from the control point of the view, for example by the change of the controller’s parameters, structure etc. (Bobal et al., 2005).

**External Linear Model**

The approach used here starts with the dynamic analysis of the system that help us with the understanding of the system’s behavior. Resulted step responses are then used for the choice of the External Linear Model (ELM) as a linear representation of usually nonlinear system. This ELM could be in the form of the polynomial transfer function and the adaptivity is then satisfied by on-line recursive identification that estimates parameters of the ELM in every moment. This procedure guarantees that this ELM describes the system accurately to the relative state of the system. The general form of the ELM’s transfer function is

\[ G(s) = \frac{b(s)}{a(s)} \]  

where parameters of polynomials \(a(s)\) and \(b(s)\) are computed from the recursive identification and both polynomials holds the feasibility condition for \(\deg a(s) \geq \deg b(s)\).

**Design of Controller**

Now we know, that the controlled nonlinear system is described by the polynomial transfer function (1) and we can describe the controller also by the transfer function

\[ Q(s) = \frac{q(s)}{p(s)} \]  

where \(q(s)\) and \(p(s)\) are again commensurable polynomials with the properness condition \(\deg p(s) \geq \deg q(s)\).

If we put this controller’s transfer function in the feedback part of the closed-loop scheme displayed in Figure 1, the Laplace transform of the transfer function \(G(s)\) in (1) is then

\[ G(s) = \frac{Y(s)}{U(s)} \Rightarrow Y(s) = G(s) \cdot U(s) \]  

where Laplace transform of the input signal \(u\) is from Figure 1

\[ U(s) = Q(s) \cdot E(s) + V(s) = Q(s) \cdot (\mathcal{W}(s) - Y(s)) + V(s) \]  

Then, if we put polynomials \(a(s), b(s), p(s)\) and \(q(s)\) from (1) and (2), the equation (3) has form

\[ Y(s) = \frac{b(s)q(s)}{a(s)p(s) + b(s)q(s)} \cdot W(s) + \ldots \]

\[ \ldots + \frac{a(s)p(s)}{a(s)p(s) + b(s)q(s)} \cdot V(s) \]

The denominator here is a characteristic polynomial of the closed loop system we can write it generally

\[ a(s) \cdot p(s) + b(s) \cdot q(s) = d(s) \]  

where \(d(s)\) is a stable optional polynomial. The position of roots of this polynomial affects control results and the whole equation (6) is called Diophantine equation (Kucera 1993). Every control system must fulfill basic control requirements such as a stability, an asymptotic tracking of the reference signal and the disturbance attenuation. The closed loop system is stable, if the polynomial \(d(s)\) on the left side of (6) is also stable. Asymptotic tracking of the reference signal and disturbance attenuation is gained if the polynomial \(p(s)\) includes the least common divisor \(\hat{f}(s)\) of denominators of transfer functions of the reference signal \(w\) and disturbance signal \(v:\]

\[ p(s) = f(s) \cdot \hat{p}(s) \]  

As both of these signals are expected as a step function, the least common divisor is \(f(s) = s\). The transfer function of the feedback controller is then

\[ \hat{Q}(s) = \frac{q(s)}{s \cdot \hat{p}(s)} \]  

and we can rewrite the Diophantine equation (6) to

\[ a(s) \cdot s \cdot \hat{p}(s) + b(s) \cdot q(s) = d(s) \]  

Polynomials \(a(s)\) and \(b(s)\) are known from the recursive identification and polynomials \(\hat{p}(s)\) and \(q(s)\) are unknown parameters that are needed to be computed. The method used here for computation of those polynomials is the Method of uncertain coefficients. The polynomial \(d(s)\) on the right side of the equation (9) is the stable optional polynomial. The simple method
used for the choice of the polynomial \(d(s)\) is the Pole-placement method which divides this polynomial into one or more parts with double, triple, etc. roots, e.g.

\[
d(s) = (s + \alpha)^m, \quad d(s) = (s + \alpha_1)^{m_1} \cdots (s + \alpha_m)^{m_m},
\]

where \(\alpha > 0\). The disadvantage of this method can be found in the uncertainty. There is no general rule which can help us with the choice of roots which are, of course, different for different controlled processes. One way how we can overcome this unpleasant feature is to use spectral factorization. Big advantage of this method is that it can make stable roots from every polynomial, even if it is unstable. The polynomial \(d(s)\) is in this case

\[
d(s) = n(s) \cdot (s + \alpha)^{\deg(a) - \deg(n)}
\]

where parameters of the polynomial \(n(s)\) are computed from the spectral factorization of the polynomial \(a(s)\) in the denominator of (1), i.e.

\[
n^*(s) \cdot n(s) = a^*(s) \cdot a(s)
\]

The use of the spectral factorization satisfies that the polynomial \(n(s)\) is stable even if the identified polynomial \(a(s)\) is unstable. This situation could occur in the adaptation part at the beginning of the control, where the estimator does not have enough information about the system. The second part is then regular Pole-placement method, but the number of unknown roots is reduced by the choice of the polynomial \(n(s)\).

It is good to have some parameter that could affect the control results. This parameter is in this case the position of the root \(\alpha\) in the Pole-placement method. The only condition which comes from the stability is that this root must be \(\alpha > 0\).

Degrees of unknown polynomials \(\hat{p}(s), q(s)\) and \(d(s)\) are for the fulfilled properness condition generally:

\[
\deg \hat{p}(s) \geq \deg a(s) - 1 \\
\deg q(s) = \deg a(s) \\
\deg d(s) = \deg a(s) + \deg \hat{p}(s) + 1 \\
\deg n(s) = \deg a(s)
\]

**Recursive Identification**

The computation of the controller’s parameters by the Method of uncertain coefficients needs parameters of the system, i.e. coefficients of polynomials \(a(s)\) and \(b(s)\) from the transfer function \(G(s)\) in (1). It was mentioned before, that these coefficients are estimated recursively during the control. The Recursive Least-Squares (RLS) method (Rao and Unbehauen 2005) is ideal method for this task – it is easily programmable and together with forgetting factors accurate enough.

The RLS method uses two vectors: the first is data vector that comes from the measured input and output variables, generally in the discrete form

\[
\phi(k - 1) = \begin{bmatrix} -y(k - 1), & -y(k - 2), & \ldots, & -y(k - n) \\
u(k - 1), & u(k - 2), & \ldots, & u(k - m) \end{bmatrix}^T
\]

The second, unknown, vector is the vector of parameters

\[
\theta(k) = [a_n, a_{n-1}, a_{n-2}, \ldots, b_n, b_{n-1}]^T
\]

and this vector is in RLS computed from the set of equations:

\[
\epsilon(k) = y(k) - \phi^T(k) \cdot \hat{\theta}(k - 1)
\]

\[
\gamma(k) = [1 + \phi^T(k) \cdot P(k - 1) \cdot \phi(k)]^{-1}
\]

\[
L(k) = \gamma(k) \cdot P(k - 1) \cdot \phi(k)
\]

\[
P(k) = \frac{1}{\lambda(k - 1)} \cdot P(k - 1) - \frac{1}{\lambda(k - 1)} \cdot \phi^T(k) \cdot P(k - 1) \cdot \phi(k)
\]

\[
\hat{\theta}(k) = \hat{\theta}(k - 1) + L(k) \cdot \epsilon(k)
\]

where \(\phi\) is regression vector, \(\epsilon\) denotes a prediction error, \(P\) is a covariance matrix and \(\lambda_1\) and \(\lambda_2\) are forgetting factors. There were defined different methods in (Fikar and Mikles 1999), for example constant exponential forgetting where \(\lambda_2 = 1\) and \(\lambda_1\) is computed from

\[
\lambda_1(k) = 1 - K \cdot \gamma(k) \cdot \epsilon^2(k)
\]

where \(K\) is a very small value (e.g. \(K = 0.001\)).

**SIMULATION MODEL**

The proposed adaptive control was tested by the simulation on the mathematical model of the isothermal chemical reactor (Russell and Denn 1972), schematic representation of which is shown in Figure 2:

![Figure 2: Isothermal Continuous Stirred-Tank Reactor](image)

Reactions inside the reactor are

\[
A + B \xrightarrow{k_1} X; A + X \xrightarrow{k_2} Y; A + Y \xrightarrow{k_3} Z
\]
The mathematical model is constructed with the use of material balances, that are in the general word form

\[
\frac{dc_A}{dt} = \frac{q}{V}(c_{A0} - c_A) - k_1 \cdot c_A \cdot c_B
\]
\[
\frac{dc_B}{dt} = \frac{q}{V}(c_{B0} - c_B) - k_1 \cdot c_A \cdot c_B - k_2 \cdot c_B \cdot c_Y
\]
\[
\frac{dc_B}{dt} = \frac{q}{V}(c_{B0} - c_B) + k_2 \cdot c_B \cdot c_Y - k_3 \cdot c_Y \cdot c_Z
\]
\[
\frac{dc_Z}{dt} = \frac{q}{V}(c_{Z0} - c_Z) + k_3 \cdot c_B \cdot c_Y - k_4 \cdot c_B \cdot c_Z
\]
\[
\frac{dc_Z}{dt} = \frac{q}{V}(c_{Z0} - c_Z) + k_4 \cdot c_B \cdot c_Z
\]

The mathematical model (19) includes besides state variables \(c_A, c_B, c_Y\) and \(c_Z\) also their initial values (\(c_{A0}\), \(c_{B0}\), \(c_{Y0}\) and \(c_{Z0}\)), volumetric flow rate \(q\), volume of the reactor \(V\) and rate constants of the reactions \(k_1 - k_5\). Rate constants, the volume of the reactant and input concentrations are fixed parameters that are shown in Table 1 (Russell and Denn 1972):

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1)</td>
<td>5 \times 10^4 \text{m}^3 \text{kmol}^{-1} \text{s}^{-1}</td>
</tr>
<tr>
<td>(k_2)</td>
<td>5 \times 10^2 \text{m}^3 \text{kmol}^{-1} \text{s}^{-1}</td>
</tr>
<tr>
<td>(k_3)</td>
<td>2 \times 10^2 \text{m}^3 \text{kmol}^{-1} \text{s}^{-1}</td>
</tr>
<tr>
<td>(k_4)</td>
<td>2 \times 10 \text{m}^3 \text{kmol}^{-1} \text{s}^{-1}</td>
</tr>
<tr>
<td>(k_5)</td>
<td>1 \text{m}^3</td>
</tr>
<tr>
<td>(c_{A0})</td>
<td>0.4 \text{kmol.m}^{-3}</td>
</tr>
<tr>
<td>(c_{B0})</td>
<td>0.6 \text{kmol.m}^{-3}</td>
</tr>
<tr>
<td>(c_{Y0})</td>
<td>10 \text{kmol.m}^{-3}</td>
</tr>
<tr>
<td>(c_{Z0})</td>
<td>0 \text{kmol.m}^{-3}</td>
</tr>
</tbody>
</table>

The only quantity which could be used as an adjustable parameter is the volumetric flow rate of the reactant \(q\) which was later used as an action value for control.

The Steady-state and Dynamic Analyses

The goals of the steady-state and dynamic analyses are usually to observe the behavior of the system and its physical boundaries.

The steady-state analysis tries to find values of the state variables in the steady-state, i.e. for the time \(t \rightarrow \infty\). It means that the set of nonlinear ordinary differential equations (ODE) (19) is transformed into the set of nonlinear algebraic equations that can be solved for example with the Simple iteration method. We have done various computations for different input volumetric flow rates \(q\) and the results are shown for example in (Zelinka et al. 2006). Our experiments have shown nonlinear behavior and the optimal working point is \(q' = 1 \times 10^4 \text{m}^3 \text{s}^{-1}\).

The only quantity which could be used as an adjustable parameter is the volumetric flow rate of the reactant \(q\) which was later used as an action value for control.

Step responses in Figure 3 and Figure 4 have shown nonlinear behavior of the system and also limitations of output variables. The first output differs in the boundaries from -0.1322 (-100 %) to 0.0725 (+100 %) \text{kmol.m}^{-3}. The second output \(y_2(t)\) has boundaries from -0.0245 (+100 %) to 0.0446 (-100 %).
Results of the dynamic analysis can help us with the choice of the ELM’s transfer function (1). According to courses of the output the transfer function has a form:

$$G(s) = \frac{Y(s)}{U(s)} = \frac{b(s)}{a(s)} = \frac{b_s + b_0}{s^2 + a_s + a_0}$$  \quad (23)

**SIMULATION OF ADAPTIVE CONTROL**

The ELM (23) is in the continuous-time s-plane and online identification of those models is more accurate but also problematic that those in discrete-time, where we can read input and output variables are read only in the defined time intervals and the time before this interval can be used for the recomputation of the systems or controller parameters.

One compromise could be use of the so called δ-models which are special types of discrete-time identification models, where input and output variables are related to the sampling period $T_v$. A new complex variable \( \gamma \) is computed from (Mukhopadhyay et al. 1992)

$$\gamma = \frac{z^{-1}}{\alpha \cdot T_v \cdot z + (1 - \alpha) \cdot T_v} \quad (24)$$

where \( z \) is complex variable, \( T_v \) denotes a sampling period and \( \alpha \) is an optional parameter. It is clear, that we can obtain infinitely many models for optional parameter \( \alpha \) from the interval \( 0 \leq \alpha \leq 1 \) and a sampling period \( T_v \), however a forward δ-model was used in this work which has \( \gamma \) operator computed via

$$\alpha = 0 \Rightarrow \gamma = \frac{z^{-1}}{T_v} \quad (25)$$

The general form of the ELM (23) is then rewritten to the general differential equation

$$a'(\delta)y(\delta \cdot t') = b'(\delta)u(\delta \cdot t') \quad (26)$$

where \( t' \) denotes discrete time and \( \delta \) is the operator defined according to (25). Some previous experiments (Stericker and Sinha 1993) have shown, that parameters of polynomials \( a'(\delta) \) and \( b'(\delta) \) approach the parameters of the continuous-time model with decreasing value of the sampling period \( T_v \).

The relation for the actual output is derived from the general differential equation (26) as

$$y_\delta(k) = -a_0 y_{\delta}(k - 1) - a_1 y_{\delta}(k - 2) + b_1 u_{\delta}(k - 1) + b_0 u_{\delta}(k - 2) \quad (27)$$

where \( y_\delta \) is the recomputed output to the δ-model:

$$y_\delta(k) = y(k - 2) - y_\delta(k - 1) + y(k - 2) \quad (28)$$

$$y_\delta(k - 1) = \frac{y(k - 2) - y(k - 1)}{T_v} \quad (29)$$

$$y_\delta(k - 2) = \frac{y(k - 1) - y(k - 2)}{T_v} \quad (30)$$

and the data vector is then

$$\phi(k - 1) = \left[ -y_\delta(k - 1), -y_\delta(k - 2), \ldots, u_\delta(k - 1), u_\delta(k - 2) \right]^T$$

and the vector of estimated parameters

$$\hat{\theta}(k) = \left[ a_0^\delta, a_1^\delta, b_1^\delta, b_0^\delta \right]^T \quad (31)$$

can be computed from the ARX (Auto-Regressive eXtrogenous) model

$$y_\delta(k) = \theta^\delta(k) \cdot \varphi_\delta(k - 1) \quad (32)$$

by the recursive least squares methods described in the theoretical part.

As the ELM in Equation (23) is of the second order with relative order one, degrees of polynomials \( \hat{p}(s) \), \( q(s) \) and \( d(s) \) in (13) are

$$\deg \hat{p}(s) \geq \deg a(s) - 1 = 2 - 1 = 1$$

$$\deg q(s) = \deg a(s) = 2$$

$$\deg d(s) = \deg a(s) + \deg \hat{p}(s) + 1 = 2 + 1 + 1 = 4$$

$$\deg n(s) = \deg a(s) = 2$$

and the transfer function of the controller (8) is

$$\hat{Q}(s) = \frac{q(s)}{s \cdot \hat{p}(s)} = \frac{a_s + a_0}{s} \cdot \frac{p_s + p_0}{s} \quad (33)$$

The stable polynomial \( d(s) \) on the right side of the Diophantine equation (9) is

$$d(s) = n(s) \cdot (s + \alpha)^2 = \left( s^2 + n_s + n_0 \right) \cdot (s + \alpha)^2 \quad (34)$$

where parameters of the polynomial \( n(s) \) are computed from the spectral factorization (12) as

$$n_0 = \sqrt{a_0^2}, n_1 = \sqrt{a_1^2 + 2n_0 - 2a_0} \quad (35)$$

and we have one tuning parameter – the position of the double root \( \alpha \) and parameters of polynomials \( \hat{p}(s), q(s) \) in the transfer function of the controller (33) are computed from the Diophantine equation (9) by the Method of uncertain coefficients.

**Simulation Results**

There were done different simulation experiments for \( u(t) \) as a change of the volumetric flow rate \( q \) (22) and changes of the output concentrations \( c_B \) and \( c_Z \) respectively – see (21).

The simulation time was 30 000 s and five step changes of the reference signal were done during this time. The sampling period was \( T_v = 10 \) s, the initial covariance matrix \( P(0) \) has on the diagonal \( 1 \cdot 10^5 \) and starting vectors of parameters for the identification was chosen according to some previous measurements.
It is good to qualify the control results also by some quantitative criterion. In this case, we used control quality criteria \( S_u \) and \( S_y \) that reflects the changes of the input variable \( u \) and the control error \( e = w - y \). These criteria are then computed in the whole control from

\[
S_u = \sum_{i=1}^{N} (u(i) - u(i-1))^2, \text{ for } N = \frac{T_f}{T_r} \tag{36}
\]

\[
S_y = \sum_{i=1}^{N} (w(i) - y(i))^2
\]

where \( T_f \) is the final time – in this case \( T_f = 30000 \) s.

The first simulation analysis observes the effect of the tuning parameter \( \alpha = 0.002, 0.004 \) and 0.2 on the control response of the output \( y_1(t) \).

![Figure 5: The course of the output variable \( y_1(t) \) and the reference signal \( w(t) \) for various \( \alpha \)](image)

![Figure 6: The course of the input variable \( u(t) \) in the control of the output \( y_1(t) \) for various \( \alpha \)](image)

Control results of the first simulation are shown in Figure 5 and Figure 6. It can be seen, that the proposed 1DOF hybrid adaptive controller does not have problem with the control of this output concentration \( c(t) \). The course of the controlled output can be affected by the choice of the parameter \( \alpha \) a position of the root and it is clear, that bigger value of this parameter results in quicker output response but overshoot of the output variable. The question is if we want to have quicker response or overshoots are unwanted feature of the control system? The choice of the parameter \( \alpha \) then depends on the answer for the previous question.

Values of criteria \( S_u \) and \( S_y \) for the first control simulation study are shown in Table 2. Lower value of \( \alpha \) results in smoother course of the input variable which could be also important feature of the controller – quicker changes of \( u(t) \) could affect the cost of the control and moreover it could harm the hardware of the controller that is also important. This smoother course reflects in the value of \( S_u \) which is minimal for the lowest value of \( \alpha \) – see Table 2.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( S_u ) [-]</th>
<th>( S_y ) [kmol.m⁻²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>11340</td>
<td>0.1554</td>
</tr>
<tr>
<td>0.004</td>
<td>68736</td>
<td>0.0777</td>
</tr>
<tr>
<td>0.2</td>
<td>86403</td>
<td>0.0636</td>
</tr>
</tbody>
</table>

The same simulation of the control was done for the second output \( y_2 \). As the second output has different course and especially final values which is shown in the graph Figure 4 that display results of the dynamic analysis, a little bit different reference was chosen in this case. Also simulations have shown better control results for the parameter \( \alpha = 0.005, 0.01 \) and 0.075. Other parameters were equal to those in the previous study.

![Figure 7: The course of the output variable \( y_2(t) \) and the reference signal \( w(t) \) for various \( \alpha \)](image)

![Figure 8: The course of the input variable \( u(t) \) in the control of the output \( y_2(t) \) for various \( \alpha \)](image)

Presented results in Figure 7 and Figure 8 show that the same controller can be used also for the control of the second output \( y_2 \) that represents the change of the output concentration \( cZ \) in time \( t \).

The effect of the tuning parameter \( \alpha \) is the same as in previous case – an increasing value of this criterion produces quicker output response which is more evident for the bigger changes of the reference signal \( w(t) \). This claim is also supported by values of the criteria \( S_u \) and \( S_y \) in Table 3 – the best tracking, i.e. the lowest value of \( S_u \), is for \( \alpha = 0.005 \).
Table 3: Control quality criteria for the second simulation study – control of the output $y_2$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$S_y$ [¢]</th>
<th>$S_y$ [kmol².m⁻²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>255 704</td>
<td>0.0306</td>
</tr>
<tr>
<td>0.01</td>
<td>370 423</td>
<td>0.0328</td>
</tr>
<tr>
<td>0.075</td>
<td>193 016</td>
<td>0.0386</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The paper shows the main benefits of the computer simulation – once we have a reliable mathematical model of the controlled system, we can do various simulations which can help us with the understanding of the behavior of the system (the steady-state and dynamic analyses) or with the choice and setting of the possible controller. The controller in this work was chosen as a hybrid adaptive controller where is the adaptivity satisfied by the recursive identification of the External Linear Model (ELM) as a linear representation of originally nonlinear system. This simplification is being supported by the on-line estimation of the ELM’s parameters. Moreover, the controller could be tuned by the choice of the parameter $\alpha$ and it was proved that increasing value of parameter results in quicker output response but bigger overshoots that are usually inappropriate.

Proposed results of simulations have shown that this controller can be used for this type of systems and does not matter which output you control – both controlled outputs representing changes of output concentrations of compounds $B$ and $Z$ indicates good control results. The only thing that differs is the choice of the reference signal which depends of the physical properties of the controlled output and the different value of $\alpha$. We are then back in the main advantage of the computer simulation – while we have mathematical model and the relations that computes the parameters of the controller both in the form of simulation programs, we can do thousands of simulations that can help us with the choice of the optimal setting.
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