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ABSTRACT
Cyber security analysts may be organized in teams to share skills and support each other upon the occurrence of cyber attacks. Team work is expected to enforce the mitigation capability against unpredictable attacks addressed against a set of cyber assets requiring protection. A conceptual model for evaluating the expected performances of cooperating analysts by reproducing their learning process within a team is proposed. Analytical approaches to solve the underlying state-space model under stochastic evolution and discrete-event simulation are both discussed. The basic assumption is that a set of regeneration points corresponds to skill achievement through learning. A Simulation-based Optimization (SO) tool ranging from the inner level modeling of the cooperation-based learning process to the outer assignment of analysts to assets is then presented. Team formation may be supported by the SO tool for obtaining the team composition, in terms of individuals and skills, that maximizes system performance measures. Numerical results are reported for illustrative purposes.

INTRODUCTION
In today's rapidly changing threat landscape, cyber attacks are becoming more and more common and damaging. To keep pace with this change, one must start by recognizing that cyber defence is as much about people as it is about technology. As a matter of fact, governments, organizations and industry worldwide are seeking ways to both manage and improve the expertise of their human resources in order to prevent, mitigate and recover from cyber attacks (NATO 2016). Generally speaking, with respect to human resource management, a company may decide to deploy its cyber defense security analysts according to different modus operandi. Cyber defense analyses may be called to i) work alone according to traditional individualistic approaches or ii) in consultation with other analysts who are committed to a common mission and are willing to share the knowledge that is necessary to fulfill that mission (Kvan and Candy 2000). In the former case, it is a matter of being in charge of one’s own achievements, concentration and schedule when deciding what to do and when to do it. In the latter, it is about teaming two or more individuals, with complementary background and skills, who organize their efforts in a mutual supportive way, share experience and complete common tasks.

Testing and evaluating the suitability of either of these two alternatives in a cyber attack scenario, under stochastic attack arrivals and mitigation services, requires a systematic approach in order to i) evaluate overall attack tolerance with regard to system performance degradation and ii) assess the effectiveness of using cooperation-driven learning among teammates as a countermeasure against cyber attacks.

To this purpose, a state-space model is exploited to mimic the learning process of an analyst when working in consultation with other analysts. This learning model, applied to the cooperating members of the same team, allows to account for the acquisition of new skills or the growth of expertise on pre-existing skills. So, cooperation-driven learning becomes a countermeasure against attacks by increasing positive attack mitigation in whatever be scenario. Both the analytical and simulation solution of the model are discussed as possible evaluation tools within a more general and powerful framework (Legato and Mazza 2016) aimed at optimizing the benefits from cooperation-based learning.

The paper is organized as follows. A description of the cooperation and learning process is provided in section 2. The conceptual model of the attack arrival and mitigation process and how it can account for cooperation-based learning among analysts is introduced in section 3. Analytical and simulation methodologies for model solution are discussed in section 4, while section 5 focuses on the choice to embed an SO procedure in the overall solution framework. The SO tool is presented in section 6 and conclusions are drawn in section 7.

COOPERATION AND LEARNING
When working in a team, cooperating with colleagues is at the basis of the learning process experienced by any given analyst during his/her daily task of defending an assigned cyber asset against unpredictable attacks. The capability of an analyst to gain and, in turn, transfer...
knowledge depends on which skills he/she bears, along with the specific level held for each skill. In the attempt to quantify measurable knowledge, here we consider a four-level scale: no level of skill, basic level, intermediate level and expert level. These levels are in a continuum meaning that anyone standing at any of these levels can pursue progressive skill acquisition and, thus, learn through the continuum until he/she has reached the expert level. Put in other terms, unskilled analysts can learn from basic level analysts, intermediate level analysts and expert level analysts; basic level analysts can learn from intermediate level analysts and expert level analysts; intermediate level analysts can learn from expert level analysts. Obviously, expert level analysts can only act as hand-on knowledge workers, in addition to their individual role as cyber attack mitigation units.

Let us now consider a possible evaluation program according to which credits are awarded to analysts for every attack their skills allow them to mitigate. A credit is a measure of security performance whose amount depends on the type of attack – the more dangerous the attack, the higher the amount of credits rewarded. Whether working alone or in cooperation with others, an analyst’s behavior is meant to collect as many credits as possible over time. If the analyst works alone and is skilled to manage an incoming threat, mitigation occurs according to a service time that depends on the type of attack. As a result of attack mitigation, the analyst is rewarded with the entire credit and free again to face new threats. If no such skill is held by the analyst, the lack of ability to mitigate the malicious attack may produce a negative impact on the entire system and likely cause a loss of overall performance, unless he/she works in consultation with other analysts. Practically speaking, the analyst may consult with skilled team members, if any, and thus start acquiring the necessary knowledge to manage the attack. If such a teammate exists and is not already engaged in other activities, attack mitigation may begin; otherwise, the analyst must wait. As a result of the ongoing interaction process, the “enquiring” analyst starts to accumulate knowledge (e.g. one scalar unit for each mitigation completed under cooperation or for each time unit spent in a cooperation) because of the learning process he/she is undergoing. The team members that took part in the knowledge-sharing process then share the related credits. If none of the team members hold the appropriate skill to manage the attack, similar to the work alone modus operandi, this lack produces a negative impact on the entire system and causes a loss of overall performance.

A new skill achieved through the learning process may be recognized to the analyst after a (positive) periodic verification, provided that a fixed threshold on the number of attacks mitigated in cooperation has been reached. This skill recognition is the result of an examination whose timeframes and procedures are approximately scheduled by the senior management. Our focus is to investigate the extent to which there is a practical possibility of building a stochastic model of an analyst’s evolution through his/her work by means of cooperation-based learning activities and then solving it by analytical approaches and simulation techniques.

**CONCEPTUAL MODEL**

From a conceptual point of view, the attack arrival and mitigation process experienced by an asset which is protected by a suitably skilled analyst may be represented by the client-server paradigm. The attack is a client who arrives randomly to a given asset and should be mitigated (serviced) by the analyst dedicated to that asset. A queued attack represents a non-detected status, but, as the attack “waits” to be detected, usually the damage delivered to the asset becomes bigger. Once detected, the attack either receives a mitigation service from the dedicated analyst or the analyst is forced to ask for cooperation from a colleague dedicated to another asset. Whatever be the case, the time required by the analyst(s) to mitigate the attack is random and may grow larger due to both a greater time of detection and a delay in starting the mitigation caused by a lack of cooperation.

The client-server model at hand is illustrated in Figure 1 for a couple of assets with two cooperating analysts. Clearly, it results in a non-standard queueing system not only because of the correlation among service duration and waiting time, but also because, when called to cooperate with a teammate, a server-analyst appears to be on “vacation” to his/her asset and to other colleagues as well.

![Figure 1: The Client-Server Model for the Attack Arrival and Mitigation Process under Cooperation](image)

After using the above client-server system to represent working and cooperation among analysts, now we need to model the underlying learning process. A possible learning model should quantify, by means of a scalar quantity, the amount of knowledge incorporated by an analyst as a result of his/her attack mitigation experience under different scenarios and management policies. In this respect, state-space models have already proven to be successful (Distefano et al. 2012) in capturing dynamic effects in reliability and availability studies. So, we choose to model the analyst’s evolution over time by means of a sequence of states, each representing the different conditions in which an analyst may be found. These conditions are: idle, busy, waiting for colleague, teaching and learning, as illustrated in Figure 2.
In principle, the learning state could be completely characterized by a mathematical real-valued function capturing the instantaneous measure of the learning growth. Similarly to the instantaneous hazard function in reliability modeling (Trivedi 2002), the rate of learning may be dependent or not from the age in a proper state. As for the skill upgrade policy, the real domain suggests that skill upgrade is the result of a successful verification of the knowledge gain achieved by an analyst between two successive verification instants. Verification activities occur rather cyclically along the analyst’s working life and is aimed at evaluating the (cumulative) time spent by the analyst in the cooperation-based learning state (through repeated visits).

METHODOLOGIES FOR SOLUTION

Markov and generalized Markov models (Kulkarni 2009) are at the basis of the analytical tractability of a state-space based stochastic model. Nowadays, efficient tools are available to also manage the case where a large set of states need to be considered (Trivedi and Sahner 2009). However, besides the size of the model at hand, the mathematical tractability of the state-space model in Figure 2 relies upon the existence of points within the process where the memoryless property occurs. In our case, these points may occur at the time epochs of any given verification, followed by the upgrade of the analyst’s skill level. Moreover, the further assumption that any future state of the analyst between two successive regeneration points can only depend from his/her state at the latest regeneration point, leads us to the concept of Markov renewal sequences. Therefore, Markov regenerative processes (Logothetis et al. 1995) appear to be the most powerful analytical tool for the stochastic modeling of the cooperation-based learning process of our interest. In particular, MRGPs allow generally distributed clock times for skill verification and upgrade. To this respect, one should formulate the MRGP through the definition of the related three matrix valued functions concerning transition probabilities, global kernel and local kernel (op. cit.). In particular, the local kernel matrix describes the behavior of the MRGP between two consecutive regeneration time points. It is required to compute the steady-state solution of the MRGP, provided that the discrete-time Markov chain embedded at the regeneration points is finite, aperiodic and irreducible and, therefore, returns the unique steady-state solution for the state visit ratios.

For illustrative purposes, let us consider the simple model in Figure 3 in which two cyber assets are both subject to two different attacks - attack x, attack y with rates $\lambda_x$ and $\lambda_y$, respectively. Asset 1 is protected by analyst 1 who bears only the skill required to mitigate x-type attacks with mitigation rate $\mu_x$. Similarly, asset 2 is protected by analyst 2 who bears only the skill required to mitigate y-type attacks with mitigation rate $\mu_y$. Cooperation between the two analysts may occur when one requires the skill of the other to cover the attack on his/her asset. In this example, we assume that mitigation, with or without cooperation, should start immediately; otherwise, a “loss” (i.e. degradation) in system performance occurs. Thus, the state of an analyst is one of the following: 1 - idle, 2 - busy, 3 - learning, and 4 - teaching. Observe that the “verification” state, refers to skill verification for both the analysts. Its occurrence is regulated by the distribution function of the verification clock time, $F_v(t)$, while its time to positive completion is regulated by the distribution function $F_s(t)$ and leads to a new regeneration cycle under an upgraded skill level.

The state-diagram amenable to an MRGP-based analysis is described as follows. State $(1,1)$ means that both analysts are idle and verification occurs only in this state; state $(2,1)$ means that analyst 1 is busy because of the occurrence of an x-type attack on his/her own asset; $(2,2)$ means that both analysts are busy mitigating an x-type and y-type attack on their respective assets; state $(1,2)$ means that analyst 2 is busy because of the occurrence of an y-type attack on his/her own asset; (loss-) represents the impossibility to provide mitigation for neither attacks, whether separately (loss_x, loss_y) or in cooperation (loss_x*, loss_y*); $(3,4)$ means that analyst 1 is learning by cooperating with analyst 2 in mitigating an y-type attack on his/her own asset; $(4,3)$ means that analyst 2 is learning by cooperating with analyst 1 in mitigating an x-type attack on his/her own asset. For
simplicity, in Figure 3 we represent only half of the entire model, i.e. the part referred to attack and mitigation activities occurring on asset 1. The corresponding activities on asset 2 are defined by analogy.

In principle, the state-diagram embedded in the regeneration cycle could be a continuous-time Markov chain provided that we assume exponential distributions for both attack occurrences and mitigation services, under independent sojourn times per visit in any given state. One could relax the exponential assumption to get a semi-Markov embedded process. However, the independence assumption on the sojourn time per visit would somehow limit the representation of the underlying memory effect of the learning activity accomplished by correlated successive returns in the same learning state.

This stated, it is our belief that providing a simulation framework for both performance evaluation and optimization is worth becoming the major goal of our current research contribution. Simulation allows us to obtain greater flexibility in setting a more realistic queuing-based description of the management policies regarding team formation and analyst cooperation in the cyber security real domain (Poste Italiane, the Italian national postal service) that has stimulated our work. Here, dealing with at least 10 different assets and ten analysts is quite common. Moreover, the optimal assignment of skilled analysts to assets may be pursued by embedding a suitable meta-heuristic based search process for better feasible assignments and, thus, learning by cooperation within a simulation based optimization tool.

Within the simulation framework, the quantitative analysis of the analyst’s cooperation-based learning process between two (and also over many) successive regeneration epochs is carried out by regenerative discrete-event simulation (Shedler 1992). The effectiveness of regenerative simulation relies upon the practical possibility of replicating a suitable number of sample trajectories containing regeneration epochs and, therefore, estimate the expected performance measures of interest by both intra- and inter-cycle sample means. In particular, we may estimate the long-run probability of finding an analyst mitigating an attack in cooperation with a colleague. This probability is given by the ratio between the expected time spent by the analyst in a learning state divided by the expected duration of the overall time needed by that analyst to change his/her skill level:

\[
P_{\text{analyst in learning state}} = \frac{E[t_{\text{time spent in learning state}}]}{E[t_{\text{time between change of skill level}}]}
\]

So, the simulation tool may also be used to validate analytical tools based on MGRPs against real policies, data and statistical distributions. This will be the subject of a companion paper.

**SIMULATION-BASED OPTIMIZATION**

In the illustrative example presented in the previous section, the analysts have already been assigned to a specific cyber asset and their teaming into a group of two is the only option available. When the number of analysts, assets, skills and skill levels grows larger, analyst-asset assignment and team formation is far from being so straightforward. Due to all the possible combinations, one may have to first generate teams by means of a search process and then evaluate them by means of an evaluation process. This situation may benefit from introducing a simulation-based optimization procedure (SO) (Fu and Nelson 2003) in the framework under development. In an SO approach a structured iterative approach calls an optimization algorithm to decide how to change the values for the set of input parameters (e.g. analyst-asset assignment and team formation) and then uses the responses generated by simulation runs to guide the selection of the next set. The logic of this approach is shown in Figure 4.

![Figure 4: The Logic of Simulation-based Optimization](image)

On the *generation* side, the first step in assembling cyber defence teams consists in assigning the analysts to the cyber assets, at least one for each asset. In the second step, the actual team formation is carried out by deciding the maximum number of teammates that can form a team, along with the specification of which colleagues should be part of the team. This step is guided by the idea of grouping analysts with complementary skills in order to cover a wider range of attacks and, thus, favor the learning process among as many teammates as possible. On the other hand, too many unskilled members on a team may prevent the skilled teammates from protecting their own assets because too busy in answering support requests from teammates.

During team generation, should an exhaustive coverage of all the possible system combinations be not reasonable, nor affordable from a computational point of view, then metaheuristic-based approaches would have to be addressed. Here we use a simulated annealing procedure (Kirkpatrick et al. 1983) which was first introduced by developing the similarities between combinatorial optimization problems and statistical mechanics. In the field of metal sciences, the annealing
move" definition for neighborhood generation is running on which part

\[ f(\theta) - f(\theta') \]

\[ \alpha = 0.9 \]

The "move" definition for neighborhood generation is very context-sensitive. For our problem, a move must be defined with respect to the feasibility (or lack thereof) of

\[ p = \exp(\Delta / T) \]

where \( \Delta \) is the difference between the values of the objective function (measure of learning) of the current solution (state) \( \theta \) and the candidate solution \( \theta_c \) and \( T \) is the process temperature. A prefixed value of \( T \) determines the stop of the entire process and it usually decreases according to a so-called cooling schema. Unfortunately, in the literature there is no algorithm that can determine "correct" values for the initial temperature and cooling schema, but, as suggested by empirical knowledge simple cooling schemas seem to work well (Ingber 1993).

In the following, some pseudo-code is given for the original SA algorithm for a minimization problem.

```
Algorithm: Simulated Annealing
1: \( \theta \leftarrow \) initial solution
2: for \( time = 1 \) to time-budget do
3: \( T \leftarrow \) cooling-schema[time]
4: if \( T=0 \) then
5: \quad \text{Present current solution as the estimate of the optimal solution and stop}
6: Generate a random neighbor \( \theta_c \) of the current solution \( \theta \) by performing a move.
7: \( \Delta = f(\theta) - f(\theta') \)
8: if \( \Delta > 0 \) then
9: \( \theta \leftarrow \theta_c \)
10: else
11: \( \theta \leftarrow \theta_c \) (with probability \( p = \exp(\Delta / T) \))
12: end for
```

When customizing the SA algorithm to our problem, some choices need to be made.

To begin with, choosing the proper cooling schema has great impact on reaching a global minimum. In particular, it affects the number and which analysts are assigned to a team (solutions) that will be evaluated by running the SA algorithm. To this end, the so-called simple mathematical cooling schema \( T_{i+1} = \alpha \cdot T_i \) has been tested, and the best results are returned for an initial temperature \( T_0 = 100 \) and a decreasing rate \( \alpha = 0.9 \).

The "move" definition for neighborhood generation is very context-sensitive. For our problem, a move must be defined with respect to the feasibility (or lack thereof) of a team by taking into account the analysts' skills. Some examples of moves are:

- move analyst \( l \) from team \( i \) to team \( j \) (\( i < j \));
- swap analyst \( l \) and analyst \( k \) (\( l < k \)), originally assigned to team \( i \) and team \( j \) (\( i < j \)), respectively.

As far as the stopping criteria are concerned, designers can choose among the following possibilities:

- stop when the algorithm has reached a fixed number of iterations or an upper bound on the available time-budget;
- stop when the current solution has not been updated in the last \( m \) iterations;
- stop when the cooling schema has reached a lower bound on the temperature.

Although we do not use this algorithm to perform an exhaustive search of the sample space, nor are we provided with any sort of control running on which part of the feasible set is being explored, the solutions returned as final output are likely to belong to the set of optimal global solutions (Banks et al. 2000) that under the cooperation-based learning policy allows to deliver:

- knowledge gain;
- percentage of attacks mitigated;
- resource (analyst) utilization;
- number of credits gained;
- number of cyber defense security analysts per team;
- cyber defense security team composition in terms of skill types and levels held by every single analyst assigned to every single team.

On the evaluation side, the simulation model for the attack arrival & mitigation process has been conceived according to an attack-centric point of view: attacks are entities flowing through a cyber network that may damage cyber assets and call for mitigation by (a group of) skilled analysts who seize and/or release resources while doing so.

An attack is defined by a record:

```
type attackrecord
Eventtype
Arrivaltime
Analyst
teammate(s)
Asset
Attacktype
Operationtime
Queue
end type
```

The primary attack events (in italics) of the simulation model are listed in Table 1, along with their effect on the system state in terms of actions and resources seized and/or released. Each event marks the beginning or the end of a given model activity and must be counted only once. An event always triggers the beginning (end) of a specific activity, but, for the sake of shorter notation, any "begin" ("end") prefix (suffix) is omitted from the event name.
Table 1: Events of the Discrete-Event Simulation Model

<table>
<thead>
<tr>
<th>Event</th>
<th>Actions</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>attack_arrival</td>
<td>schedules/attack, outcome</td>
<td>analyst</td>
</tr>
<tr>
<td></td>
<td>schedules/attack, outcome</td>
<td>teammate</td>
</tr>
<tr>
<td></td>
<td>queues request on analyst</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>queues request on teammate</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>updates statistics</td>
<td>-</td>
</tr>
<tr>
<td>attack_outcome</td>
<td>schedules/attack, arrival</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>unqueues request on analyst</td>
<td>analyst</td>
</tr>
<tr>
<td></td>
<td>unqueues request on teammate</td>
<td>teammate</td>
</tr>
<tr>
<td></td>
<td>updates statistics</td>
<td>-</td>
</tr>
</tbody>
</table>

THE SO TOOL

The SO tool is illustrated in Figure 5. It has been designed and implemented in compliance with all the conventional steps used to guide a thorough and sound simulation study (Banks et al. 2000).

All experiments have been run on a personal computer equipped with a 2.26Hz Inter Core™2 duo processor and 3 GB of RAM.

The GUI panel in Figure 5 has been conceived to meet the suggestions given by the cyber security senior management of Poste Italiane. It allows to easily specify the input data and SO parameters by means of proper sections. In the particular case at hand, we consider an attack scenario in which 10 analysts are used to defend 10 cyber assets against 4 types of attacks. Both attack interarrivals (in time units) and composition (in percentage) with respect to different types of attacks need to be specified. The skills of the 10 analysts are then defined by specifying for every analyst which skills he/she features and the level of competence for each skill (0=no skill, 1=basic, 2=intermediate, 3=expert). After inserting the maximum number of teammates in a group (here ranging between 1 and 10), the input stage is then completed by providing the SA and simulation settings. These are, respectively, the initial temperature along with the cooling rate of the SA procedure, the overall time horizon, the minimum number of cooperative attack mitigations (CAMs) completed per verification cycle and the simulation seed.

We now define the scenario for the preliminary set of experiments in order to evaluate the management of analysts and the resulting system performance. The expected measure of learning, skill upgrade, best team(s) composition (in number and skills) are returned for the former, while system credit and system loss are returned for the latter.

On average, attacks occur every 100 time units according to an exponential renewal process (λ, the average interarrival rate, is thus equal to 1/100). Arrivals are characterized by a combination of 4 different types of attacks (i.e. 70% type A, 15% type B, 10% type C and 5% type D). The 10 analysts are able to provide attack mitigation according to their own skills which are reported in Table 2.

![Figure 5: Snapshot of the SO Tool](image)

In the given scenario, analysts respond to attacks by working alone (n° of teammates=1) or in cooperation with other analysts (n° of teammates>1). The rate (µ) of the attack mitigation activity depends on the type of attack, the skill level held by the analyst and if mitigation occurs alone or in cooperation with other analysts. In the later case, mitigation times are inflated by 30%.

The initial temperature and the cooling rate of the SA scheme are set equal to 100 and at least 0.948, respectively, so that at least 100 different team-formation and assignment configurations are considered for the given scenario. The time horizon is fixed at 14400 time units and both point estimates and 95% confidence intervals can be obtained for the measures of learning, system credit and system loss. Here, for clarity of illustration, in Figures 6 through 8 we prefer plotting the central value within the interval estimates to show some preliminary numerical results.

Let us start by considering the (average) measure of learning (i.e. one scalar unit for each mitigation completed under cooperation). Figure 6 shows that this measure grows approximately linearly with the number of analysts per team. In other terms, thanks to cooperation, the cumulative number of attacks mitigated by all the analysts in the fixed time horizon goes from 0 (no cooperation) to 180 (complete cooperation among the 10 analysts).

<table>
<thead>
<tr>
<th>Analyst/Skill</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>analyst 1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>analyst 2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>analyst 3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>analyst 4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>analyst 5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>analyst 6</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>analyst 7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>analyst 8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>analyst 9</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>analyst 10</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Skill Types and Levels of the Cyber Defense Security Staff
From the analyst’s individual point of view, the learning benefit is resumed in Table 3 which, for each analyst, reports his/her skill upgrade achieved through cooperation along the time horizon.

Table 3: Skill Upgrade per Analyst

<table>
<thead>
<tr>
<th>Analyst</th>
<th>Initial Skills</th>
<th>Final Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>A, B, C</td>
</tr>
<tr>
<td>2</td>
<td>A, C</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>3</td>
<td>B, D</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
<td>A, B, C</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>A, B, C</td>
</tr>
<tr>
<td>6</td>
<td>A, B</td>
<td>A, B</td>
</tr>
<tr>
<td>7</td>
<td>B, D</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>8</td>
<td>A</td>
<td>A, B, C</td>
</tr>
<tr>
<td>9</td>
<td>A, B, C</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>10</td>
<td>A, B</td>
<td>A</td>
</tr>
</tbody>
</table>

As one may see from Table 4, this knowledge growth is accomplished in conjunction with a specific asset-analyst assignment and subsequent team formation in which analysts with complementary skills have been teamed together.

Table 4: Details of the Asset-Analyst Assignment and Team Skills when Max No. of Teammates=7

<table>
<thead>
<tr>
<th>Analyst</th>
<th>Asset</th>
<th>Teammates</th>
<th>Team Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2, 4, 5, 6, 8 &amp; 10</td>
<td>A, B, C</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1, 3, 4, 5, 7 &amp; 10</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>2, 4, 5, 6, 7 &amp; 9</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1, 2, 3, 5, 6 &amp; 10</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>1, 2, 3, 4, 6 &amp; 9</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1, 3, 4, 5, 7 &amp; 8</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2, 3, 6, 8, 9 &amp; 10</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>1, 6, 7, 9 &amp; 10</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3, 5, 7, 8 &amp; 10</td>
<td>A, B, D</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>1, 2, 4, 7, 8 &amp; 9</td>
<td>A, B, C, D</td>
</tr>
</tbody>
</table>

As for the remaining performance measures, let us first consider the system credit recalling that the more dangerous the attack, the higher the amount of credits rewarded. In this set of experiments, A-type attacks are the less dangerous (1 credit rewarded per mitigation), while D-type attacks are the most dangerous (4 credits rewarded per mitigation). As shown in Figure 7, the behavior of the system credit follows a bathtub curve as the number of analysts per team grows. For small number of teammates, the benefit of cooperation is surmounted by the waiting times experienced by the requiring analysts when asking (a limited number) of skilled teammates for support. For middle-size teams, system credit remains rather stable. This is likely due to the greater number of skills and, thus, attacks covered by the teammates which affects the waiting times in a positive way. For a large number of analysts per team, both cooperation and waiting times benefit from the availability of all the skills against incoming attacks.

Figure 7: Trend of System Credit

As for system loss, this is a measure of the number of attacks that cannot be mitigated by the analysts due to a lack of the skills required to fulfil this purpose. By analogy with system credit, it is equal to 1 per non mitigated A-type attack and reaches 4 per non mitigated D-type attacks.

Figure 8: Trend of System Loss

Figure 8 shows that in the scenario under examination system loss is totally overcome when the number of teammates is equal to or greater than 7. As previously stated, this corresponds to the possibility of always finding a free skilled teammate upon request by an analyst.
CONCLUSIONS

A client-server system with multiple cooperating servers bearing different skills and learning capabilities has been discussed and illustrated. The centrality of an MRGP as an evaluation tool for the analysis has been highlighted. Then, a more general simulation tool has been proposed with the aim of pursuing the optimality of dynamic team formation to favor cooperation and learning among security analysts each dedicated to their own asset. The simulation-based approach allows for an effective evaluation and optimization of the whole organizational process, starting by the assignments of analysts to assets and reproducing the occurrence of attacks followed by cooperation and learning. The tool may also incorporate a relaxed MRGP aimed at reproducing the learning process of an analyst when working in consultation with other analysts. The learning model, applied to the cooperating members of the same team, allows to account for the acquisition of new skills or the growth of expertise on pre-existing skills. We have shown how the tool may be used to i) evaluate overall attack tolerance, in terms of credit and loss measures, with respect to system performance and ii) assess the effectiveness of using cooperation-driven learning as a countermeasure against cyber attacks, in terms of new skills achieved by analysts.
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