NUMERICAL SIMULATION OF CONDENSING AMMONIA IN PLATE HEAT EXCHANGERS USING CFD
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ABSTRACT
For reasons of environmental compatibility and sustainability, the demand for more efficient heat exchangers is growing. The design of heat exchangers is based on experimentally determined correlations. For the use of heat exchangers under flow conditions that have not been researched yet, complex experimental investigations are necessary or a safety factor is applied. A third alternative is the investigation using Computational Fluid Dynamics (CFD). For this, however, it is necessary to generate an exact numerical model. Therefore, this study deals with the generation of a numerical model to simulate a condensation process of a widely used natural refrigerant, namely ammonia, within a plate heat exchanger (PHE). Based on the results of the pressure drop and the heat flow, the simulation’s plausibility is checked with a validation test case. Thus, a statement about the accuracy of the CFD simulation is given.

INTRODUCTION
The consideration of condensation processes forms an integral part in the development of high-efficiency heat exchanger, such as heat pipes, nuclear industry reaction towers or refrigeration cycles (Huang et al. 2012) and is often the focus of attention in terms of reliability and efficiency aspects. Two-phase cooling schemes can deliver orders of magnitude enhancement in heat transfer coefficient compared to their single-phase counterparts. For that reason, condensation within heat exchangers is increasingly addressed across the literature in recent years (Kim and Mudawar 2013). Especially with regard to vapor compression refrigeration systems (VCRS), predicting the condensation of the refrigerant within the condenser is crucial for the design of the overall system. However, as vapor and liquid flows occur simultaneously, the accurate estimation of the refrigerant flow characteristic, as well as the heat transfer, is more complex compared to the single-phase flow (Bharama et al. 2009). Besides, condensers often consist of plate heat exchangers, which are generally more thermally efficient compared to their shell-and-tube counterparts (Huang et al. 2012). Due to the greater complexity of the channel geometry (Wang et al. 2007), which promotes a high degree of turbulence of the flow (Huang et al. 2012), the heat transfer estimation is additionally complex. Consequently, the accuracy of predicting the two-phase heat transfer in such non-circular channels by use of empirical correlations is often insufficient and may require experiments. Another approach is to use the Computational Fluid Dynamics to model the two-phase flow and heat phenomena in a PHE. In the field of fluid mechanics, such a model is most commonly developed using CFD, which can be applied to simulate the condensation process within a PHE. This allows an improved design of the VCRS and enables the theoretical evaluation of the system efficiency. Therefore, this work presents an approach towards the development of a CFD based numerical model for predicting the condensation process of ammonia in PHE. Furthermore, it describes the simulation and discusses its result based on a validation test case.

RELATED WORKS
Approximation of pressure drop and heat transfer during condensation of refrigerants in plate heat exchangers has gained attraction of researchers and many approaches are well described across the literature. Most authors found appropriate models though experimental investigations, which are widely applied for the development of VCRS. The empirical correlations describe the heat transfer and pressure drop of different refrigerants for different ranges of validity. For example, correlations for R134a were formulated by Yan et al. (Yan et al. 1999) and Zhang et al. (Zhang et al. 2019). Other authors, in turn, describe formulations for other refrigerants, such as R410a (Kuo et al. 2005) or hydrocarbons (Thonon and Bontemps 2002). García-Cascales et al. gives a large overview of correlations for single-phase and two-phase heat transfer (García-Cascales et al. 2007). Similar papers from Park and Hrnjak (Park and Hrnjak 2008) and Numrich and Müller (Numrich and Müller 2013) give general predictions for the condensation heat transfer and pressure drop in thin tubes. Yet, a full understanding of the prediction of ammonia during condensation in plate heat exchanger is still lacking. Khan et al. (Khan et al. 2012) and Djordjevic and Kabelac (Djordjevic and Kabelac 2008) have already dealt with the formulation of correlation for the evaporation heat transfer and pressure drop of ammonia in plate heat exchangers. However, these correlations cannot be applied to condensation, since evaporation and condensation heat transfer are different (Soler 1996). A problem with the simulation of two-phase flows is that locally different morphologies of the phase interface can...
occur (Höhne and Vallée 2010). For that reason, an Algebraic Interfacial Area Density model (AIAD) was implemented based on the mixture model for the application in CFD (Höhne and Vallée 2010). In several studies, the results of the simulation with experimental data are compared (Höhne and Vallée 2010, Höhne and Lucas 2011). The developed model allows switching between correlations for the respective predominant morphology in the flow. Although the prediction of heat transfer and pressure drop of condensing refrigerant within PHEs has been addressed throughout the literature, the numerical approach still represents a challenge as the flow-describing conservation equations are not known/correct for many phenomena (e.g. multiphase flow, turbulence, combustion) (Ferziger and Peric 2008). However, through the application of CFD, complex structures can be modeled and the condensation process could be observed within a wide range of applications.

In the two-phase model, the interfacial area density is one of the most important parameters (Wu et al. 1997). In industrial practice, however, the Sauter mean diameter is used to determine the interfacial area density, which is usually estimated through empirical correlations (Castellano et al. 2018). Another method for predicting the particle size distribution is through population balance equations PBE. PBE’s are used to describe how the dispersed phase develops as a population of entities in a continuous phase (Ramkrishna 2000). For an accurate description, however, a large number of population classes are required, which increases the computational effort (Lo and Zhang 2009). A simpler representation of the particle size distribution is obtained by a combination of breakup and coalescence models. The modification and development of new models for the interfacial area density is the topic of numerous publications (Yao and Morel 2004, Ishii and Kim 2001).

VALIDATION TEST CASE

The validation test case data were taken from (Alfa Laval 2011) and are based on an ammonia-water-glycol countercurrent plate heat exchanger condenser (Type Alfa Laval AlfaNova 76-80H). It is derived from the study carried out in (van de Sand et al. 2019) of which the collected data is used throughout this paper to estimate the numerical model deviation to the measurements.

Generally, the core of a plate heat exchanger is the stack of corrugated metal plates. In two separate circuits, refrigerant ammonia and coolant water-glycol are alternately passed through the plates. It is understood that the pressure drop, as well as the heat transfer, are significantly affected by the geometry and characteristics of the plate shapes (Focke et al. 1985). As illustrated in Figure 1, the chevron pattern embossings of two adjacent plates are arranged in opposite directions. Each plate is characterized by a chevron angle β, a wall thickness s, a corrugated pitch Λ, an amplitude b, a plate length Lp and a plate width Wp. The diameter of the ports which provide access to the flow passages on either side (inlet/outlet) is given by Dp.

![Figure 1: Corrugated Plate](image)

To calculate the heat transfer and pressure drop for that validation test case, dimensionless number correlations for plate heat exchangers described by Martin (Martin 1996) are used. With a dimensional analysis, it can be shown that the Nusselt number Nu, the Reynolds number Re and the Prandtl number Pr are crucial parameters for the heat transfer and pressure drop (Stephan et al. 2019). In order to determine the dimensionless numbers, Martin (Martin 1996) shows, that the characteristic length can be replaced by the following hydraulic diameter, see equation 1.

$$d_h = \frac{4b}{\Phi}$$

(1)

Where Φ is the dimensionless parameter for the area enlargement factor and the result of the increased heat transfer surface due to the corrugated embossings. The dimensionless area enlargement factor definition can be seen in equation 2.

$$\Phi = \frac{1}{6} \left(1 + \sqrt{1 + \lambda} + 4 \cdot \sqrt{1 + \frac{\lambda^2}{2}}\right)$$

(2)

Where X is the dimensionless corrugation parameter, which can be determined from the heat exchanger plate corrugated pitch Λ and amplitude b, see equation 3 and Figure 1.

$$X = 2 \cdot \pi \cdot \frac{b}{\Lambda}$$

(3)

NUMERICAL MODEL

Grid generation

In this study, the CFD analysis is conducted based on a 3D model representing the continuum (channel) between two corrugated plates of the PHE. For the analysis of heat transfer and two-phase flow in a plate heat exchanger, it is possible to reduce the computational effort by simulating a single channel instead of the entire PHE. In
order to perform the simulation, the software StarCCM+ is used in this study. The inlet and outlet ports are extended so that the inlet and outlet boundary conditions have less effect on the flow conditions in the heat transfer area inside the channel. The 3D model is meshed with polyhedral elements. In the channel, there are thin layer elements on the walls, in order to resolve the temperature boundary layer. In the segment where the corrugated embossings cross (main heat transfer area) the mesh is locally refined to better resolve the higher turbulence and thus heat transfer rates. Table 1 shows the mesh parameters. The mesh quality meets the recommendations of Lloyd and Espanoles (Lloyd and Espanoles 2002). In advance, the numerical model was tested on a tube condenser. A mesh-independent study was carried out for a tube condenser. Finally, the simulation results of the tube condenser were validated with an appropriate correlation from Stephan et al. (Stephan et al. 2019). The result of this latter previously investigation (mesh independence study) is a deviation of the numerical model of -49.9% for the pressure drop and -53% for the heat flow. Accordingly, a discretization error for the PHE simulation of approximately -2% for the pressure drop and approximately -10% for the heat transfer can be expected.

<table>
<thead>
<tr>
<th>Total layer thickness</th>
<th>0.4mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of layers</td>
<td>3</td>
</tr>
<tr>
<td>Prism layer stretching</td>
<td>1.3</td>
</tr>
<tr>
<td>Base size</td>
<td>1.7mm</td>
</tr>
<tr>
<td>Min. face size</td>
<td>0.102mm</td>
</tr>
<tr>
<td>Cell element</td>
<td>Polyeder</td>
</tr>
</tbody>
</table>

### Flow Model

To take into consideration the separation of the two-phase flow inside the heat exchanger channel, the gravity force must be included in the simulation model. The plate heat exchanger, which is examined in this study, is positioned vertical, so that the condensate can collect at the bottom of the heat exchanger and can be removed to the outlet nearby the bottom.

In order to model the two-phase flow within the PHE, the Eulerian Multiphase flow model is further applied, in which both the liquid and gas phase are considered as separate continua (Parekh and Rzehak 2018). For each of the two phases, separate conservation equations for mass and momentum are solved. The Algebraic Interface Area Density Model describes the interaction between the phases (Ishii and Hibiki 2010). Due to the small temperature change close to the dew point, the simulation can be simplified. The gas phase is assumed as an ideal gas and the liquid phase with constant density. In the present study, the two-equation turbulence model k-ε is used to represent the turbulent properties of the flow.

### Algebraic Interface Area Density Model

The Algebraic Interface Area Density Model (AIAD) was developed to capture different flow patterns in two-phase flow. Ishii and Hibiki (Ishii and Hibiki 2010) are giving an overview of different opportunities to mathematically describe two-phase flows. Depending on the gas/liquid volume fraction, three regimes are introduced of which each regime is provided with its own correlations and coefficients for the exchange of moments. Hence it is possible to switch between the correlations depending on the respective flow pattern locally. The three regimes are:

- Disperse bubbles in continuous liquid phase (bubbly regime)
- Liquid droplets in continuous gas phase (droplet regime)
- Separated Flow (free surface regime)

A blending function makes it possible to switch between regimes. This enables the localization and detection of the different regimes. A regime is defined by its volume fraction. The bubbly regime is used for vapor volume fractions smaller 30% and the droplet regime for vapor volume fraction greater than 70%. If the volume fraction is between 30 and 70%, the free surface regime is used. Figure 2 shows the relation between regimes and blending function.

\[ F_D = C_D \cdot A_{proj} \cdot |U_{rel}|^2 \cdot \frac{\rho}{2} \]  \hspace{1cm} (4)

where \( U_{rel} \) is the relative velocity between the phases, \( \rho \) the density of the continuum phase and \( A_{proj} \) the projected area of a particle. \( C_D \) is the drag force coefficient. In eq,

![Figure 2: blending function for multiple flow regimes according to Porombka and Höhne (Porombka and Höhne 2015)](image-url)
4 $C_D$ and $A_{proj}$ are unknown values that must be calculated. Thus, for the droplet and bubble regime, the correlation for $C_D$ according to (Schiller and Naumann 1933) is used, which is suitable for flows consisting of small spherical bubbles/droplets. For the free surface regime, an adapted method of Strubelj and Tiselj (Strubelj Tiselj 2011) is used to calculate the interface drag coefficient.

$$A_{af} = \frac{A_{proj}}{V_{sphere}} \tag{5}$$

The Interfacial Area Density $A_{af}$, as shown in eq. 5, specifies the ratio of interfacial area $A_{proj}$ per volume $V_{sphere}$. $\alpha$ and $\beta$ represent the bubbly and droplet regime. For both the bubbly and droplet regime the spherical particle approach and for the free surface regime the mixture approach is used, see (Nowitzki 2020).

Surface Tension:
The surface tension is added to computation to ensure a correct fluid particle wall interaction. According to Hyvärinen et al., the surface tension for pure ammonia at $25^\circ C$ is 0.021 mN/m (Hyvärinen et al. 2005).

Non-Drag Forces:
In addition to the Drag Force, which points in the opposite direction of the velocity vector, there are other forces perpendicular to the direction of flow affecting the momentum transfer. Ishii and Hibiki divide these forces into lift force, wall lubrication force and turbulent dispersion force (Ishii and Hibiki 2010). According to Legendre and Magnaudet, the lift force describes the lift/shear force on particles generally moving in a rotational flow (Legendre and Magnaudet 1998). In this study, the Tomiyama model (Tomiyama et al. 2002) is used for the bubbly regime and a constant coefficient of 0.25 is used for the droplet regime, following (Lance and Bateille 1991). Other Non-Drag forces than the lift force are neglected (Méndez et al. 2005).

Boundary conditions

Inlet condition:
In this study, according to the measurements in (Alfa Laval 2011) the ammonia gas mass flow value per single channel can be assumed as 0.003 kg/s.

Outlet condition:
The ammonia leaves the plate channel at a pressure of 1.16 MPa. The outlet values for temperature and the volume fraction of each phase that needs to be chosen are determined by a function, that is calculating the average value on a plane just before the outlet port.

Wall condition:
All heat transferring surfaces are assumed as a convective heat source to model the heat transfer on the coolant side. Heat transfer surfaces are all surfaces where the channel volume is touched by the plates. The remaining surfaces are assumed adiabatic, such as the wall of the inlet/outlet extensions or the sides of the plate channel. The temperature of the coolant rises logarithmically (Cartaxo and Fernandes 2011). For that reason, the average temperature of the coolant (water-glycol) is 24.4 °C and is calculated from the logarithmic mean of the temperatures given in (Alfa Laval 2011) at the inlet of 22 °C and at the outlet of 27 °C in the coolant circuit. The heat transfer coefficient of the coolant channel $\alpha_{WG}$ is calculated based on the correlation of Focke et al. (Focke et al. 1985) for water as:

$$\alpha_{WG} = 0.44 \cdot Re^{0.64} \cdot Pr^{0.5} \cdot \frac{\lambda_{WG}}{d_h} \tag{6}$$

where $Pr$ is the Prandtl number, $Re$ the Reynolds number, $\lambda_{WG}$ is the thermal conductivity and $d_h$ the is the hydraulic diameter, see equation 1. The Prandtl number consists of material properties of water-glycol. The Reynolds number is calculated as follows in equation 7:

$$Re_{WG} = \frac{U_{WG} \cdot d_h \cdot \rho_{WG}}{\mu_{WG}} \tag{7}$$

where $\rho_{WG}$ is the density and $\mu_{WG}$ the dynamic viscosity of the coolant. The calculation of $U_{WG}$ can be found in (Martin 1996).

**Nusselt number**

![Figure 3: temperature profile of different heat transfer regions](image)

It is necessary to specify the Nusselt number in order to simulate the heat transfer. As illustrated in Figure 3, the red graph represents the temperature drop of the refrigerant side and the blue graph the rise in temperature of the coolant side. $T_{Ein}$ and $T_{Eout}$ represent the inlet and outlet temperatures of the refrigerant circuit, $T_{WG,in}$ and $T_{WG,out}$ the inlet and outlet temperatures of the coolant circuit and $T_{fast}$ is the saturation temperature of the refrigerant. The whole heat transfer process is divided into three regions, as shown in Figure 3. Region 1: vapor desuperheating, region 2: saturation condensation, and region 3: liquid subcooling. Since the heat transfer rates vary a lot in these later different regions, it is necessary to treat them separately. Table 2 shows the used sources to determine the Nusselt number for each regime.
Modeling the interaction length scale

Generally, dimensionless numbers in CFD, such as the Reynolds number, are based on the interaction length scale (ILS), which must be estimated. Usually, the Sauter mean diameter \(d_{32}\) can be used to specify the ILS (Zogg 1987). It is considered as an average of the particle size by volume and surface of the original bubble/droplet distribution (Siemens 2018, Zogg 1987). As it is difficult to determine \(d_{32}\) for an unknown flow, it is usually obtained from experiments. Additionally, the condensation process complicates the exact determination of \(d_{32}\), since the amount of condensate increases with continuous flow and changes its Sauter diameter from inlet to outlet. One way of determining \(d_{32}\) is by assuming a logarithmic distribution of bubble/droplet diameters (Gnotke 2005). Hence, a simple logarithmic mean is calculated (see eq. 8). In conjunction with the maximum and minimum geometric boundaries, the ILS is given by:

\[
I_{\alpha\beta} = d_{32} = \frac{(d_{\text{max}} - d_{\text{min}})}{\ln(d_{\text{max}}/d_{\text{min}})}  \tag{8}
\]

Here, \(I_{\alpha\beta}\) is the ILS of the respective regime. For spherical bubbles, the maximum possible diameter \(d_{\text{max}} = 4.9\) mm is limited by the width of the plate channel. The minimum bubble diameter \(d_{\text{min}} = 0.049\) mm is assumed to 1 % of \(d_{\text{max}}\). Then the interaction length scale for the bubbly regime is calculated according to equation 8. The procedure for calculating the droplet Sauter mean diameter is different from the bubble region. Because the Reynolds number of the droplet regime is much higher than the Reynolds number in the bubbly regime, the droplet Sauter diameter is assumed as one-hundredth of the bubble Sauter mean diameter.

RESULTS AND DISCUSSION

The PHE being examined in this paper consists of 80 stacked plates. All geometric parameters of each plate are listed in Table 3. With these parameters, the calculation according to Martin (Martin 1996) results in a hydraulic diameter of \(d_h = 4.3\) mm for each plate channel.

For simplifications purposes, all roundings are removed from the 3D model. Furthermore, instead of a sinusoidal corrugated pattern, a trapezoidal one is modeled. All embossings in the distributor segments are removed and a uniform channel is assumed.

<table>
<thead>
<tr>
<th>Region</th>
<th>Nusselt number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Benchmark following (Hell 1992)</td>
</tr>
<tr>
<td>2</td>
<td>Determining according to calculation model from (Zhang et al. 2019)</td>
</tr>
<tr>
<td>3</td>
<td>Determining according to (Martin 1996)</td>
</tr>
</tbody>
</table>

Table 2: Used Nusselt number for different regimes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta)</td>
<td>Chevron angle</td>
<td>60°</td>
</tr>
<tr>
<td>(s)</td>
<td>Plate thickness</td>
<td>0.4mm</td>
</tr>
<tr>
<td>(\Lambda)</td>
<td>Corrugated pitch</td>
<td>10mm</td>
</tr>
<tr>
<td>(b)</td>
<td>Amplitude</td>
<td>1.225mm</td>
</tr>
<tr>
<td>(W_p)</td>
<td>Plate width</td>
<td>192mm</td>
</tr>
<tr>
<td>(L_p)</td>
<td>Plate length</td>
<td>519mm</td>
</tr>
<tr>
<td>(D_p)</td>
<td>Port diameter</td>
<td>49mm</td>
</tr>
</tbody>
</table>

Table 3: plate parameters

Figure 4 shows the cross-section of the modeled plate channel. The figure shows the locations in the cross-section where the liquid phase accumulates. Liquid collects due to gravity near the outlet at the lower end. It can also be seen in the figure that there are also small accumulations of the liquid phase in the main heat transfer area due to the enhanced condensation in that area.

The two characteristic parameters of every heat exchanger are the heat transfer and the pressure drop. Table 4 shows the comparison of the results of the simulation of the plate heat exchanger with the data obtained from Alfa Laval (Alfa Laval 2011). In the presented test case, the ammonia flows into the PHE at a temperature of \(T_{\text{fin}} = 75\) °C, condenses completely at \(T_{\text{sat}} = 30\) °C and leaves the heat exchanger as a liquid at a temperature of \(T_{\text{fout}} = 28.1\) °C. At a system pressure of 1.16 MPa and a mass flow of 0.003 kg/s, this corresponds to a heat flow of \(Q_{\text{real}} = 3853\ W\) per plate channel (Alfa Laval 2011). In the simulation, the ammonia does not condense completely. This results in a
reduced heat flow of \( \dot{q}_{\text{sim}} = 1589 \, W \), see Table 4. This corresponds to a deviation of -58.7\% for the heat flow. The experimental data provide a pressure drop from inlet to outlet of \( \Delta p = 779 \, Pa \) (Alfa Laval 2011). However, the result of the simulation is \( \Delta p = 519 \, Pa \). Thus, the pressure drop is also below the experimental data with a deviation of -33.4\%.

<p>| Table 4: comparison of simulation and reality |</p>
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Simulation</th>
<th>Data from (Alfa Laval 2011)</th>
<th>Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta p )</td>
<td>519Pa</td>
<td>779Pa</td>
<td>-33.4%</td>
</tr>
<tr>
<td>( \dot{Q} )</td>
<td>1589W</td>
<td>3853W</td>
<td>-58.7%</td>
</tr>
</tbody>
</table>

After the elimination of the systematic mistakes, the deviation of the mathematical model for the reduced heat flow is -53\% (see also mesh generation). An additional deviation of about 10\% can be expected due to the selected mesh. The deviation of -58.7\% in reduced heat flow between simulation and reality is therefore acceptable. The reason for this enormous deviation is the numerical model and the selected parameters. The correlations and benchmarks that are used for describing the Nusselt numbers of two-phase flow are fraught with uncertainty. As shown for example by Park and Hrnjak (Park and Hrnjak 2008), correlations derived which can only predict numbers for the two-phase heat transfer within an accuracy of about ±20\%. Such correlations are simply unsuitable for engineering applications. As already mentioned, the flow describing conservation equations are also not correct. The sum of the coarse mesh, inaccurate Nusselt numbers and imprecise conservation equations lead to a deviation of -58.7\% for the heat flow.

The pressure drop and the amount of condensate that forms are related. If the amount of condensate increases, the pressure drop increases as well. While in (Alfa Laval 2011) the entire gas-phase condensates, in the simulation only 35\% condenses. This reduced condensate mass flow influences the pressure drop. A linear drop in pressure can be observed in the main heat transfer area of the PHE. When comparing the deviation of the simulation of the PHE with the mesh independence study, which was carried out in advance, it is of note that the pressure drop of the PHE is 16.5\% (-33.4\% for PHE, -49.9\% for tube) above expectations, but still below the value given in the PHE specification (Alfa Laval 2011).

Yet, there is one modeled parameter that has not been considered in the discussion. This parameter is the interaction length scale. The ILS has a significant impact on both pressure drop and heat transfer in the PHE. As mentioned above, ILS is related to the Reynolds number and thus to the pressure drop. The mass transfer is also influenced by the choice of the ILS.

In this study, only one constant is assumed to describe the ILS. However, this single constant is not enough to describe the entire flow in the PHE correctly. For that reason, a new model needs to be implemented to capture the local disparities.

### Outlook

A numerical model for the simulation of condensation in the plate heat exchanger was created using the Eulerian Multiphase flow approach with the AIAD model for morphology detection. Necessary parameters, such as the Nusselt numbers and the ILS, were determined as a result of literature.

The results of the simulation show large deviations in the prediction of pressure drop (-33.4\%) and heat flow (-58.7\%). The ILS has a large impact on the pressure drop and the phase change. Therefore, the approach to determine the ILS should be redesigned and replaced by a model that detects local disparities.

The development of a new model for ILS is reasonable since condensation is an elementary component in highly efficient heat exchangers. For the design of highly efficient heat exchangers, a good prediction of the CFD is necessary to improve/optimize the design.

CFD can be a reliable alternative for the design of new heat exchangers once the mathematical simulation model has been validated. If this approach is applied in the design phase of new heat exchangers, another calculation model for the ILS should be used to advance its prediction accuracy as described in section “Related works”. The CFD simulation is a more general approach in contrast to literature empirically models and can be assigned of different geometries. But the biggest advantage of CFDs is that local detailed information can be extracted. This allows conclusions to be drawn about fouling effects, dead volume, hot spots, phase transition position within the process apparatus. Therefore, CFD is the suitable method for a comprehensive analysis of the flow.
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