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ABSTRACT

Resilience, i.e., the ability to withstand and recover from disruption, is a fundamental requirement for mission-critical automation systems. Interconnection among systems makes the analytical determination of resilience zones harder than in isolated systems, because the failure of a system usually has an impact on those connected to it. In this paper we propose an algorithm to determine resilience zones of interconnected systems based on the computation of piecewise linear Lyapunov functions. The algorithm is based on a model introduced previously that abstracts from specific system dynamics and enables analysis in the space of performances. Experiments with an interconnected system inspired to a real wastewater treatment facility show the feasibility and the accountability of our approach.

I. INTRODUCTION

The number of security incidents affecting industrial automation systems has been steadily increasing over the past few years — see, e.g., [Lou15]. The main problem is that more and more such systems do not work in isolation, but are routinely connected between them, often relying on wide-area networks including the Internet. Through such connections, cyber-attacks can be brought to the systems and cause disruption in services, damage to equipment or severe impairment of human activities. Detecting weaknesses, fixing them and monitoring critical events in industrial automation systems are compelling and heavily investigated matters, but we must also acknowledge that, in spite of all the efforts made to secure them, connected systems may never be fully secure. In this scenario, the concept of resilience emerges as an additional target, complementary to prevention and protection from attacks, but not less important. This line of thought is pervasive in the Presidential Policy Directive 21 [Oba13] about the security of critical infrastructure, which defines resilience as “[...] the ability to [...] withstand and recover rapidly from disruptions. Resilience includes the ability to withstand and recover from deliberate attacks, accidents, or naturally occurring threats or incidents”. More recently, the term cyber-resilience has been coined to identify specifically “the ability to continuously deliver the intended outcome despite adverse cyber events” [BHSZ15] and this is the interpretation whereinto we adhere in the following.

As mentioned in [AF13], the analysis of interconnected automation systems involves a number of challenging issues. One such issue is that they are built as hierarchies of subsystems which makes their design, implementation and maintenance feasible from an engineering point of view. However, the analysis based on decomposition in systems components is either hardly feasible or of poor utility. If we consider resilience, one problem is the difficulty of inferring the resilience of the overall system considering the resilience of its components. The well-known phenomenon of cascading failures — see, e.g., [CLM04] — is an example of how individually healthy subsystems might become unstable and fail because other connected subsystems cease to function properly, leading to failures that potentially affect the whole system. In case of resilience it is important to understand how variations in the behavior of one system can affect the others, and in particular whether outside the nominal operating range there exist resilience regions, i.e., zones in the system state space wherein a failure of some component can be “absorbed” by the system which remains functional, albeit possibly at a degraded level.

The problem of devising models to compute resilience in interconnected systems has been studied previously. In [AF13], the authors introduce a model where systems are treated as abstract entities, decomposed into a set of elements interconnected by functional dependencies. The failures considered are of two types: internal operation drifts and external cascade effects. The modeling approach is quite general, yet simple enough to be applied on a variety of systems. While we use the contribution of [AF13] as a basis for ours, the topology analyzed in that paper applies only to small systems consisting of two components connected through a “feedback” loop. A slight generalization of the results in [AF13] is presented in [LPZ14] where the authors consider also “loop structures” for the analytical determination of resilience. Finally, in [LFZ17], the application of the framework introduced in [AF13] is considered in the context of critical infrastructure.

In this paper we contribute an extension of the methodology proposed in [AF13] which in principle allows to infer automatically Lyapunov functions to study the stability, and thus the resilience of interconnected systems. To the extent of our knowledge, this is the first time that a computational approach is inves-
tigated to attack this problem, providing also some experimental evidence of its feasibility and accountability on a case study extracted from a real critical infrastructure. More in detail, our contribution can be fleshed out as follows:

- An iterative method to compute piecewise linear Lyapunov functions characterizing the resilience of specific topologies of interconnected systems;
- A case study about the model of an urban wastewater treatment facility;
- Experimental results on the case study showing promise about the method.

The rest of the paper is structured as follows. In Section II we introduce basic terminology, notation and definitions related to Lyapunov stability, piecewise linear switching systems, and the resilience model for interconnected systems that we consider as a basis for our investigation. In Section III we extend the basic resilience model to systems having a specific topology and, for systems having such topology, in Section IV we present an approach to compute piecewise linear Lyapunov functions to tackle their stability. Finally, in Section V, we introduce our case study related to wastewater treatment, show its simulation model, how we extracted relevant parameters from it, and the results of applying our approach to the system under consideration. We conclude in Section VI with some final remarks and an agenda for future developments.

II. BACKGROUND

We recall briefly the method of Lyapunov functions for proving the stability of an equilibrium point of a nonlinear system; see e.g. Khalil [Kha92] for a textbook introduction. We also refer the reader to [GH15] for a comprehensive review on Lyapunov functions and related computational methods.

Let us consider an autonomous, first-order system of ordinary differential equations (ODEs)

$$\dot{x} = f(x),$$

where $f$ is a $C^1$ function $\mathbb{R}^n \rightarrow \mathbb{R}^n$. We assume that the corresponding dynamical system has (at least) an equilibrium point, which can be taken to be at $0 \in \mathbb{R}^n$ without loss of generality. We denote by $\Phi_t(x_0)$ the corresponding flow at time $t$ with initial value $x_0$.

The equilibrium point at 0 is called:

- **stable** if for all $\varepsilon > 0$ there exists $\delta > 0$ such that for all $x_0$ with $\|x_0\| < \delta$ we have that $\|\Phi_t(x_0)\| < \varepsilon$ for every $t \geq 0$;
- **asymptotically stable** if it is stable and there exists a $\delta' > 0$ such that for every $x_0$ with $\|x_0\| < \delta'$ we have that $\lim_{t \to \infty} \|\Phi_t(x_0)\| = 0$;
- **exponentially stable** if it is asymptotically stable and the rate of convergence to zero of $\|\Phi_t(x_0)\|$ is exponential.

Classically, a Lyapunov function for the system (at the given equilibrium point) is a $C^1$ function $V: U \to \mathbb{R}$ defined on a neighborhood $U$ of 0 and such that:

- $V$ is positive away from 0 and $V(0) = 0$ (in other words, $V$ is a positive function with a global minimum at 0), and
- $V$ is strictly decreasing along the solution curves of the ODE (outside of the equilibrium point). If we denote by $\dot{V}(x)$ the derivative of $V$ along the orbit passing through $x$, then a sufficient condition for this to happen is that $\dot{V}(x) < 0$ for every $x \in U \setminus \{0\}$.

Lyapunov’s theorem asserts that the existence of a Lyapunov function is sufficient to guarantee the asymptotic stability of the equilibrium. Moreover, any sublevel set of $V$ which is contained in $U$ is also a subset of the basin of attraction of the equilibrium point.

For the purposes of the present paper it is important to note that the above formulation of Lyapunov’s theorem can be considerably weakened, for instance by removing the hypothesis that the Lyapunov function be $C^1$ or even continuous. The only important requirement is that $V$ must decrease in a suitable sense along the trajectories of the system. In the sequel we shall always speak of Lyapunov functions in this more general sense.

A **switched system** is a hybrid system in which a continuous-time evolution law is coupled to a set of discrete “switching” events. Typically, the continuous state space is partitioned into a finite number of operating regions by means of a family of switching surfaces. In each operating region, the evolution of the system is described by a given system of ODEs. Whenever the trajectory of the system hits a switching surface, the continuous state jumps instantaneously to a new value, specified by a reset map. When the reset map is trivial, that is the switching events only involve a change in the continuous evolution law, one speaks of an autonomous switched system, or switching system. For a general introduction to switched (and switching) systems we refer the reader to the books by Liberzon [Lib03], or Sun and Ge [SG11].

We are interested in a particular subclass of switching systems, namely the ones in which the state space is a finite-dimensional linear space (say $\mathbb{R}^n$ for some $n \in \mathbb{N}$) and in each operating region the continuous evolution law is either linear or affine. Following Johansson [Joh03], we shall call such systems piecewise linear (PWL) switching systems$^1$.

A piecewise linear switching system is then defined by:

- a partition $\{X_i\}_{i \in I}$ of the state space $\mathbb{R}^n$ in a set of operating regions, and
- for each $i \in I$ an affine evolution law of the form

$$\dot{x} = A_i x + b_i$$

where $A_i$ is a $n \times n$ matrix and $b_i$ is a column vector.

Let us recall from [Joh03] how to reinterpret this kind of dynamics in matrix terms. Given $x \in \mathbb{R}^n$, we define an extended state vector $\tilde{x}$ as

$$\tilde{x} = \begin{pmatrix} x \\ 1 \end{pmatrix}$$

$^1$In the literature one often finds also the equivalent term piecewise affine.
Similarly, given an $n \times n$ matrix $A$ and a vector $b \in \mathbb{R}^n$ we define $\hat{A}$ to be the $(n+1) \times (n+1)$ block matrix

$$\hat{A} = \begin{pmatrix} A & b \\ 0_{1 \times n} & 0 \end{pmatrix} \quad (2)$$

In this way the affine evolution equation $\dot{x} = Ax + b$ can be formulated more compactly as $\dot{x} = \hat{A}x$.

In this paper we are going to study the stability of a certain class of PWL switched systems using piecewise-linear Lyapunov functions, as described for instance in [Joh03], Section 4.10. The advantage of piecewise-linear functions over piecewise-quadratic ones is that the former are typically the outcome of a linear programming (LP) problem, whereas piecewise-quadratic Lyapunov functions are usually computed by solving a system of linear matrix inequalities (LMI), which is computationally more difficult (although faster methods are sometimes available, see e.g. [AGS+16]).

A difference with respect to the approach in [Joh03] is that we do not require our Lyapunov functions to be continuous on the switching surfaces. (In particular, this means that we can do without the complex machinery of “continuity matrices”.) We shall only require that $V$ decreases on every switch, possibly in a discontinuous manner. The reasons for this choice will become clear later on.

We now briefly describe the model introduced in [AF13] to describe the resilience of interconnected systems.

The starting point is a set of $n$ linear dynamical systems which are interconnected according to the edges of a directed graph $G$. The state of each system $k \in \{1, \ldots, n\}$ is abstracted into a single variable $x_k \in [0,1] \subseteq \mathbb{R}$ (“percentage of service loss”), with 0 indicating regular functioning and 1 indicating total failure.

Each system has a corresponding service recovery rate $\mu_k > 0$, which quantifies its recovery capability when the state is perturbed away from zero. Moreover, for each pair of systems $(i,k)$ connected by an arc $i \rightarrow k$ in the graph $G$ the following parameters are defined:

- a coupling coefficient $\alpha_{ik} > 0$ between the state variables of the two systems;
- a state threshold $\sigma_{ik} \in (0,1]$ representing the maximum percentage of service loss beyond which the system $i$ is considered to be failed for the descendant system $k$;
- a service loss rate $\lambda_{ik} > 0$ representing the rate of approaching failure of system $k$ when the ancestor system $i$ is malfunctioning.

Let $I_k$ be the set of incoming neighbours of node $k$. System $k$ is in nominal operation mode when $x_i \leq \sigma_{ik}$ for every $i \in I_k$. The evolution equation for the system is then

$$\dot{x}_k = -\mu_k(x_k - \sum_{i \in I_k} \alpha_{ik}x_i) + d_k, \quad (3)$$

where $d_k$ is a real function modeling the (time-varying) external disturbance experienced by the $k$-th system.

If any of the input dependencies are malfunctioning the systems enters a failure mode. Denoting by $m_k$ the cardinality of $I_k$, there are $2^{m_k} - 1$ such modes for system $k$: $m_k$ where a single ancestor system is malfunctioning, $\binom{m_k}{2}$ where two ancestors are malfunctioning, and so on. For each $i \in I_k$, if $x_i > \sigma_{ik}$ is the only failed input then the evolution equation becomes

$$\dot{x}_k = \lambda_{ik}(1-x_k), \quad (4)$$

and more generally if $J_k \subseteq I_k$ is the subset of failed inputs we put

$$\dot{x}_k = \sum_{j \in J_k} \lambda_{jk}(1-x_k). \quad (5)$$

This system of evolution laws defines a piecewise-linear switching system whose state space is the $n$-dimensional hypercube $[0,1]^n \subseteq \mathbb{R}^n$. The basin of attraction of the equilibrium point located at the origin will be called the resilience region of the system.

### III. System Configuration

In the sequel we shall only consider the models that correspond to the family of graphs $G_n$ defined as follows. For each $n \in \mathbb{N}$, the graph $G_n$ has $n$ nodes; for each $i = 1 \ldots n-1$, node $i$ is node is connected by an edge to node $i+1$; finally, node $n$ is connected to node 1. In other words, we consider a chain of systems with a final “feedback” connection:

```
1 ➔ 2 ➔ ... ➔ n
```

For $n = 2$, this is exactly the model that was considered originally in [AF13]. As in the latter paper, we are only interested in evaluating the resilience against “instantaneous” disturbances that shift the state of the system away from the equilibrium, so from now on we shall assume that the noise term $d_k$ in the evolution equation (3) is zero.

To each edge $i \rightarrow i+1$ in the graph $G_n$ there corresponds a threshold $\sigma_{i,i+1} \in [0,1]$ that we are going to denote more briefly by $\sigma_i$. This notation is quite natural in this setting, since the value $\sigma_i$ pertains to the state variable of the $i$-th subsystem.

Each threshold divides the segment $[0,1]$ along the $i$-th axis of the state space into two parts, $[0,1] = [0,\sigma_i] \cup [\sigma_i,1]$. It follows that the state space is partitioned into a total of $2^n$ cells. Each cell is a $n$-dimensional (rectangular) hypercuboid; the switching surfaces are the hypersurfaces $x_i = \sigma_i$ for $i = 1 \ldots n$.

The remaining parameters defining the systems are:

- $n$ service recovery rates $\mu_1, \ldots, \mu_n$;
- $n$ service loss rates $\lambda_1, \ldots, \lambda_n$, where (compared to the notations of Section II) $\lambda_i$ is a shorthand for $\lambda_{i-1,i}$;
- $n$ coupling coefficients $\alpha_1, \ldots, \alpha_n$, where $\alpha_i$ is a shorthand for $\alpha_{i-1,i}$.

2This rule for combining failures is not explicitly stated in [AF13].

3Here and in the sequel every index running from 1 to $n$ is understood to be taken modulo $n$, so that $n + 1 = 1$. 
It is important to note that the model is positive (all state variables are constrained to assume only positive values) and bounded.

Let us introduce a more systematic labeling for the cells of this switching system. For any subset $S$ of $\{1, \ldots, n\}$ we shall denote by $R_S$ the region where every system whose index belongs to $S$ is over the threshold, and all the remaining systems are under the threshold. In particular $R_0$ denotes the region corresponding to the normal operation mode, i.e. the hypercuboid

\[
R_0 = [0, \sigma_1] \times \cdots \times [0, \sigma_n],
\]

whereas for instance

\[
R_{\{1\}} = [\sigma_1, 1] \times [0, \sigma_2] \times \cdots \times [0, \sigma_n]
\]

represents the cell in which system 1 is failed for system 2, and so on, up to

\[
R_{\{1, \ldots, n\}} = [\sigma_1, 1] \times \cdots \times [\sigma_n, 1]
\]

which denotes the region of total failure.

The resilience region obviously includes the whole of $R_0$ and is disjoint from region $R_{\{1, \ldots, n\}}$. We are interested in delineating its boundary in the remaining $2^n - 1$ regions where some, but not all, of the subsystems are failing.

Let us reformulate the dynamics of the system in matrix form, using the linear embedding of affine dynamics described by equations (1–2). In region $R_0$ the system is linear with evolution matrix

\[
A_0 = \begin{pmatrix}
-\mu_1 & 0 & 0 & \cdots & \mu_1 \sigma_1 \\
\mu_2 \sigma_2 & -\mu_2 & 0 & \cdots & 0 \\
0 & \mu_3 \sigma_3 & -\mu_3 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \mu_n \sigma_n & -\mu_n
\end{pmatrix}
\]  

(6)

An easy proof by induction shows that

\[
\det A_0 = (-1)^n \mu_1 \cdots \mu_n (1 - \alpha_1 \cdots \alpha_n)
\]

It follows that the dynamics is nonsingular if and only if $\alpha_1 \cdots \alpha_n \neq 1$; in the following we are going to suppose this is the case.

We also assume that in this region the system is stable. Using the well-known Routh-Hurwitz criterion for positive systems it is easy to check that this happens if and only if $\alpha_1 \cdots \alpha_n < 1$.

When some system fails, for instance when system $n$ fails for system 1, the dynamics switches from linear to affine and the new (extended) evolution matrix reads

\[
\bar{A}_{\{1\}} = \begin{pmatrix}
-\lambda_1 & 0 & 0 & \cdots & 0 \\
\mu_2 \sigma_2 & -\mu_2 & 0 & \cdots & 0 \\
0 & \mu_3 \sigma_3 & -\mu_3 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \mu_n \sigma_n & -\mu_n \\
0 & \cdots & 0 & 0 & 0
\end{pmatrix}
\]

Similarly, the failure of the $i$-th system causes the $i$-th row of the matrix (6) to be replaced with a row of the form

\[
0 \ 0 \ \cdots \ -\lambda_i \ 0 \ \cdots \ 0
\]

In particular for the region number $2^n - 1$ where all subsystems have failed the evolution matrix is

\[
\bar{A}_{\{1, \ldots, n\}} = \begin{pmatrix}
-\lambda_1 & 0 & 0 & \cdots & 0 \\
-\lambda_2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -\lambda_n & 0 \\
0 & \cdots & 0 & 0 & 0
\end{pmatrix}
\]

It is interesting to note that these models are actually exactly solvable: the shape of the resilience region can (at least in principle) be determined analytically. This was done in [AF13] for the case $n = 2$ with no coupling between the two subsystems and no external disturbances. The boundary of the resilience region turns out to be the part of the square $[0, 1]^2$ which lies below the two curves

\[
x_2 = 1 - (1 - \sigma_2) \left( \frac{x_1}{\sigma_1} \right)^{\frac{\lambda_2}{\mu_2}}
\]

and

\[
x_2 = \sigma_2 \left[ 1 - (1 - \sigma_2) \right]^{\frac{\mu_2}{\lambda_1}}
\]

which meet (with a corner) at the point $(\sigma_1, \sigma_2)$.

A similar analysis can be performed for a system with $n > 2$ nodes; however, the explicit description of the boundary gets more and more complex as the dimension grows. Notice also that the functions defining the boundary are transcendental, so they are quite expensive to compute with arbitrary precision.

For this reason it is advantageous to have a quickly computable (e.g. piecewise-linear) approximation of the boundary. In the next Section we turn to this goal.

IV. FROM STABILITY TO RESILIENCE

The general summary of our approach is the following. We look for a Lyapunov function whose sublevel sets approximate the basin of attraction of the equilibrium at zero. This function must be computationally cheap to work with; the simplest choice is to consider a piecewise-linear function on a polyhedral partition of the state space. The partition is computed starting from the cells of the switching system by successive refinements. Since the models we use are positive and have no limit cycles, we expect piecewise-linear Lyapunov functions to be a good fit.

Let us describe in detail our approach to construct a piecewise-linear Lyapunov function for the family of switching models described in Section III.

We start by looking for a piecewise-linear Lyapunov function defined on the same polyhedral partition of the state space given by the switching surfaces, namely the $2^n$ cells $R_S$ for $S \subseteq \{1, \ldots, n\}$. Actually, we already know that the cell corresponding to the choice $S = \{1, \ldots, n\}$ is surely outside of the resilience region, so
we can safely ignore this cell in what follows. Thus, we consider a Lyapunov function candidate of the form

\[ V(x) = \begin{cases} 
  k_0 \cdot x & \text{if } x \in R_0, \\
  k_S \cdot x = k_S \cdot x + k_{S,n+1} & \text{if } x \in R_S.
\end{cases} \]  

(7)

Here \( k_0 \in \mathbb{R}^n, \ k_S = (k_S, k_{S,n+1}) \in \mathbb{R}^{n+1} \) and the index \( S \) runs over the proper nonempty subsets of the set \( \{1, \ldots, n\} \). The total number of parameters to be determined is then \( n + (2^n - 2)(n + 1) \).

If we now require \( V \) to be continuous on every switching surface we see that as soon as \( n > 2 \) the continuity constraints eat up all the degrees of freedom in the multiple-failure regions. To clarify this point, let us start by noting that every cell in the decomposition \( \{R_S\} \) can be put in one-to-one correspondence with a vertex of the hypercube \([0,1]^n\): for any subset \( S \subseteq \{1, \ldots, n\} \) the region \( R_S \) corresponds to the vertex \( V(S) \) whose coordinates are 1 for each axis \( x_i \) with \( i \in S \) and 0 for each axis \( x_i \) with \( i \notin S \).

The incidence relations between the vertices and the edges of an \( n \)-dimensional hypercube are described by the hypercube graph \( Q_n \) [HHW88]. Using the correspondence defined above, we can use this graph to describe the relationship between different regions in the partition \( \{R_S\} \). For instance when \( n = 3 \) we have

\[
\begin{array}{c}
\text{R}_1 \quad \text{R}_2 \quad \text{R}_3 \\
\text{R}_1 \quad \text{R}_2 \quad \text{R}_3 \\
\text{R}_0 \quad \text{R}_1 \quad \text{R}_2 \quad \text{R}_3
\end{array}
\]

The dimension of the boundary between two regions can be recovered from this graph: indeed \( R_S \cap R_{S'} \) is a cuboid of dimension \( n - k \), where \( k \) is the (geodesic) distance between \( R_S \) and \( R_{S'} \) in the graph \( Q_n \). For instance in the \( n = 3 \) case \( R_0 \) and \( R_{\{1\}} \) intersect in a rectangle (dimension 2), \( R_0 \) and \( R_{\{12\}} \) intersect in a segment (dimension 1) and finally \( R_0 \) and \( R_{\{123\}} \) intersect in a single point (dimension 0).

We can now cook up a recipe to impose some reasonable continuity constraints on the candidate Lyapunov function (7). Our strategy is the following:

- for each \( i \in \{1, \ldots, n\} \) we require \( V_{\{i\}} \) to match \( V_0 \) on the whole \((n - 1)\)-dimensional cuboid \( R_0 \cap R_{\{i\}} \);
- for each \( i < j \in \{1, \ldots, n\} \) we require \( V_{\{ij\}} \) to match \( V_0 \) on the \((n - 2)\)-dimensional cuboid \( R_0 \cap R_{\{ij\}} \);
- for each \( i < j < k \in \{1, \ldots, n\} \) we require \( V_{\{ijk\}} \) to match \( V_0 \) on the \((n - 3)\)-dimensional cuboid \( R_0 \cap R_{\{ijk\}} \); and so on.

We remark that on each \((n - k)\)-dimensional cuboid it is enough to select a subset of vertices forming a \((n - k)\)-dimensional simplex, since two affine functions coinciding on (the vertices of) a simplex coincide everywhere.

The number of constraints generated by this rule is given by

\[ n_c = \binom{n}{1} n + \binom{n}{2} (n - 1) + \cdots + \binom{n}{n-1} \cdot 2 \]

\[ = \sum_{i=1}^{n-1} \binom{n}{i} (n - i + 1). \]

Using some well-known properties of the binomial coefficients we see that

\[ n_c = (2^n - 2)(\frac{n}{2} + 1), \]

so that the number of free parameters in (7) is reduced to

\[ n + (2^n - 2)(n + 1) - n_c = 2^{n-1} n. \]

We shall also require that \( V_0(\sigma_1, \ldots, \sigma_n) = 1. \) This can be seen as a normalization condition for \( V \); it is particularly convenient because the trajectories that hit the critical point \((\sigma_1, \ldots, \sigma_n) \) lie exactly on the boundary of the resilience region.

We now formulate the conditions which guarantee that the function (7) is a Lyapunov function for the system. We need two kinds of constraints:

- we should ensure that \( V \) is positive on each vertex of region \( R_0 \) and decreasing on every vertex in a boundary between two cells (it is of course sufficient to consider the vertices where no continuity conditions are imposed);
- we should ensure that \( V \) is strictly decreasing along the trajectories of the system in the interior of each cell. Since the dynamics there is linear, it suffices to check that

\[ \begin{cases} 
  k_0 \cdot A_0 \cdot v < 0 & \text{for every vertex } v \text{ of } R_0, \quad \text{and } \\
  k_S \cdot A_S \cdot \dot{v} < 0 & \text{for every vertex } \dot{v} \text{ of } R_S.
\end{cases} \]

If we group the entries of the vectors \( k_0 \) and \( k_S \) in a single column matrix \( K \), both these conditions can be expressed as a system of inequalities of the form \( MK < 0 \) for a suitable block matrix \( M \).

Finally, we should select a suitable function of the coefficients of \( V \) to minimize in order to capture the largest possible subset of the resilience region. As \( V \) is everywhere positive, it suffices to minimize the sum of the values attained by \( V \) on a suitable set of \( 2^n - 1 \) points (one for each region of the partition). Since (as explained above) each region is in one to one correspondence with a vertex of the cube \([0,1]^n\), it is natural to minimize the value of \( V \) on such points. Thus we define

\[ F(K) := V(1,0,\ldots,0) + V(0,1,0,\ldots,0) + \cdots + V(1,1,0,\ldots,0) + \cdots \]

and look for the matrix \( K = (k_0, k_{\{1\}}, k_{\{2\}}, \ldots) \) which minimizes this function.

Summing up, we are led to the problem of minimizing \( F(K) \) subject to the constraints:

\[ \begin{cases} 
  MK \leq 0 \\
  EK = 0 \\
  V(\sigma_1, \ldots, \sigma_n) = 1
\end{cases} \]  

(8)

where \( E \) is a block matrix capturing the continuity constraints expressed earlier.

The solution of this linear programming problem (which we expect to be feasible for generic values of the parameters) determines a piecewise-linear Lyapunov
function for the system. Then, by construction, the sublevel set

\[ \{ x \in [0,1]^n \mid V(x) \leq 1 \} \]
gives a piecewise-linear approximation to the resilience region.

The cell partition introduced above is rather coarse. As we saw in Section III, the boundary of the resilience region is given by a system of transcendental equations. In general, a single hyperplane will give a rather bad approximation for this boundary. It is then natural to seek a refinement of the partition \( \{ R_S \} \) in order to better capture the shape of the resilience region for the system.

For this purpose we can try to exploit again the special geometry of the state space of the model. The simplest idea is to consider refinements built according to the following rule, illustrated here for the \( n = 2 \) case:

![Diagram of cell partition](image)

In other words, we divide each single-failure region \( R_{(i)} \) in \( m > 1 \) subregions and let the coefficients \( k_{(i)} \) in the expression (7) vary between those subregions.

Of course, things get quickly more complicated when \( n > 2 \): clearly, the subdivision described above automatically induces a subdivision of each double-failure region \( R_{(ij)} \) in \( m^2 \) subregions, and so on. In general, one ends up with a total of

\[ 1 + nm + \left( \frac{n}{2} \right) m^2 + \cdots + \left( \frac{n}{n-1} \right) m^{n-1} = (m+1)^n - m^n \]

subregions. Notice that for \( m = 1 \) the above formula recovers the original number of regions \( (2^n - 1) \).

The new candidate Lyapunov function now reads

\[ V(x) = \begin{cases} k_0 \cdot x & \text{if } x \in R_{0i} \\ \hat{k}_{S,j} \cdot \check{x} & \text{if } x \in R_{S,j} \end{cases} \]

where, as before, the index \( S \) runs over the proper nonempty subsets of the set \( \{1,\ldots,n\} \) and the additional index \( j_S \) runs over the set \( \{1,\ldots,m(S)\} \), where \( |S| \) denotes the cardinality of the set \( S \). The total number of parameters to be determined is in this case \( n + (n+1)((m+1)^n - m^n - 1) \).

Generalizing the problem (8) to the new situation is, at least in principle, straightforward; the only difficulty has to do with the bookkeeping needed to manage the various constraints. In particular the continuity constraints adopted above for the case \( m = 1 \) can be generalized in multiple ways to the case \( m > 1 \), giving rise to linear programming problems which are more or less constrained. We shall leave a detailed analysis of such issues to future work.

V. EXPERIMENTS

To test our approach we consider a model inspired by a real urban wastewater treatment facility which ensures depollution and dumping at sea of urban wastewater produced by domestic and economic activities in an international tourist area encompassing a marine reserve. The facility handles an estimated maximum of 36,000 people, roughly equivalent to a waste-water supply of 250 liters per person, per day. The plant is heavily automatized: all biological, chemical and mechanical processes are supervised by a control system connected through the Internet with a remote monitoring center. The plant consists of several compartments characterized by interconnected tanks, making it an ideal test bench for our framework. In particular, we focus on a series of three interconnected subsystems inside the facility: a balancing (BA) tank, a denitrification tank (DE) and a nitrification-oxidification (NO) tank. The BA tank receives sewage from previous compartments and feeds the DE tank with enough liquor to maintain the level of the NO tank at a desired level. The DE tank regulates its own level, dumping excess fluid to the NO tank. Liquor from the NO tank simply falls by gravity to other compartments for further treatment. As it can be observed in Figure 1, the topology of the interconnected systems respects the one considered in Section III. The input flow is a single-step function at 0.08 m³/s, corresponding to the average inlet flow of the real facility (approximately 280 m³/h). Gaussian white noise is added to the single-step function in order to simulate hourly variation of the inlet flow. The absolute value of the variation is within 20% of the average flow, consistently with data recorded at the facility.\(^4\)

For each tank \( i \in \{1,2,3\} \) of Figure 1, the performance loss \( x_i \) is obtained from the corresponding output flow \( u_i \) through a figure-of-merit function, i.e., a mapping from the space of state variables to the space of performances. This is the standard way in which state variables are mapped to performance indicators — see, e.g., [HRM12] — and our specific mapping can be observed in Figure 2. Here we posit that an output flow of 0.08 m³/s corresponds to maximum functionality, whereas flows outside the interval \([0.06;0.10]\) m³/s correspond to total loss of functionality. The state threshold \( s \) is placed at \( x_j = 0.8 \), corresponding to flows in the interval \([0.064;0.096]\) m³/s, i.e., a variation of ±20% consistent with the actual input data. The choice of these parameters is motivated by the fact that the average input flow to the facility is 0.8 m³/s with a variation of ±20%. Outside this range, flows are considered to be abnormal, whereas variations above ±25% are considered total loss of functionality. In our experiments \( \sigma_{ij} = \sigma \) for all \( i,j \in \{1,2,3\} \) with \( i \neq j \).

In order to analyze the resilience of the overall system according to the framework presented in Section II, we need to compute the values of the service loss rates,\(^4\)

\(^4\)The complete model, as well as instructions to run it, are available on the companion web site of the paper at https://gitlab.sagelab.it/armtac/ifm2019companion.git
recovery rates and coupling coefficients. To this end, we consider the definitions presented in [AF13] and, given two interconnected systems \( i, j \in \{1, 2, 3\} \) with \( i \neq j \), we compute \( \mu_{ij} \) and \( \lambda_{ij} \) as follows:

\[
\begin{align*}
\mu_{ij} &= \frac{\ln(\sigma_{ij})}{TTR_{ij}}, \\
\lambda_{ij} &= -\ln(1 - \sigma_{ij}) / TTF_{ij}
\end{align*}
\]

where

- \( TTR_{ij} \) (Time To Recover) is the time that system \( j \) takes to recover from a failure of system \( i \) and return within the state threshold \( \sigma_{ij} \) from the internal state \( x_j = 1 \), and
- \( TTF_{ij} \) (Time To Fail) is the time that system \( j \) takes to cross the state threshold \( \sigma_{ij} \) from the state \( x_j = 0 \).

Estimation of \( TTR, TTF \) and the coupling coefficient \( \alpha \) can be done on the system model by introducing faults and then observing the behavior of relevant process variables. In particular we proceed as follows:

- To estimate \( TTF_{12} \) and \( TTR_{12} \) we introduce a stuck-at-0 fault in the pump that drains liquor from the BA tank into the DE tank. This causes the flow \( u_1 \) to decrease abruptly to 0. Consequently, the flow \( u_2 \) also decreases to 0 since the DE tank regulator tries to maintain a desired level in the tank, and stops sending fluid to the NO tank eventually. This effect is shown graphically in Figure 3 (top).

- To estimate \( TTF_{23} \) and \( TTR_{23} \) we introduce a stuck-at-0 fault in the pump that keeps the level of the DE tank stable. This causes the flow \( u_2 \) to decrease abruptly to 0. Consequently, the NO tank is not fed anymore and starts emptying: reduction in the volume of the NO tank causes also reduction in its output flow which is due to gravity only.

- To estimate \( TTF_{31} \) and \( TTR_{31} \) we introduce a fault in the NO tank outlet by simulating a partial obstruction, which causes the NO tank to reduce its outlet flow below the average system input flow. Since the pump in the BA tank is regulated on the level of the NO tank, this will cause the output flow of the BA tank to decrease as well. The recovery from this fault is shown graphically in Figure 3 (bottom).

To estimate the coupling coefficient we proceed similarly, but instead of stuck-at faults, we consider drifting faults from nominal values and evaluate the ratio between the slopes of the overall flow variations. For instance, in order to estimate \( \alpha_{12} \) we decrease the efficiency of the pump that drains liquor from the BA tank into the DE tank. Both \( u_1 \) and \( u_2 \) start to decrease until the normal functionality is resumed. The value of \( \alpha_{12} \) is computed as the ratio between the slopes of \( u_1 \) and \( u_2 \) considering the onset of the failure as initial point and the end of the failure as final one. In all the cases above, faults are injected when the system reaches a regime condition (after 6 hours from the start) and last for a specified amount of time (1 hour).

Using Matlab we solved the linear programming problem (8) for the three-dimensional model with the coefficients listed in Table I. The complete matlab scripts and instructions on how to run them can be found on the companion web site mentioned above. We found the following values for the 27 parameters describing the Lyapunov function \( V \):

\[
\begin{align*}
k_0 &= \begin{pmatrix} 0.7081 \\ 0.0082 \\ 0.5338 \end{pmatrix}, \quad \bar{k}_{(1)} &= \begin{pmatrix} 1.8903 \\ 0.0082 \\ 0.5338 \end{pmatrix}, \quad \bar{k}_{(2)} &= \begin{pmatrix} -0.9458 \end{pmatrix}.
\end{align*}
\]
Some graphs of the resulting piecewise-linear Lyapunov function are represented in figure 4 and figure 5 as slices in the \((x_1, x_2)\) plane for various values of \(x_3\).

We notice that the resulting Lyapunov function has a very steep slope in the region \(\{12\}\), i.e., when system 3 is the only subsystem operating normally. This is presumably due to both the (comparatively) higher value of \(\lambda_2 = \lambda_{12}\) and the strong coupling between the two failed subsystems. On the contrary, \(V\) is quite flat in the three single-failure regions and also in the region \(R_{\{13\}}\), thanks to the good recovery capability of subsystem 1. Running the system model with faults injected confirms the picture obtained with the analysis.

VI. CONCLUSIONS

In this paper we have introduced a new method to compute piecewise linear Lyapunov functions to study the stability of interconnected systems, and thus the related resilience regions. We have shown that the method allows to analyze automatically the model of a real wastewater treatment facility by providing a computation approach and experimental results.

For a future development of this work it would be interesting to generalize our stability analysis to the full resilience model, with a nonzero time-varying external disturbance term in the evolution equation (3). Since the disturbance is not known a priori the model becomes a so-called uncertain system in this case, and different techniques need to be applied.

We would also like to consider interconnected systems with different (but still computationally tractable) topologies. In this regard, let us remark that the family of graphs described in Section III has the property that the number of interconnections grows only linearly as a function of the number of nodes \(n\) (as opposed to, e.g., a complete graph, where the number of edges grows quadratically in \(n\)). Other families of graphs with this property look relevant for the modeling of real-world systems.

In general, when some subsystem has more than one connection to other subsystems we expect to see more complex dynamical phenomena emerge (e.g., limit cycles). In these cases piecewise-linear Lyapunov functions are no longer a good fit, and it may become necessary to use a more general class of Lyapunov function candidates (piecewise quadratic, sum of squares, etc.).
Fig. 4. Values of the Lyapunov function for $x_3 = 0$; the right-hand pane shows the same graph clipped to the region $V \leq 5$.

Fig. 5. Values of the Lyapunov function for $x_3 = 0.78$ and $x_3 = 0.82$ (threshold is $\sigma_3 = 0.8$).
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