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Abstract

In this paper we focus on formal concepts for an
integrated modeling of complex systems. We take
our examples from the field of sociotechnical sys-
tems where we state a great need for model-based
reasoning regarding questions of system safety and
the definition of long-term management policies. We
lay our special focus on systemic capabilities related
to context adaptive behavior with special considera-
tion of cognitive parameters. We are convinced that
the systemic ability of context adaptivity is insuffi-
ciently understood and is of increasing importance
in sociotechnical systems as well as in advanced per-
vasive applications. We think that a model-based
approach is well-suited for the improvement of con-
text awareness in complex systems.

Keywords: Requirements Engineering and Spec-
ification, Frameworks, Software Architecture.

1 Introduction

Modern systems engineering is more and more con-
fronted with a new quality of contextual embedding.
For the specification of systemic behavior a grow-
ing number of environmental parameters have to be
taken into account. We conceive these parameters
as systemic aspects and use ontologies to achieve a
modular way to manage the related knowledge.

Sociotechnical systems as well as advanced appli-
cations like ubiquitous services have to reside in com-
plex contexts and to deal with unforeseen situations.
In addition they are strongly interwoven with nu-
merous parameters determined by the external envi-
ronment. One example for these context dependen-
cies is the new impact that human factors have in
these kinds of systems. Future ubiquitous services in
combination with multimodal interfaces will result in
a dependency between user and service whose com-
plexity is unknown up to now. Advanced services
will have to possess the capability of context aware-
ness in order to adapt their behavior to unexpected
situations. Especially they will have to be able to
make assumptions concerning the identity of users,

their goals and their knowledge.

This prominent role of context adaptivity is a well
known fact in sociotechnical systems. Hybrid teams
of humans and devices have to adapt to adverse
environmental conditions and have to select those
strategies which are optimal in the given situation.
Although these systems are of a considerable ro-
bustness there is an intensive need for a better un-
derstanding of these capabilities which are hard to
grasp by formal methods. Due to the complexity
of these systems their analysis and understanding
is very difficult. But on the other hand for vari-
ous reasons (safety, efficiency, organizational learn-
ing, change management) there is a strong need for
a greater transparency of the related processes.

In our approach we suggest a visual notation for
the modeling of complex sociotechnical systems as
well as context-adaptive systems in general. Start-
ing from software architecture and the experiences
of requirements engineering [11] we provide concepts
which are well suited for the description of specific
context adaptive features. Especially the aspects
of human cognition and organizational relations are
traditionally hard to grasp by formal notations.

We claim that a visual modeling notation signif-
icantly increases system transparency, support in-
terdisciplinary system analysis, and is well-suited to
support measurements of further education. In addi-
tion we argue that domain-specific high level abstrac-
tions in general are a strong medium for the design
of context aware applications. In the future we plan
to provide automated tools for the support of system
management.

After some general considerations (section 2) we
describe the critical features of sociotechnical sys-
tems in section 3. After presenting the basics of our
approach (section 4) we introduce some extensions
for a cognitive process modeling which is oriented to-
wards the agents capabilities (sections 5 and 6). Af-
ter demonstrating how to define specific connectors
(section 7) we discuss context-adaptive behavior and
give some examples for our treatment (section 8).



2 Complexity and Safety

Complex sociotechnical systems have evolved to
control high risk technologies by teams of highly
qualified specialists. These systems can be defined
as complex safety-critical systems where teams of hu-
man operators cooperate with ensembles of technical
units and devices. Usually, the resulting processes
are significantly more complex than in systems con-
sisting solely of technological components because
they have to be context aware to a high degree. Ex-
amples for this kind of systems are atomic power
plants, medical operation theaters and air traffic con-
trol.

This new class of system complexity and its related
risks have established new requirements for system
design and system safety. This is documented by the
sad history of catastrophes from Three Miles Island
(1979) to Überlingen (2002). The analysis of such
complex systems has proven too multi-faceted for the
traditional single-disciplinary approach.

A model-based interdisciplinary system analysis is
a promising strategy against what Leveson calls in-
tellectual unmanageability of high risk systems [6].
The increasing complexity and tight coupling in con-
temporary high risk systems make a safe and efficient
management difficult if not impossible. The main
source of failure in complex systems is not human
error or an erroneous component, but the complex
interactions between components which is not un-
derstood to a sufficient degree [12]. To increase the
level of understanding we choose an model-based ap-
proach which is open for results of interdisciplinary
research.

In addition we argue that the results of our re-
search and high-level concepts for the various aspects
of contextual modeling can be counted as a contribu-
tion to an integrated design of very complex systems
(i.e. pervasive context-aware services).

3 Sociotechnic Challenges

Of course, the methods of system modeling are not
new. Especially in software engineering concepts and
methods were synthesized to handle the challenges of
complexity in development processes. We also heav-
ily rely on the results of systems engineering [14].
The concepts and methods from requirements engi-
neering provide the basic means to manage informal
and semiformal knowledge about the target system.

We observed some specific features of sociotech-
nical systems which can be conceived as challenges
for traditional modeling concepts. We claim that
the traditional modeling concepts and formal meth-
ods as known from software engineering have to be
adapted and extended for the specific properties of
sociotechnical systems. Speaking generally, just the

merits of formal specification concepts as exactness
and well-definedness sometimes prove as shortcom-
ings in the context of sociotechnical systems. It is
a generic feature of these processes that they have
to deal with vague data, uncertainty and incomplete
specifications. Modeling concepts have to adapt to
these specific vagueness which can be conceived as
important system quality. Paradoxically speaking,
too much exactness would lead to less adequate or
even wrong specifications.

3.1 Uncertainty

Sociotechnical systems tend to reduce the load of
information processing by using vague concepts. So
human experts normally don’t use exact mathemati-
cal numbers but vague expressions from natural lan-
guages. We claim that the resulting vagueness is an
important precondition for the systems’ robustness
and safety since it makes their specification less sen-
sitive to contextual changes.

In addition, human actors have to deal with in-
complete specifications. In many situation relevant
information is not accessible for the human actors.
Due to situational time pressure they have to make
uncertain decisions based on incomplete information.
In our approach we use fuzzy sets and fuzzy logic to
specify uncertain information and vague relations [5].

3.2 Adaptive Behavior

One important feature of sociotechnical systems is
their structural dynamism. The internal structure
of systems like the medical operation theatre can
be rapidly changing from one phase of the process
to another according to environmental changes. For
the description of this structural dynamism powerful
concepts from dynamic architectures [10] are neces-
sary. We handle this problem by introducing trans-
formation rules (cf. section 8).

By specifying transformation rules we define the
possibilities of configurations to evolve under certain
context conditions. Hence, transformation rules de-
scribe the adaptive behavior of complex sociotechni-
cal systems in describing the way these systems react
to environmental changes by structural mutation.

Sociotechnical systems like the medical opera-
tion theatre have distinctive qualities regarding their
adaptive capabilities. Thus, their ability to recover
in the face of adverse environmental conditions or un-
expected events is clearly larger compared to the be-
havior of traditional component-based systems. Re-
garding this adaptivity a deeper understanding of so-
ciotechnical processes can contribute to the robust-
ness and flexibility of advanced software-based sys-
tems.



3.3 Subjective Evidence

Domain experts tend to disagree about the facts in
their field. Sometimes they are not completely sure
about the state of affairs. We use fuzzy concepts for
the representation of different degrees of subjective
evidence or relevance. This enables us to distinguish
between different degrees of cognitive adaptation to
a given context (section 6).

4 Basic Concepts

We provide concepts for the structural description
of complex systems as shown in Figure 1. We provide
a visual notation for each of these concepts which
allows for an expressive scenario-based modeling. In
addition we define a notation for reasoning about
systemic features. Our goal is to provide modeling
concepts which are meaningful in terms of domain
semantics and well-suited for formal reasoning.

For the sake of formal reasoning we base our ap-
proach on methods from ontological modeling [7, 3].
Thus, in this section we define a basic ontology for
the structural description of complex systems. We
are leaving aside all issues which are related to be-
havioral or temporal specification.

4.1 Agents

We conceive agents as the basic computational el-
ements of every complex systems. Agents interact
which each other in order to process requests from
their environment.

Definition 1 (Agents) An agent 〈name, I, S〉 con-
sists of a symbolic name (denoting his identity), a set
of interfaces I and a state S.

In a description logic example for an agent we first
express the hierarchical place of the concept. Then
in addition we describe its internal structure as a
conjunction of interfaces and features.

Anesthesist v
(AND Agent

(AND IA1 IA2)

(AND (≤ 3 acc.⊥)
(≤ 1 vis.⊥)
(expertise {low, medium, high})
(motivation {low, medium, high})))

As an example for the visual representation of an
agent cf. Figure 5.

4.2 Interfaces

Agents supply their services to their environment
by publishing interfaces. Using interfaces agents can

be assigned to certain tasks or engage in relations
to each other. We describe interfaces as algebraic
signatures.

Definition 2 (Agent Signature) An agent signa-
ture is a quadruple 〈Σ, I, O,A〉 where Σ is a data sig-
nature 〈S,Op〉 in the algebraic sense, O is the set of
output attributes (the agent variables), I is the set
of external attributes that the agent has to read from
it’s environment and A is a set of action names.

On the semantic level an interface is represented
by a conjunction of features.

IA1 v (AND (acc {highPitch, lowPitch})
(lman {take, give}))

In a graph based notation we denote interfaces as
little squares.

4.3 Linguistic Variables

In this paper we use a simplified version of lin-
guistic variables [5]. Linguistic variables are the es-
sential carriers of data in integrated systems engi-
neering. According to the terminology of description
logic they can be conceived as roles which are named
relations between an agent and a domain.

Thus, as we will demonstrate in examples, it is
possible to model the acoustic sense of a human ac-
tor by a feature called acc which defines a relation
between an agent and a domain. We frequently use
enumeration types as domains for features.

4.4 Connectors

In complex systems the understanding of agent in-
teractions is a central issue. For the articulation of a
system’s interaction structure we adopt the concept
of connector from software architecture [16, 9].

In the context of an ontological approach a connec-
tor has to be conceived as a special concept related
to interaction.

Definition 3 (Connector) A connector
〈name,R〉 consists of a name and a set of roles.

Similar to agents connectors publish interfaces.
They do so to express their requirements concern-
ing services which have to be supplied by the speci-
fied agents. This is why we sometimes speak of roles
when referring to a connectors interfaces.

In our visual notation we use ovals to represent
connectors (cf. Figure 8). Concerning a notation
which provides better reasoning support connectors
are very similar to agents.



4.5 Configurations

Agents constitute configurations by interacting us-
ing connectors. Connectors express their require-
ments by publishing interfaces while agents describe
their capabilities by publishing interfaces. When a
specific selection of an agent’s capabilities satisfies a
part of the connectors requirements we say that the
concerned interfaces are matching.

The typical usage of this concept of matching in-
terfaces can be illustrated by the following example.
Since we use connectors for the representation of sys-
temic tasks, interfaces are frequently used for the
specification of requirements for the fulfillment of a
given task. For each task interface an agent has to be
found which supports this interface. The process of
this finding usually is called negotiation [2]. For the
sake of reasoning about matching interfaces we con-
ceive interfaces as concepts in the sense of ontological
modeling. We claim that two interfaces match if the
concept representing the required interface subsumes
the provided interface. In terms of model-theoretic
semantics we claim that each instance of the pro-
vided interface has to be an instance of the required
interface. To reason about subsumption tableau algo-
rithms can be used which are common in description
logics [3].

In our graphical notation we connect matching in-
terfaces using a link, which is expressed by a solid
line (cf. Figure 8).

4.6 Conceptual Framework

In Figure 1 we show our conceptual framework in
a UML-like visual notation. We use the term con-
ceptual framework in order to avoid the term meta-
meta-model.

As we show in Figure 1 we conceive every con-
cept as a subconcept of Entity which we express by
hollow arrows. Some of the concepts are related by
has-relations (aggregations) which are expressed by
solid arrows. Aggregations may be annotated by car-
dinality constraints.

5 Availability

Frequently, it is not enough to know that an agent
can provide a certain service (as represented by an
interface). Moreover, it is necessary to check if the
required services are available in the given situation.
Consequently we need concepts to reason about an
agent’s temporary workload. In order to do this we
have to reason about the actual state of an agent.

Conceiving the current state of a given agent as
a conceptual model we state that the required ser-
vices which are represented as an additional model
are available iff the combination of that model with

the new concept is consistent. Of course, with re-
spect to the availability of services the consistency of
cardinality constraints (as supported by SHIQ-DL)
are of special importance. Again, tableau algorithms
can be used to check consistency.

6 Mental Models

In our approach we provide a cognitive perspective
which takes into account the actors’ subjective mo-
tivations and their influence on the global system’s
behavior. As we already argued we conceive human
factors and cognitive representations as essential con-
textual features which are crucial for the behavior of
sociotechnic systems as well as for advanced perva-
sive applications. For this sake we use the concept
of mental models, which describes an actor’s internal
representation of his environment.

In our approach a mental model consists of three
fuzzy sets (adopting ideas from agent-oriented mod-
eling [17]):

• The agent’s intentions (I): usually a decision
aims at a certain goal. That means that the
agent tries to achieve a certain system state
by selecting between alternative behavioral op-
tions.

• The agent’s beliefs (B): a decision is highly in-
fluenced by the agent’s belief concerning the sys-
tem’s actual state and its further behavior.

• The agent’s desires (preferences) (D): usually
the agent has a subjective preference for a cer-
tain behavioral option which may or may not
interfere with the real situation.

We claim that for a proper understanding of the
system’s behavior it is necessary to take these fac-
tors into account. These factors may influence hu-
man behavior to a high degree and thus determine
global system behavior. Moreover subjective factors
are subject to a large scale of organizational mea-
sures like further education and simulator training.

We represent this internal information using fuzzy
sets. This gives us the possibility to represent the
subjective relevance of a proposition by the member-
ship relation µ.

We notate fuzzy sets by using calligraphic font.
The function of the three fuzzy sets in figure 2 con-
sists in the mental representation of the relevant con-
textual features [4].

We use a mental model to reason about the adap-
tation of an actor in a given situation. We define
adaptation as a relation between a Context and an
actor. As relevant features of a context we conceive
the situational goal (which has to be a strong mem-
ber of the actors intentions) , the behavioral alterna-
tives (which have to be reflected in the actor’s belief),
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Figure 2: The Concept of Adaptation

and the relevant context conditions (which the actor
has to know).

We use fuzzy rules to define a relation between
these situational features and actor’s mental rep-
resentations. In general, we claim that an actor’s
contextual adaptation is good if he has an intensive
representation of the relevant features. We use an
AND/OR-table to reason about different configura-
tions and their consequences for the quality of adap-
tation. Thus in the first column of Figure 2 we de-
scribe a situation where the actor’s adaptation is high
because he has strong internal representations of the
situational goal and the contextual conditions. In
the second row we describe the case that (occasion-
ally) the actor has the adequate preferences. In the
rightmost column however we claim that in all other
cases the actors adaptation is medium or low (using
the ? as wildcard).

For organizational purposes there are some inter-
esting features of contexts. Thus, the cardinality of
set A describes the free room of an agent’s decision.
If it is small this has inhibiting effects on his motiva-
tion. If it is too great the agent may be overstrained.
Moreover, another important feature of a given con-
text consist in the possibility of differentiation of be-

havioral alternatives.

7 Sociotechnical Connectors

Agents are well-furnished with capabilities to pro-
cess specific tasks on their own. In complex dis-
tributed systems however they have to coordinate
their behavior with other agents. Human agents (and
in our approach other agents, too) coordinate their
activities with each other by the mutual manipula-
tion of their cognitive states. For this sake they rely
on interaction and organizational mechanisms of co-
ordination.

We conceive connectors as behavioral specification
about the behavior of agents. An important relation
between agents is Communication (cf. Figure 3). For
the definition of this connector again we have to use
formulas about the mental models of agents.

We integrate in our specification some claims
about the mental models of the actors (as known
from speech act theory [15]).

• Perlocution: a result of a communication pro-
cess is that the message’s recipient believes in
the content of the message.

• Illocution: for a communication act it is a nec-
essary condition that it belongs to the actor’s
goals to induce the receiver’s conviction that the
proposition m holds.

Other parts of the specification we describe the re-
lation between certain parameters of communication
(the expertise of the actors) and some global sys-
tem properties (safety, performance). For example
we claim that only highly trained experts can com-
municate using signals and reach good safety and
performance values (cf. column 1 of figure 3).

We conceive organizational relationships are mech-
anisms that help to compensate weak situational
adaptation. While communication is an obvious way
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for agents to manipulate their mental states there
are more subtle mechanisms that have their effect in
sociotechnical systems. One of them is hierarchy [8].

As we show in Figure 4 we conceive hierarchy as
a mechanisms which asserts that human operators
follow the goals of their superiors.

8 Adaptive Behavior

Processes in general as well as sociotechnical pro-
cesses are structured in tasks. Task are logical units
of systemic processes. In sociotechnical systems how-
ever (as well as in the case of pervasive services) the
way a given task is processed may vary in depen-
dence to context conditions. This is a strong adap-
tive feature of sociotechnical systems: they choose
the behavioral alternative which is best regarding the
conditions of the actual situations.

For the description of these adaptive features we
introduce two levels of abstraction. On the top level
we define abstract tasks which specify the goals which
have to be reached without consideration of context
conditions. On the bottom level we define context
specific specializations of tasks. In this respect we
obviously use ideas taken from model-driven archi-

tecture[18].
We use configurations to specify the initial state

which is necessary for the processing of a task. Con-
figurations describe the agents which are necessary
to process a given task and the way these agents have
to interact. We use configuration for the description
of abstract as well as of context specific tasks.

To describe the adaptivity of complex behavior we
specify transformation rules which describe which
task specializations are selected in which situations.
Triggered by context conditions a certain rule is se-
lected and transforms an abstract configuration into
a context specific one. The foundations of this ap-
proach are described in [10].

8.1 Example: Coordination

The operators in complex sociotechnical system
use technical devices or units to fulfill complex tasks
or control complex processes. In order to manage
this they have to coordinate their activities. From
this point of view coordination is conceived as a
compensatory system reaction given adverse environ-
mental conditions.

We separate the aspect of coordination from what
we call the abstract task, which is defined in terms
of the system’s primary goal. We discriminate two
kinds of coordinative tasks:

• Transfer tasks define the need to transfer re-
sources or devices to the place where they are
needed. In the operational theatre for example
the nurses are heavily involved in passing medi-
cal instruments.

• Communication tasks define the need for some
agents to coordinate their activities by using
signs or speech. For instance sometimes the
anesthesist has to tell the nurse to pass him an
instrument.



In our approach we provide a mechanism to map
abstract tasks to context specific tasks. In the exam-
ple of laryngoscopy implicit coordinative tasks are
woven into the specification of the abstract task by
a specific transformation rule.

Using this kind of rule-based specification allows
us to catch the context-sensitivity of systemic proce-
dures. Which type of procedure is used by the actors
in a specific situation is highly dependent on the pa-
rameters of the context. One example for such pa-
rameters is the expertise of the actors: highly trained
experts tend to coordinate their activities using sig-
nals, while novices normally use convention-based
speech acts [15].

In figure 5 we show an example for the description
of the coordination aspects of a task. The trigger
for the firing of this rule is the precondition that the
nurse is the owner of the laryngoscope. This is an ad-
verse context condition since in the specification of
the task (not shown in the pictures) it is prescribed
that the anesthesist should be the owner of the de-
vice.

A special rule describes the selection of interaction
type according to the expertise of the actors. The
type variable µ is instantiated with type Signal if the
actors’ expertise are high. This rule is very similar
to configuration rules in feature modeling [1].

8.2 Example: Observing

In the medical operation theatre during an opera-
tion the anesthesist has to control the patient’s state
and the course of anesthesia. Consequently we de-
fine as an abstract task that the anesthesist has to
observe the patient. For this sake both, the patient
and the anesthesist have to be members of the initial
configuration. And they have to be connected by an
observation connector.

In Figure 6 for example we use this configuration
as a the start configuration of a transformation rule.
(For the sake of this presentation we are leaving aside
the role of interfaces.) In our first rule we state that
the abstract task of observation may be mapped to
the context-specific configuration on the right hand
side of the rule. In some contexts the anesthesist may
delegate the responsibility for the patient’s observa-
tion to the nurse and communicate with her about
the patient’s actual state. A precondition for the ap-
plication of this rule is that the nurse has an adequate
qualification.

Another typical way to process the abstract task of
patient observation consists in the usage of a mon-
itoring device which controls the characteristic pa-
rameters of the patient’s state. The corresponding
rule is frequently applicated in situations where the
patient’s state is already stabilized. In many cases
anesthesists with low or medium expertise level tend
to rely on the monitoring display rather than on their
own observations.

Anesthesist

Observation

Monitoring

Observation

vis

λ

Patient

Figure 8: Parametric Configuration

By using simple relations for the sensual capabili-
ties of human agent’s we are able to reason about the
consequences of task assignments. We are specifying
some sensual constraints for human agents.

HumanActor v Agent

HumanActor v (AND (acc ⊥)
(lman ⊥)
(vis ⊥))

Assignment(x) =

#(Interfaces.linked ∩ Interface 3 x)

Assignment(acc)≤ 3

Assignment(vis)≤ 1

Assignment(lman)≤ 1

We represent senso-motoric capabilities as feature
variables of agents. The assignment of such a ca-
pability is defined by the cardinality of the set of
an agent’s linked interfaces where the corresponding
feature is contained. We claim that for the visual ca-
pability of an agent only unary assignments are pos-
sible, while the acoustic sense may be used in more
than one assignments.

For our example we can conclude that an acous-
tic observation leaves more flexibility for an actor
than a visual engagement. Consequently the con-
figuration in Figure 8 is only legal with λ = acc.
The binding of variable λ with vis would violate the
assignment constraints. Thus an anesthesist is not
able to check another patient when he is occupied
with the visual observation of the monitoring device.
On the other hand when it is sufficient to control the
acoustic alarm tones he can move to another room
to assist his colleagues.

9 Human Error

Since we have a special interest for human error
we reason about errors using fuzzy fault trees. Using
fault trees we can reason about different types of hu-
man errors using propositions about mental models.
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As shown in figure 9 we distinguish between three
cases of human error which are grouped in two sec-
tions (following [13]):

• Execution-based errors (slips) occur when the
subjective preferences of an actor are not
adapted to the context (goals and beliefs may
be fitting).

• Knowledge-based errors (mistakes) may occur
when the beliefs of an actor are not adapted to
the given context. For example a nurse may
have the right goals but may not act right be-
cause she doesn’t see the need to act. Another
error-case occurs when an actor’s goals do not
fit well into the given context.

10 Conclusion

In this paper we provided a visual notation for the
context adaptive behavior of complex systems. We
started with structural description, dynamic archi-
tectures, and rules for reasoning about adaptive sys-
tem properties. We then took a cognitive perspective
by introducing the concepts of mental model to re-
flect cognitive parameters which are highly relevant
for systemic behavior.

Using our transformation based approach we em-
ploy our notation for the analysis of sociotechnic

adaptivity with special consideration of cognitive
context conditions. We claim that the results of this
analysis are useful for the design and management of
context aware systems in general.
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