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ABSTRACT

The work discussed in this paper is a response to
major perceived needs for higher organizational
standards in the retail business infrastructure. In this
context effective planning of resources strongly relies
on the ability to understand customer behavior and
market trends based on high volumes of data made
available at different levels of detail by different
sources. The objective is to integrate sales information
from heterogeneous sources and to combine this data
using fuzzy techniques, along with traditional ones, in
order to identify incipient sales trends and customer
behavior patterns, tracking their evolution over time for
improved store organization and planning. A set of
software tools was developed and validated in order to
build a model architecture capable of gathering and
processing information from different sources, such as
cashier’s receipts, individual customers (through store
membership/advantage cards), and aggregate weekly
sales indicators across stores located in a geographic
area of interest, either individually, by source type, or
in combinations.

INTRODUCTION

Fuzzy Logic techniques are key components for several
Data Fusion applications because of their ability to
account for the random behavior of the systems under
observation, as well as the uncertainty associated to the
output of the designated observation tools. The
application of intelligent systems in high-level fusion is
considered a strategic requirement for the effective
integration of the main data fusion entities. This study
is based on a long-term collaboration project between
DIP, the University of Genoa, and one of the largest
Italian retail chains. This phase of the project develops
a software package to simulate and evaluate the
effectiveness of Fuzzy techniques in fusing highly
heterogeneous data gathered from multiple sources.

FUNCTIONAL ARCHITECTURE FOR DATA
FUSION

A large variety of application-specific hardware and
software architectures are currently available for the
functional implementation of Data Fusion. Based on

prior experience and knowledge about the features of
various functional models, the authors propose a
specific architecture to address the problem of data
fusion for sales indicators obtained from multiple and
diversified sources. These sources include cashier’s
receipts, individual customers (through store
membership/advantage cards), and aggregate weekly
sales indicators. Particular attention was paid to the
detection, tracking, and classification of sales
indicators by product clusters, identified as
canned/packaged food, fresh meats, sandwich meats,
fresh fish, and ready-made gastronomy. Aggregate
sales indicators include cumulative weekly revenues,
number of cashier’s receipts, and average customer
spending per visit on each product group.
   The experience developed in collaboration with other
research centers led to the development of a Data
Fusion system that would operate according to the
following logical steps:
• Access to Company Databases
• Knowledge of Pre-existing Seasonal and Daily

Sales Fluctuations
• Acquisition of New Sales Records and Aggregate

Indicators
• Data Association
• Sales Tracking
• Patterns Identification
Established methodologies for data association and
patterns identification are based upon mathematical
statistical techniques, the effectiveness of which has
been demonstrated through well-known experiments
involving the Bayesian and the Dempster-Shafer
approaches. Instead, variables tracking and the
estimation of dynamic parameters are best addressed
using a Kalman filter, a traditional but reliable method.
   The experimental data gathered on the field from
different sources, whether they are cashier’s receipts,
individual customers’ spending amounts, or aggregate
sales indicators, represent complementary views of the
same image: from the individual store’s perspective,
from the individual customer’s perspective and from
the whole company’s perspective, respectively. As the
level of detail is increased, moving from aggregate and
averaged data, to punctual sales figures, the noise and
the fluctuations of the data over time become too
significantly high for trend identification and pattern
definition: noise and fluctuations may actually disguise
the presence of a trend or pattern.
   Current data fusion procedures are particularly well-
suited for processing images based on pre-defined



characteristics which can be extracted out of series of
pictures taken at different times and/or from different
perspectives. This approach normally ensures high
computational efficiency because it is based on the
processing of summarized information. In order for the
summary to be effective, modern techniques are often
required, such as the fuzzyfication of the image’s
attributes and their evaluation against fuzzy classes
considering both significance and variability.
   In the functional implementation of the proposed
architecture, only some features of the data series were
selected as relevant to the analysis, through a
comparison with the experiences of other research
centers. In the specific case, the authors considered the
following parameters extracted from each data set by
source type
• Temporal Horizon of Analysis
• Extension and Location of Geographic Area
• Absolute Values of Detected Sales Peaks
• Position of the Highest Peak
• Number of Peaks Detected
• Distance between the two Highest Peaks Detected
Further research involving the use of neural networks
to ensure self-learning during the fuzzy reference
classes definition could be considered as a possible
extension of this work.
   In the proposed architecture variables’ fuzzyfication
can be either enabled or disabled for the purposes of
evaluating its effectiveness.

As far as the mathematical statistical techniques are
concerned, the tool provides the option of following
either the Bayesian or the Dempster Shafer approach.

OUTCOME TESTING THROUGH SIMULATION

The Fuzzy Data Fusion method can be interfaced to a
business simulator for outcome testing and verification
purposes. For instance, the identified sales trends and
consumers’ spending patterns may be used to generate

an initial scenario, and their actual developments may
be tested over time in a dynamic simulation
environment, responsive to dynamic changes in the
external influencing factors (e.g. fluctuations in the
market price of goods).
The proposed simulation model generates projections
of all the relevant sales indicators by tracking their
temporal dynamics, for each product group, in the real
context considering the limited availability of resources
(i.e. lack of personnel and equipment failures) and the
probability of product stock-outs. The stochastic nature
of these variables can be accounted for using the
Montecarlo technique: each random phenomenon can
be represented through repeated extractions out of the
corresponding probability distributions. The simulator
can also be used to test inconsistent scenarios. This
type of test simulates and verifies hypotheses
corresponding to erroneous information, false alarms
and special consumers’ behaviors. The system was
developed in C++ to ensure maximum operating
efficiency. As shown in figure 1 the simulator not only
reproduces real sales projections building off identified
trends, but it also brings out critical scenarios that can
then be further analyzed. The simulator generates both
the set of input for the Demonstrator and the reference
data for performance evaluation.
 
DEMONSTRATOR DEVELOPMENT

As previously mentioned for the Simulator, the
Demonstrator is also directly integrated into the model
architecture. After completing the data acquisition
phase from the integrated Databases, the demonstrator
continues the elaboration and supports
detection/tracking and the classification of the
acquisitions obtained.
   The Bayesian statistical-mathematical methodology
also includes a priori estimates regarding the
probability of encountering a specific trend in the
scenario, while all the information about tolerances and
reliability of the data sources are read off the same file

Figure 1: Functional Schematic of the Dynamic Simulator
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that the simulator uses to reproduce the randomness of
the observations. In addition to these static database
objects, the demonstrator also interacts with a third
category of objects, namely, the data provided by the
simulator.
   The demonstrator first identifies the particular trend
indicator that each piece of information made available
belongs to. It then attempts to combine the new
observation with any of the previous ones to improve
the estimate of the corresponding characteristics,
especially data on rates of change over time, to support
trend identification and pattern definition.
   The demonstrator processes the information with the
Kalman Filter for the current indicator’s value and
calculates an estimate of its new value, assuming that
the information required to process it is available.

As shown in figure 2, the demonstrator fuses the new
observed value with the estimated one through the
Kalman Filter and maintains the current range estimate
as the valid reference.
   The next step for the demonstrator is the fusion
needed for trend identification. The procedure is the
same as the previous one, even though it is more
difficult: the various characteristics are processed, in
this case for identification, using the Dempster-Shafer
method or the Bayes rule, and the fuzzyfication classes,
if necessary. They are based on the fact that they
measure the membership of such classes, instead of
using binary logic (true/false, or membership
probability 0/1), as probabilistic membership in the
tolerance segments through membership functions,
built around the existing segments. If several points are
present, it will be determined which one is "more" of a
member and which one is "less", with triangular linear
membership functions.

VERIFICATION AND VALIDATION OF THE
LOGICAL MODEL

Demonstrator validation is supported by graphical
functions and by detailed reports. In fact, once the data
concerning the simulation scenario are loaded and the
processing performed through the demonstrator, we
obtain the results of the gating and association
techniques. Then the simulated scenario can be
graphically represented in the main window. If the
demonstrator has not yet been run, the graph will
represent the real values meaning only the observed
values, but not the demonstrator estimates since they
have not yet been generated according to previously
defined graphic settings. The display can be used to
check the coherence of the results with the data set and
simulated scenario, using different colors to represent
different indicators.

Some parameters and methods used by the
demonstrator can be configured to check performance.
In fact, it is possible to choose various types of data
sources and sales indicators to be implemented in the
data fusion and the resolution algorithm for data
association and identification of trends and patterns.
Similarly, the processing algorithm can be chosen: the
Bayes logic or the Dempster-Shafer method (in a
mutually exclusive way) and finally, decide whether or
not to use Fuzzy Logic.
   By applying experimental techniques and statistics,
an analysis was performed on the product groups
considered significant for testing on the demonstrator
for the implementation of experimental analysis
techniques (DOE Design of Experiments). The purpose
of such an analysis was to verify the influence of
various factors on some objective functions
representing the efficiency of the Data Fusion
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Figure 2: Functional Schematic of the Demonstrator



architecture developed to associate data and identify
trends and patterns.
   These methods involve an analysis of the influence of
various independent variables, and their higher-order
combinations, through the development of an
experiment based on a factorial design. All the tests
corresponding to the combinations of independent
variables in the various levels will be performed in this
design.
   The experiment was based on a set of functions
offered by the demonstrator that may or may not enable
certain algorithms or process specific information 
   The objective of the analysis was to determine the
influence of the factors and their interactions on three
objective functions, and specifically:
• Unreliability Index: ratio between the number
of trends not recognized and the number of trends for a
given scenario.
• Robustness Index: the lowest probability
assigned to a trend correctly recognized for a given
scenario.
Preliminary sensitivity analysis shows that the use of
Fuzzy Logic has the greatest impact on reliability. This
demonstrates the accuracy of the basic Data Fusion
concept: the proper fusion of data coming from various
sources generates significantly greater benefits than the
generalization of information from single sources.
Similar considerations apply to the test results relative
to the influence on the minimum probability of correct
identification.
   In addition to this sensitivity analysis, further testing
may involve response surfaces generated using the
RSM (Response Surface Methodology) in which
regressive meta-models were built based on the
experimental data of factorial designs. These surfaces
are obtained by evaluating the influence of the
activation or non-activation of the various independent
variables already considered in the sensitivity analysis
in terms of use level, i.e. by varying the number of
detections processed with that methodology.

CONCLUSION

This work explores new areas of research in the field of
data fusion. In particular, this research examines the
potential of advanced artificial intelligence techniques
in the data fusion application context, focusing on
fuzzy logic techniques, which are widely employed in
information processing and in the formalization of
logical rules.
   The large number of applications developed at the
international level show that the effectiveness of the
integration of fuzzy techniques in the field of data
fusion has been scientifically recognized. Experimental
analysis confirms these observations, however, there
are key aspects of this project which make the
development of a simulator/demonstrator and the
related research quite innovative.
   The development and use of the demonstrator and
simulator has shown the benefits of applying fuzzy
logic techniques to the fusion of data coming from
multiple heterogeneous sources. These benefits include
greater robustness and higher reliability. Further

improvements in performance outcomes may be sought
including genetic algorithms or other artificial
intelligence techniques to produce efficient decision
support tools, while the use of neural networks may be
tested for system self-learning.
   The existing architecture was tested in the field using
simulation and design of experiments as tools to verify
theoretical scenarios. The corresponding results have
shown that the fusion of data from multiple
heterogeneous sources significantly influences
performance in terms of efficiency and robustness of
trend identification and pattern definition.
   Further work will involve more in-depth experiments
on the tool, with particular attention to the simulation
model in order to enhance its efficiency and
functionality; the purpose of this additional testing will
be to facilitate the process of creating complex
scenarios including the functions to be used in an
analysis of such scenarios.
   Ideally, the platform developed will provide the
context to experimentally test various architectures and
methodologies related to the possible scenarios and
external/boundary conditions.
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