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ABSTRACT 

Crowd control has become increasingly important in 
urbanized military operations such as peace keeping, 
riot control, disaster management, emergency 
evacuation, and rescue operations. In this paper, we 
describe an architecture for simulating virtual crowd to 
aid in the training, planning and decision making 
process in the area of military operations. Our system 
makes use of the light-weight agent-based simulation 
system, RePast, the JESS inference engine coupled with 
the Protégé ontology knowledge-base, the commercial-
off-the-shelf game engine Unreal Tournament and the 
High Level Architecture to realize a distributed and 
extensible architecture for modeling virtual crowd. 
 
INTRODUCTION 

Crowd control has become increasingly important in 
urbanized military operations such as peace keeping, 
riot control, disaster management, emergency 
evacuation, and rescue operations. However, the lack of 
an enemy in these operations should not be confused 
with a lack of adversaries (Heal 2000). Economical, 
political and cultural factors can sometime cause crowd 
to turn violent if appropriate rules of engagement are 
not used. Given the military challenges and risks 
imposed by the crowds, there is an urgent need to 
develop a system for military personnel to get prepared 
for handling various situations, to formulate strategies 
and answer “what-if” scenarios, and to evaluate 
hundreds of contingency plans so as to prioritize 
resources and time during an operation.   
 
One way to do so is to create a synthetic virtual 
environment and use Modeling & Simulation (M&S) 
techniques to emulate urbanized military operations. 
Crowd modeling and simulation is an essential 
component of such an environment. For such crowd 
simulation to be useful, the system must support the 

modeling of realistic individual and crowd behaviours 
of large number of people. While there are existing 
work on crowd simulation study using commercial-off-
the-shelf simulation packages with built-in agent-based 
modeling and BDI (Belief-Desire-Intention) behaviour 
architecture (Shendarkar et al. 2006), modeling detailed 
complex human behaviours that result from interactions 
between tens of thousands of individuals will incur high 
computational cost. This approach is thus infeasible for 
the generation and evaluation of prompt “what-if” 
scenarios to handle rapidly evolving crowd situations.  
 
In this paper, we describe our work in designing and 
implementing a federated agent-based distributed crowd 
simulation architecture. Our system makes use of the 
light-weight agent-based simulation system, RePast, the 
JESS inference engine coupled with the Protégé 
ontology knowledge-base, the commercial-off-the-shelf 
game engine Unreal Tournament and the High Level 
Architecture to realize a distributed, scalable and 
extensible architecture for modeling virtual crowd. For 
the rest of the paper, we will describe how these 
components relate to each other and discuss some of the 
issues in integrating these components. 
 
RELATED WORK 

Crowd simulation is an essential tool used in social 
studies to analyze group behaviour and norms.  
Increasingly, it is also being used by defense agencies 
all around the world to study civil-military scenarios 
such as riot control and peace keeping mission, as well 
as emergency situations such as terrorists attack and 
bomb blast.  
 
Being a highly multi-discipline research areas, existing 
work in the field of crowd simulation focus on many 
different areas that include behaviour modeling, 
visualization, interoperability and scalability. In this 
section, we briefly review the work carried out by some 
of the research groups in these areas. 
 
In the area of visualization, the Virtual Reality Lab 
(VRlab) at the Swiss Federal Institute of Technology 
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(EPFL) is a world leading laboratory in real-time 
Virtual Humans, multimodal interaction, immersive 
Virtual Environments, and Augmented Reality. The 
focus of this research group is on visualization, 
rendering and animation of virtual crowd (Ciechomski 
et al. 2005), as well as in the area of behaviour 
modeling (Thalmann and Monzani 2002). 
 
The Virginia Modeling, Analysis and Simulation Centre 
(VMASC) focuses on investigating psychologically-
based crowd model for military simulation in urban 
settings. This research group focuses more on the 
backend engine of crowd simulation, e.g. cognitive 
model and scenario generation (Nguyen et al. 2005), as 
well as interoperation between different components of 
a crowd simulation (e.g. between the behaviour module 
and the physical simulation module) using the High 
Level Architecture (HLA) standards (McKenzie et al. 
2004). Another focus of the group is on surveying and 
documenting crowd scenario based on real historical 
events (e.g. from video clip archive and documentary) 
so that it can be reproduced and used as a reference 
scenario in crowd simulation. 
 
With the growing interest in using intelligent agents in 
computer games and virtual environments, research and 
development in computer game has increasingly drawn 
on technologies and techniques originally developed in 
the large scale distributed simulation community, such 
as the IEEE High Level Architecture standard (Kuhl et 
al. 2002) for simulator interoperability to provide 
solution for interoperation as well as scalability. 
Distributed simulation allows an existing complex 
simulation model (e.g. with detailed cognitive 
behaviour model required for crowd simulation) to be 
distributed into separate smaller model to improve the 
execution speed.  (Lees et al. 2002) described an HLA-
compliant agent toolkit for building cognitively rich 
agents, and showed that HLA can be used to distribute 

an existing application with different agents being 
executed by different federates.  
 
OVERALL ARCHITECTURE 

In this section, we give an overall view of the crowd 
simulation architecture proposed in our project. The 
subsequent sections will further elaborate on each of the 
key components of the system. As shown in Figure 1, 
the system comprises the following five key 
components: 

• Behaviour Representation and Cognitive Models    

• Ontology and Knowledge Repositories   

• Agent-based Simulation Architecture   

• High Level Architecture   

• Animation & Visualization Component   
 

BEHAVIOUR REPRESENTATION AND 
COGNITIVE MODELS 

Existing work on crowd behaviour modeling can be 
generally classified into the microscopic approach and 
macroscopic approach. Most computational models for 
crowd modeling and simulation adopt the microscopic 
approach where each individual agent is equipped with 
a set of decision rules to determine what to do in the 
next time step (Helbing et al. 2000). The crowd 
behaviours are then naturally generated as some 
emergent phenomena due to the interactions of the 
individual agents. There are two major limitations to 
this approach. First, it is not computationally efficient, 
thus it is hard for real-time simulation of a large crowd. 
Second, there is a gap between the (ad hoc) rules and 
the results from the social and psychological studies on 
crowd behaviours.   
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The macroscopic approach is mainly adopted by the 
sociology and psychology communities where the 
crowd is treated as a whole. Although there are rich 
observations on crowd behaviours, it is still not clear 
how these observations can be used to construct the 
computational models for crowd simulations.  
 
In our system, a two-level cognitive model architecture 
is adopted. The lower level is used to model individual 
behaviours, and the top level model is used to represent 
group dynamics and crowd psychology. This two-level 
architecture is a natural reflection of the interaction 
amongst individuals, and between an individual and a 
crowd in real-life situations. A crowd can emerge by the 
interaction amongst individuals and environmental 
factors (e.g. a crowd of demonstrators can be formed 
impromptu or by an organized mobilization effort). 
Individuals involved in this emerging process may 
change their behaviours after a crowd is formed. When 
an individual joins a crowd, the behaviour of the 
individual in the crowd will be determined by both the 
group/crowd psychology model and individual 
behaviour model. 
 
Our two-level cognitive model architecture is a step 
towards bridging the gap between the macroscopic and 
the microscopic approaches. It is a natural reflection of 
the interaction amongst individuals, and between an 
individual and a crowd in real-life situations.  
 
In addition, the computational model of crowd 
behaviour will be based on careful study of the 
observations from existing cases and 
psychological/social theories on crowd behaviour. Thus, 
the resulting crowd behaviour will be more realistic. 
 
In many crowd simulation systems, the crowd 
behaviours are scripted to allow for minimum or no 
human control (Musse and Thalmann 2001). These 
crowd behaviour models lack non-determinism and 
variety which are essential to human-in-the-loop 
simulations. These models are suitable for animations 
such as those used in the movie industry. However, they 
are not generally suitable for dynamic systems like 
emergency/crisis management simulations at which we 
are targeting. Our generic cognitive architecture will 
allow a user to directly control the crowd behaviour as a 
whole by generating some events in the environment or 
indirectly changing the behaviour of the crowd by 
controlling the behaviour of an individual in the crowd.    
 
ONTOLOGY AND KNOWLEDGE-BASE 

“An ontology defines a common vocabulary for 
researchers who need to share information in a domain.  
It includes machine-interpretable definitions of basic 
concepts in the domain and relations among them” (Noy 
and McGuinness 2001). A knowledge repository 
captures instances of the concepts and relationships of 

the ontology and allows for knowledge updating and 
sharing.   
 
One of the widely used tools for editing and managing 
ontology is Protégé (http://protege.stanford.edu).  
Ontologies developed in Protégé can be converted into 
Java classes and used by agent systems such as JADE 
(Bellifemine et al. 1999) for knowledge sharing. 
Instances of the concepts and relationships between 
concepts can also be stored in a knowledge repository 
through the Protégé JDBC database back-end. This 
allows fast and efficient updating and querying of the 
ontology outside the Protégé environment by different 
components of the crowd simulation. Ontologies 
developed in Protégé can also be used together with 
inference engine such as the Java Expert System Shell 
(JESS) (Friedman-Hill 2003) for rule-based reasoning 
(Eriksson 2003) and knowledge acquisition (Lebbink et 
al. 2002).   
 
Existing work in the use of ontology in crowd 
simulation are mainly restricted to describing concepts 
in the environment (Paiva et al. 2005) as well as for 
path planning purpose (Yersin et al. 2005). There are 
also existing work in using ontology for 3D modeling 
and visualization of simulation (Park and Fiskwick 
2004). However, each of these works only uses 
ontology to address a specific part of the modeling, 
simulation and visualization process. There is a lack of 
research work in integrating and using the same set of 
ontology for the entire process of environment 
representation, cognitive reasoning, simulation, and 
visualization.   
 
In our system, the Protégé ontology knowledge 
repository is used with the JESS inference engine to 
keep track of the environment and the behaviours of 
individuals in the system. The agent-base simulation 
will provide updates on changes in both the 
environment as well as the status of agents and human 
players. These changes will be updated into the 
knowledge-base and the JESS engine will modify the 
behaviours of individuals accordingly based on the 
cognitive model.    
 
AGENT-BASED SIMULATION ARCHITECTURE 

Agent-based simulation system is an ideal choice for 
crowd modeling and simulation (Nguyen et al. 2005,  
Musse and Thalmann 2001, Pan et al. 2005). However, 
one important issue that is often neglected by most of 
the existing crowd modeling and simulation systems is 
scalability.  For an agent-based simulation, the 
following operations may need to be carried out in 
every simulation step: perform reasoning for each agent, 
execute actions generated, and change agents’ states and 
environment accordingly. A large-scale, interactive 
crowd simulation may consist of hundreds of virtual 
participants, represented by agents, and human players. 
Thus, it may not be possible for a sequential, agent-



 

 

based crowd simulation system to meet the real-time 
requirements of such simulation. The scalable, federated 
simulation architecture proposed in this project 
addresses this issue.  Although a federated architecture 
is also proposed in other research work (Nguyen et al. 
2005), it only addresses the interoperability and 
extensibility of the crowd federate.  Scalability related 
problems in federated crowd modeling and simulation 
such as partitioning of virtual environment, agent state 
sharing, and agent migration are not investigated.   
 
JADE (Bellifemine et al. 1999) is a Java-based, general-
purpose middleware for the development of distributed 
multi-agent applications based on peer-to-peer 
architecture.  It complies with the FIPA (The Federation 
for Intelligent Physical Agents) specifications so that 
JADE agents can interoperate with other FIPA 
compliant agents. JADE also provides a semantics 
framework to allow agents to interpret meanings of the 
exchanged messages according to the formal semantics 
specified. In addition, it also supports agent life cycle 
management, agent code and execution state migration, 
and complex interaction protocols. Although JADE has 
certain features required by our crowd modeling and 
simulation (e.g. support for agent communication, 
migration and semantics), it is not developed 
specifically for simulation (Tobias and Hofmann 2004). 
JADE agents are also heavy weight and not suitable for 
our case where hundreds of agents might be created in 
each simulation federate. 
 
Swarm (Minar et al. 1996) and RePast (Collier 2003) 
are multi-agent software platforms for the simulation of 
complex adaptive systems. Both systems are developed 
specifically for agent-based simulation and are able to 
support large number of agents. However, they are not 
designed to support distributed multi-agent systems, and 
thus have minimal support for inter-agent 
communication and no support for agent migration.  In 
addition, both systems also provide very minimal 
support for simulation model development (Tobias and 
Hofmann 2004).   
 
In our system, the RePast agent simulation system is 
chosen to model the environment and the actions of the 
humans in a user-defined scenario. We adapted the 
RePast agent simulation system to bridge the gap 
between general-purpose multi-agent system and agent-
based simulation system. RePast already provides a 
light-weight agent structure so that a large number of 
agents can be executed within a simulation federate. By 
implementing an HLA adaptor for RePast, we further 
added the necessary mechanisms for RePast to support 
event scheduling and distributed execution. Also, in 
order to provide support for complex behaviour 
modeling, the RePast agent simulation system is also 
linked to the JESS inference engine with behaviour 
models and behaviour repositories, and a semantics 

framework based on ontology and knowledge 
repositories.   
 
HIGH LEVEL ARCHITECTURE 

The High Level Architecture (HLA), developed by the 
US Department of Defense provides the infrastructure 
needed for large-scale distributed simulation. The HLA 
defines the rules and specifications to support 
reusability and interoperability of different simulators 
(Kuhl et al. 2002). In HLA terminology, a simulation 
component is referred to as a federate. A federation is 
then a set of federates working together to achieve a 
given goal. Each federate interacts with one another 
over the Runtime Infrastructure (RTI) (DMSO 2002). A 
set of simulation models developed independently can 
be put together to form a larger simulation (or 
federation). Using the HLA, each participating federate 
in the federation can define the objects and interactions 
that are shared with others in its simulation object 
model (SOM), but its internal behavior (and data) is 
completely invisible to the outside world. 
 
In our current crowd simulation system, the HLA is 
used to interoperate the RePast federate with the 
UT2004 visualization federate. For the next phase of 
our work, we will also be studying the partitioning of 
the RePast simulation model into multiple federates and 
synchronizing them using HLA. 
 
We developed an HLA adaptor for the RePast agent 
simulation, as well as an HLA adaptor for the UT2004 
game engine.  The RePast HLA adaptor converts events 
in the RePast simulation (e.g. creation of an individual, 
changes in the environment, change of movement 
direction of individual) into HLA object updates. The 
UT2004 adaptor receives HLA interactions, object 
creations and updates, and sends commands to the 
UT2004 game engine to realize the desired 
visualization. 

  
ANIMATION AND VISUALIZATION 

Many research work have been carried out on the 
generation of human avatars and human-like motions.  
Creating crowds for complex environment is extremely 
time-consuming and error-prone. While the ultimate 
aim of this project is to create fast and efficient 
visualization techniques that can render a scene based 
on the RePast simulation in real-time using commercial 
packages such as Maya, for the initial implementation 
phase, we choose to leverage on the visualization 
capabilities of the commercial game engine Unreal 
Tournament 2004 as the animation and visualization 
component of our crowd simulation architecture.  
 
The UT2004 HLA adaptor developed in this project is 
based on the GameBots system, a multi-agent testbed 
that provides socket-based API to allow software agents 



 

 

to participate as (software controlled) players in Unreal 
Tournament games. One of the restrictions of original 
GameBots system is that each socket connection allows 
the control of only one player in UT. For visualizing a 
crowd scenario using UT, it is necessary for hundreds 
of players to co-exist in the same game. Having a socket 
connection for each of the player will introduce 
unnecessary overhead and slow down the game engine. 
 
We adapted the GameBots system so that each socket 
connection can be used to control multiple players in 
UT. Figure 2 shows the connection between the 
UT2004 HLA adaptor with the UT2004 server and the 
HLA. The RePast simulation will send updates for both 
the environment and the individual agents as HLA 
interactions and object updates. The HLA object 
interactions and updates received will be converted by 
the UT2004 HLA adaptor into pre-defined GameBots 
commands and sent to the modified GameBots module. 
These GameBots commands can be used to initialize or 
control different players in UT2004. For example, 
whenever a new player is created/discovered from 
HLA, a “Create Player A” command will be sent to the 
modified GameBots module to spawn a new player in 
the game. When player A’s position coordinate is 
updated to “X” in the simulation, a  “Player A runto X” 
command will be sent. The GameBots command can 
also be used to effect changes to the environment. For 
example, when an explosion occurs at location X in the 
RePast simulation, an HLA interaction will be sent to 
the UT2004 HLA adaptor. This will cause a command 
“Create Explosion at X” to be sent to the UT2004 
server, which will invoke a pre-defined UT script to 
render an explosion effect at location X. 
      

 
 

PERFORMANCE ANALYSIS - TILEWORLD 

The Tileworld is a well established testbed for multi-
agent research (Pollack and Ringuette 1990). It 
comprises an environment consisting of tiles, holes and 
obstacles, and agents whose goal is to score as many 
points as possible by pushing tiles to fill the holes. The 
environment is dynamic: tile holes and obstacles appear 
and disappear at rates controlled by the user. Tileworld 
has been used to study commitment strategies (i.e. when 
an agent should abandon its current goal and replan) 

and in comparisons of reactive and deliberative agent 
architectures. 
 
In a crowd scenario, the action of one individual often 
affects the action or behaviour of many other 
individuals in the vicinity. For the crowd simulation to 
run efficiently, the inference engine used must be able 
to cope with inference rules that may be triggered for 
many agents. To test the scalability of integrating the 
RePast simulation with the Protégé/JESS repository, we 
implemented the Tileworld simulation using RePast and 
JESS.  
 
The Tileworld environment is laid out in a grid structure 
with some of the grid cells containing either a tile or a 
hole. The RePast simulation is responsible for 
simulating the movement of agents, and a Protégé/JESS 
repository is used to keep track of changes to the 
environment as well as the individual behaviour of the 
agents. The RePast simulation will update the 
Protégé/JESS repository with the new location or action 
of an agent, as well as retrieve the new behaviour of the 
agent. Note that when an agent A updates its location or 
action, the behaviour of agent A or other agents in the 
surrounding might be changed. The JESS inference 
engine will automatically update the behaviours of the 
agents affected based on pre-defined inference rules. 
 
Figure 3 shows a simplified finite state machine (FSM) 
for the behaviour of a Tileworld agent. The FSM is 
implemented in JESS.  Each agent starts with a “Look 
for Tile” behaviour and carries out random walk 
looking for a tile in the environment. Suppose each 
agent has a sensor and is able to detect a tile R cells 
away from it, its behaviour will change to “Move to 
tile” once it comes within R cells of any tile. It will then 
proceed straight for the tile it detected.  
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However, before the agent can reach the tile, the tile 
might have already been picked up by another agent. 
The JESS inference engine has to update the behaviour 
of those agents in the surrounding that are heading 
towards this tile back to “Look for tile”. The similar 
case is true after an agent successfully covered a hole. 
The inference engine must update the behaviour of 
those agents moving towards the hole to “Look for 
hole”. 
 
We note that as the sensor range R increases, the action 
of an agent (in picking up a tile or covering a hole) 
potentially affects many other agents. We carried out an 
experiment to measure the effect of increasing R to the 
execution time of JESS rules. Figure 4 shows the 
execution times of calling JESS rules for the agent 
action TakeTile() and CoverHole() for different sensor 
ranges R. Our experimental results show that as R 
increases, the time to execute the JESS inference rules 
increases as well. This is due to the fact that the JESS 
inference rules have to be fired for more agent instances 
with larger R. For a simulation model with large crowd 
and complex cognitive model, having one simulation 
federate may result in long turn around time for each 
JESS rule evaluation. The simulation model has to be 
partitioned into multiple federates to ensure responsive 
operation.  
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CONCLUSION 

In this paper, we have described a federated architecture 
for crowd simulation. Our approach incorporates 
cognitive reasoning based on the JESS engine and uses 
the HLA distributed simulation architecture to achieve 
interoperability between the simulation and 
visualization components of the simulation.  
 

In the next phase of our project, we will focus on the 
issues of partitioning the simulation into multiple 
federates and study how to synchronize and maintain 
consistency across these federates. We will also  define 
a realistic civil-military operation scenario that will 
allow us to study crowd behaviours under different 
circumstances.  
 
Existing work on crowd simulation typically uses a 
static environmental model and focuses on the 
interaction between individual entities and groups in the 
model. While these systems can be applied to short to 
medium term planning as well as training of personnel, 
they cannot be used in day-to-day operating conditions 
whereby the environment and state of the individual 
entities and groups are constantly evolving.   
 
We will refine our proposed crowd simulation system to 
bridge this gap by augmenting the simulation system 
with interfaces for symbiotic simulation support. This 
will allow the simulation model to be updated based on 
real-time data from the knowledge repositories. It will 
also allow prompt what-if analyses to be carried out and 
any corrective actions to be quickly propagated to the 
physical system. 
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