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Abstract – Several novel methods based on intelligent recognition techniques are presented. This is an extension of 
our earlier work that utilises a number of these techniques, which included production rules, genetic algorithms and 
associative memories. The first additions involve the use of an implied grammar that is derived from a dermatology 
heuristic that describes lesion morphology characteristics; this is also known by its mnemonic ‘ABCDE’. The 
technique is combined with both our novel neural adaptive architecture and an image transform, the HALOGRAPH.  
This combination extracts the requisite components from the lesion image defined by the grammar, from which 
subsequently a diagnosis is generated. Another aspect of the lesion morphology is also considered: texture. The 
technique applied here makes use of Laws basis function to describe its structure. The texture landscape is defined as 
an energy profile. One of the limitations of our previous system involved the creation of volumes of information 
during the analysis phase, and to limit this effect we now apply PCA.  The inclusion of this technique provides a 
reduction in the information content while retaining the essential detail, and it also acts as a method of feature 
recognition. A further side effect of this approach is that it can be used as an encoder to assist the simplification 
process of the internal definition of the evolving neural architecture. 
 
Keywords: Production rules, Evolving Neural architectures, Image Recognition, and Genetic Algorithms, 
Grammars. 
 
 
1. INTRODUCTION 

The aim of the research of which this paper is a 
subset was to overcome some of the limitations that 
standard unsupervised neural architecture behaviour 
exhibits, and to develop an intelligent assistant that 
could be used both by general practitioners, and 
specialist dermatologists without having to resort to 
lengthy training. 
 
Neural networks are used with increasing frequency 
in the context of medicine. Inspiration for artificial 
neural networks derives from their biological analogy 
the neurone. The earliest example of the artificial 
neural networks was the 'Perceptron', [Rosenblatt, 
1958]. More complex neural architectures such as the 
Back-propagation network (BNN) [Rumelhart et al, 
1986; Werbos, 1974], have been used in the detection 
of cancer cells [Moallemi, 1991], and with skin 
cancer recognition [Stoecker et al, 1997; Tomatis et 
al; 1997; Burroni et al, 1997]; A different 
architecture, namely the radial basis function network 
(RBF) [Burroni et al, 1997] was used in conjunction 

with spectroscopics for detection of cervical 
precancer [Tummer et al, 1998]. Other topics such as 
breast cancer screening have used neural networks 
[Bridgett et al, 1995]. A method of learning medical 
image shapes, and also in the context of image 
compression was applied by [Panagiotidis et al, 1996] 
using a probabilistic neural network (PNN).  The 
topic of cranial pressure and monitoring of neuro-
surgical patients was investigated [Swiercz et al, 
1995, 1998] using a recurrent neural architecture 
(RNN) [Tomatis et al, 1977]. More recently neural 
networks have been used in capturing and defining 
MRI images [Reyes-Aldasori et al, 2000]. 
 
2. METHOD  
 
In this paper we present a number of extensions and 
improvements to our novel neural network [Andrews 
et al, 1998, 1999, 2000]. The network is used to 
recognise skin cancer images. The architecture uses 
intelligent techniques, namely production rules 
[Nilsson, 1980], and the genetic algorithm (GA) 



[Holland, 1975; Harp, et al, 1991; Goldberg, 1989]. 
The first of these is a method for describing the 
internal structure of the neural architecture. One of 
the main behavioural features is its ability to 
remember feature patterns encountered. The concept 
that we make use of is that of association. We make 
reference to the concept of associativity. This concept 
has been extensively researched by [Anderson, 1970; 
Kohonen, 1974, 1988]. Training is handled by use of 
the memory concept, which allows any pattern 
previously encountered to be recalled. Any pattern 
anomalies are rapidly assimilated into the memory, 
leading to the modification of the neural definition. 
The behaviour of the novel neural network 
architecture makes use of an associative memory 
(AM) to control the assembly of the lesion image 
analysis. Each time a feature (pixel) is encountered a 
reference is made to the AM as to whether there had 
been a prior encounter with this feature, if not a 
neuron is assigned. Any further encounter with the 
same feature causes the neural strength to be 
incremented. A further fact that is elicited is the 
geographic distribution. This is assigned both neurons 
and associated strength. This process continues until 
all features are processed. Genetic algorithms (GA) 
[Holland, 1975; Harp, et al, 1991; Goldberg, 1989] 
are used in place of Hebbian learning [Hebb, 1949], 
and the feature histogram is used to influence the 
behaviour of the GA in its production of the weight 
definition.   
 
Two further methods are used, which define 
characteristics contained within the lesion image. The 
first of these uses an implied grammar [Friedmann et 
al, 1985]. The second involves the lesion surface 
texture in terms of an energy map [Laws, 1979]. The 
first of these methods operates in conjunction with the 
implied grammar and an image transform, the 
HALOGRAPH [Andrews et al, 1998]. Other artificial 
intelligence techniques involved include information 
reduction and encoding (PCA) [Jolliffe, 1986; Sanger, 
1989] and these operate with the novel neural 
network [Andrews et al, 1989, 2000].  
 
The PCA is a powerful data analysis tool that is used 
in the context of multivariate analysis [Amari, 1977]. 
The technique used in Sanger’s GHA  is a 
generalisation in terms of the standard approach to 
PCA. One of the limitations of PCA which is that it 
makes various assumptions (e.g Gaussian 
Distribution) which as a result causes it not to 
characterise  all the trends within the data.  The 
transform simplifies the extraction and definition of 
the image details while simultaneously adding rigour 
to the diagnosis process thereby avoiding ambiguity.  
 

The topic of surface texture is an important diagnostic 
tool [Stoecker et al, 1992, 1997]. Laws basis 
functions are used [Laws, 1979] to describe the 
details. These are used to differentiate the various 
micro-features of the surface texture that are present 
within the image. Having elicited the energy profile 
using this technique we then simplify the resulting 
product using a combination of PCA [Jolliffe, 1986] 
and neural network [Sanger, 1989]. The resultant 
definition is in effect a précis of the energy mapping. 
Using this approach allows for both recall and 
reconstruction of the précis. A further side effect of 
using PCA is the ability to be able to generalise. For 
instance, another image can be reconstructed using an 
already available PC definition [Cichocki et al, 1994, 
1996]. A more comprehensive definition of the 
energy profile is constructed using the novel neural 
architecture [Andrews et al, 1998, 2000]. 
 
 The reason for using Laws is that it enables the 
characterisation of micro-features that are contained 
within the lesion image. It also provides a method of 
extracting a scaled variance profile with regard to 
each type of micro-feature. 
 

                 3. APPLICATION 
 
The following application illustrates how the novel 
neural architecture [Andrews et al, 1998, 2000] acts 
in combination with associated neural architectures 
[Oja, 1982; Sanger, 1989] to describe facets of lesion 
morphology. The first of these processes was 
explained earlier. This defines the lesion surface 
texture in terms of an energy profile. Using the 
energy profile [Laws, 1979] allows several levels of 
definition to be described. The resulting details are 
extracted and encoded using PCAGHA [Sanger, 
1989].  
 

 
 
Figure 1 Lesion images & HALOGRAPH 
transformation of image.  

 
This method allows for rapid recall of the original 
information. Modifications of the behaviour of the 
architecture [Andrews et al, 1998, 2000] are effected 
using the same process [Sanger, 1989] in which the 



detail [Nilsson, 1980] is simplified (see fig 1). This is 
applied at each level of the definition decomposition.  
 
The above definition illustrates how the implied 
grammar (mnemonic, ‘ABCDE’) and describes the 
lesion morphology in terms of its geometric profile, 
boundary condition, and pigmentation distribution. 
Using standard imaging techniques this 
decomposition becomes extremely complex. 
 
Figure 2 shows how the grammar unfolds the aspects 
of the lesion morphology and then uses the results to 
assemble a diagnosis. The grammar forms a 
partnership with the novel image transform [Andrews 
et al, 1998] and three other neural architectures 
[Andrews et al, 1998; Nilsson, 1980; Sanger, 1989]. 
 

R1: if σ1 & σ2 then 'Α' 
R2: if βχ1 & βχ2 then 'Β' 
R3: if χδ1 & χδ2, …., χδn then 'C' 
 
Figure 2 Example rules describing initial level 
of the implied grammar. 

 
The grammar acts in a supervisory role to extract and 
define salient aspects of each lesion image in relation 
to each aspect of the heuristic. The neural networks 
[Oja, 1982; Sanger, 1989] are used to encode firstly 
the lesions boundary contour, and secondly the 
pigmentation distribution.  
 
 
4.  RESULTS  
 

 
 

Figure 3 PCA definition of a lesion image 
 
The above diagram, figure 3 shows how by applying 
PCA techniques based on Sangers GHA neural 
architecture [Sanger, 1989] the complexity of the 
information content can be significantly reduced. 
Without using the above approach the level of 
description is large. We mentioned earlier that the 
neural assembler decomposes the lesion image into a 
hierarchy that forms a binary-tree. Each level of the 
hierarchy has its own definitions. The initial level 
contains significant detail. Each subsequent level 
contains less and less detail (see figure 5 & figure 6). 

The maximum level of decomposition is five after 
which there is little or no relevant information 
present.  To illustrate the process involved we shall 
transform figure 1 into symbolic form.  
 
In figure 4 we have four masks having 16 
coefficients, which subsequently reduces to four PC's. 
By comparison with the table shown in figure 7, a 
similar table for images in figure 5 if expanded to 
their full form would occupy several pages.  Should 
the full version be required it is still available.  

 
The other table describes some of the rules that 
describe the expanded form without the inclusion of 
PCA. 

 
R1: If a0 Then b 
R2: If b0 & b1 & b2 & b3 
&  b4 

Then c 

R4: If  c1 & c2 & c3 & c4 then d1  
R5: If  a1> k1 & a1 <k2 Then g1 
R6: If a2 >k3 & a1 <k4 then g2 
R7: if  a1>k5 & a1 <k6 then g3 
R8: if  a3>k76 & a1<k8 then g4 

          
Figure 6 Extended rule definition 

 
The graphs in figure 7, illustrate another aspect of 
each level of the hierarchy, the feature profile, and the 

 
R1 :If ω1 & ω2 & ω3  &, …, & ω16  
 

 

Then mask 1 

 
R2: if ω1 & ω2 & ω3 &, …., & ω16 
 

 

Then mask 2 

 
R3: if ω1 & ω2 & ω3 &, ….,& ω16 
 

Then mask 3 

 
R4: if ω1 & ω2 & ω3 &, …., & w16 
 

Then mask 3 

 
R5: if πχ1 & πχ2 & πχ3 & πχ4 
 

Then PC coeff 1 

       Figure 4 Rules that defines the PC’s 

 
Figure 5 internal definition of a lesion image 
created by neural network 



details that influence the genetic algorithm (GA) in 
the computation of the connective mesh. 
 
The above detail shown in figure 6 pertains to the 
symbolic definition of the features contained within 
the lesion.  The first of which is a single definition, 
the others increase in complexity. The last four rules 
pertain to the hierarchical decomposition which 
defines the level at which the feature resides in terms 
of the decomposition. 
 
5 CONCLUSIONS 
 
In our previous paper [Andrews et al, 2000] we 
showed how a novel neural architecture could be used 
to emulate the process of edge detection.  
 

 
 
Figure 7 Graph profile of feature signature 
 

 
In this paper we have extended the repertoire and 
tackled a few of the system’s previous limitations. 
We have enhanced its capability by the inclusion of 
PCA that is used to simplify but also to encode the 
lesion image, and by the inclusion of a dermatology 
heuristic that describes the attributes of the lesion 
morphology [Friedman et al, 1985]. The heuristic, in 
the form of an implied grammar, is linked with the 
image transform, the HALOGRAPH [Andrews et al, 
1998]. This combination adds rigour to the diagnostic 
process, and as a result there is less likelihood of 
ambiguity.  
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