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ABSTRACT 
This paper investigates the effects of learning strategy 

and probability of local search on the performance of 
hybrid genetic algorithms. It compares the performance of 
two genetic–local hybrids using different learning 
strategies and different probabilities of local search. Two 
test functions are used for the comparisons. The results 
show that the solution quality of hybrids is not only 
affected by the Lamarckian or Baldwinian learning 
strategy, but also by the probability of local search. This 
probability, together with the learning strategy, has a great 
impact on population size requirements. These 
requirements are also affected by the local search method, 
and the fitness landscape. Reducing the population size 
can lead to an increase in the algorithm convergence 
speed. 

INTRODUCTION 
The ability of genetic algorithms to capture a global 

view of the search space, when combined carefully with 
the fast convergence of local search methods (Turney 
1996), can often produce an algorithm that outperforms 
either one alone (Bobo and Goldberg 1997). Hybridizing a 
local search method provides the global genetic search 
algorithm with some local knowledge that can guide and 
may accelerate the search to the global optimum (Hart 
1994).

The usual motivation for hybridization in optimization 
practice is the achievement of increased efficiency 
(Goldberg and Vosser 1999). The efficiency of any hybrid 
depends on many factors, e.g. how the hybrid decides 
between global and local knowledge (Bobo and Goldberg 
1997), how it strikes a balance between the cost and value 
of local knowledge (Hart 1994), and how successfully 
local knowledge are utilized by the global genetic 
algorithm (Whitley et al. 1994). The efficiency of any 
hybrid can be measured by comparing its performance 
with that of the global genetic algorithm alone. Espinoza 
et al. (2001) have proposed an adaptive hybrid algorithm 
that can increase convergence speed to the global 
optimum. The same authors also show the effect of a local 
search method on reducing the population size of the 
algorithm compared with the population size of the 
standard genetic algorithm (Espinoza et al. 2003).  

In this paper, a further step is taken in this direction by 
investigating the effect of the learning strategy and 
probability of local search on the performance on both the 
adaptive hybrid algorithm and the standard staged hybrid. 
The effect of both these factors on the population size 
requirements, convergence speed and solution quality has 
been studied. 

LAMARCKIAN EVOLUTION AND BALDWIN 
EFFECT

One of the important issues of hybrid genetic 
algorithms is how the information gained during local 
search is used by the global algorithm. Either the 
Lamarckian or the Baldwinian approach can be used. In 
the Lamarckian approach the traits acquired during the 
learning process are passed from parents to their 
offspring. This means that both the genetic structure of an 
individual and its associated fitness value are modified to 
reflect the changes in phenotype structure as a result of 
performing local search (Whitley et al. 1994). The 
Baldwin Effect is somewhat Lamarckian in its results but 
using different mechanisms (Turney 1996) In the 
Baldwinian approach the learning process can help the 
individual to adapt to its environment and as a result to 
survive and gain more chance to pass on its traits to the 
next generation. In this case, only the improved fitness 
value is modified to reflect the effect of performing local 
search, thereby allowing individuals with the ability to 
learn to proliferate in the population.  

Although Lamarckian evolution has been universally 
rejected as a viable theory of genetic evolution in nature, 
using it as learning strategy in genetic algorithms can 
improve their convergence speed (Whitley et al. 1994). 
The Lamarckian strategy can disrupt schema processing 
of genetic algorithms in staged hybrid algorithms and in 
some cases this may lead to the premature convergence 
problem (Whitley et al. 1994). In many real-world 
applications, it is not possible to use the Lamarckian 
approach because the inverse mapping from phenotype to 
genotype is computationally intractable (Turney 1996). 
The Baldwinian approach, in spite of being characterized 
by slow convergence speed compared with that of 
Lamarckian (Whitley et al. 1994), has a smoothing effect 
on the search landscape and does not disrupt the global 
genetic search (Gruau and Whitley 1993).  

Utilizing either form of learning is more effective than 
the standard genetic algorithm approach without a local 



improvement procedure (Whitley et al. 1994). The
effectiveness of pure Lamarckian, pure Baldwinian or any
mixture of them is affected by the fitness landscape, the
representations, and local search method used (Whitley et 
al. 1994; Houck et al. 1997;Michalewicz and Nazhiyath
1995).

BALANCE BETWEEN COST AND VALUE OF 
LOCAL KNOWLEDGE

In any hybrid algorithm, a local search can be applied
either to every individual in the population or only few
individuals. Applying a local search to every individual in
the population can waste resources without providing any
more useful information than applying it to only a small
fraction of the population. The use of a large fraction of 
the population can limit exploring the search space by
allowing the genetic algorithm to evolve for a small
number of generations. A more selective use of local
search can improve the efficiency of hybrids (Hart 1994).
Deciding on the optimal fraction of the population that
should perform local search, and the basis on which these
individuals are chosen, has been investigated by Hart
(1994). The cost of local knowledge is measured by the
number of function evaluations performed by a local
search method to gain that knowledge and its value is 
measured by its effect on increasing the convergence
speed and/or solution quality of the algorithm. The
probability of local search can affect the minimum
population size of the hybrid which, in turn, can affect the
convergence speed of the algorithm. This effect should
not be ignored when deciding between different local
search probabilities.

POPULATION SIZE REQUIREMENTS
Efficient Population sizing is critical in genetic

algorithms for getting the most out of a fixed budget of
function evaluations. In (Harik et al. 1997) two factors
that influence convergence quality are considered to
estimate the population size of genetic algorithms. These
factors are the initial supply of building blocks and the
selection of the best building blocks over their
competitors. The gambler ruin model is used to derive the
following relation for population size of genetic
algorithms
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where k is the building-block order, which represents the 
minimum number of binary digits that have physical
significance to the solution of the problem.  is the
probability of failure, bb is the standard deviation of the
building blocks, d is the signal difference between the best
and second-best building blocks, and m is the maximum
number of building-blocks within a single string. The term

)1(m  represents the noise interference between
competing building-blocks. This term can be
approximated using the fitness function standard
deviation, fitness (Reed et al 2000).

The computational complexity of a genetic algorithm
is measured as the number of function evaluations that are
required to attain an optimal solution. The number of
function evaluations can be calculated by multiplying the
population size (N) by the number of generations required
for convergence (t). The number of generation required is
strongly affected by the relative rates at which genes
within the population converge. The lower and upper
bounds for the convergence rates for genetic algorithms
applications are functions of O( l) and O(l) for
tournament selections, where l is the string length
(Thierens et al. 1998). The building blocks of most
engineering problems converge at variable rates within the
population (Reed 2000). This phenomenon is known as 
domino convergence. The expected number of generations
(t) required under domino convergence for all locations to
be converged is given by the following equation.

lt odo 2min

Another phenomenon that is closely related to domino
convergence is “genetic drift” (Thierens et al. 1998). This
phenomenon occurs in a population when crossover and
mutation cause genes to fluctuate and converge to non-
optimal values in the absence of selection pressure.
Although the genes with reduced relevance to the solution
experience reduced selection pressure, they may converge
to non-optimal values under the crossover and mutation
operations. The expected number of generations for genes
to converge in the absence of selection within a randomly
generated initial population is given by the following
equation (Thierens et al. 1998):

Ntdrift 4.1

Domino convergence to optimal solution should occur
before genetic drift can occur. The following inequality
needs to be satisfied:

driftodo tt min

or, in terms of population size and string length,

lN 43.1

Since carefully designed hybrid genetic algorithms
often converge faster than standard genetic algorithms,
their convergence to the global optimum can occur even if
population size is not greater than 1.43l. The population
size for hybrid algorithm should satisfy the following
relation
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where thybrid is the number of generations required to for a
hybrid to converge.

The local search method affects the signal difference
between the best individual and the second best, and this
can either increase or decrease the population size. It can
also decrease the standard deviation of the population and
this leads to a decrease in the population size. 

ALGORITHMS AND TEST FUNCTIONS
Two hybrids with different mechanisms for deciding

between global and local search were used to gain some
insight into the effect of learning strategy and probability
of local search on the performance of hybrids. The
standard staged hybrid genetic algorithm (SSH) (Mathias
and Whitley 1994) and the adaptive staged hybrid genetic
algorithm (ASH) (Espinoza et al. 2001) have been tested
using two multimodal test functions.

Figure 1: Fitness Landscapes for the Test Functions

In the standard staged hybrid genetic algorithm (SSH), 
the local search step is defined by three basic parameters:
frequency of local search, probability of local search and 
number of local iterations. The local search frequency
measures how frequently local search is performed; the
probability of the local search represents the fraction of 
individuals in the population that undergo local search at
each local search iteration; and the number of local search
iterations represents the number of local search iterations
performed at each local search process.

The adaptive staged hybrid genetic algorithm (ASH),
uses feedback from the current state of the search process

to direct the algorithm to decide between global and local
methods (Espinoza et al. 2001). The algorithm works with
the same operators as SSH. It performs local search only 
if new regions of search space are being discovered, and 
local knowledge can help to guide the search. The
probability of the local search is controlled by a 
deterministic rule that keeps this probability less than a 
specific value. When local search no longer improves the
average fitness more than the most recent global search
iteration, the search goes back to the global search.

Two multimodal test functions, with multiple basins of
attraction, have been used in the current work. The first
function, F1, has conical basins of attraction. Its global
maximum is 4 and is located at (7.0,8.5) (Goldberg and
Vosser 1999; Espinoza et al. 2001). The second function,
F2, has elliptical basins of attraction. This function has a 
global optimum of 4 located at (7.0, 8.5) (Espinoza et al. 
2001). Figure 1 shows the fitness landscapes of F1 and F2.

The steepest descent method (Press et al.1993) was
used as a local searcher. The steepest descent algorithm 
uses the derivatives of the function to estimate the best
step size to climb to the local optimum from the current
position in the basin of attraction.

SIMULATIONS AND DISCUSSION
In order to evaluate the effect of learning strategy and

local search probability on the hybrids’ performance, a set
of experiments was performed. Both hybrids use the
simple elitist genetic algorithm with binary tournament
selection, single-point crossover, and simple mutation. For
all experiments, the probability of local search was 0.4
and the probability of mutation was 1/N where N is the 
population size (Reed et al. 2000). For SSH, the frequency
of local search was 3 and the number of local iterations
was 3. For ASH, the maximum number of local iterations
was 3, e was 0.2, and the local threshold value was 0.6.
Each variable was represented by 30-bit string with a total
of 60 bits for each chromosome. The stopping criterion for 
all experiments was that 80% of the population had
converged to the solution.

Effects on Convergence Speed
In the experiment to evaluate the effect of learning

strategy on convergence speed of hybrid algorithms, both
the adaptive and standard staged algorithms used a 
probability of local search of 0.1, and population sizes of
800 and 1200 for F1 and F2 (Espinoza 2001).The stopping
criterion was that 80% of the population converged within
0.000001 boundaries of the best ever found solution.

The results show, as expected, that increasing the
fraction of the population that evolves according to the
Lamarckian approach leads to an increase in the
convergence speed. This increase is not linear. For 



example, when applying ASH on F2, the speed of
convergence increases sharply as the learning approach
changes from pure Baldwinian (100% Baldwinian) to a
mixture of 80% Baldwinian and 20% Lamarckian. In this
interval the number of function evaluations decreases
from 85,000 to about 37,000, while it decreases to 25,000
evaluations for the pure Lamarckian approach. Figure 2
shows the effect of learning strategy on the convergence
speed of the adaptive staged hybrid. The effect of learning
strategy on the convergence speed of standard staged
hybrid and the adaptive staged hybrid are similar for both
test functions.
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Figure 2: Effect of Learning Strategy on Convergence
Speed

Effects on Solution Quality
The results of previous experiments show no clear

relation between learning strategy and solution quality.
This led us to consider how the local search probability
interacts with the learning strategy and how this
interaction affects the quality of solutions. An experiment
was carried out to consider the effect of local probability
on the solution quality for different population sizes (100,
400, 800, and 1200). The results of these experiments
show that as probability of local search increases, the
effect of learning strategy becomes apparent (figure 3).
The graphs in figure 4 show that, when the probability of
the local search is kept small, the quality of the solution is 
insignificantly affected by the learning strategy. As this
probability increases, the quality of the solutions degrades
with an increasing Lamarckian percentage in the learning
process. This means using small local search probabilities
for both algorithms, even with pure Lamarckian, can
produce high quality solutions because the disruption to 
schema processing caused by these small probabilities is
neglected and has no effect on global search process.

The results in Figure 4 show that a mixture of 20%
Lamarckian and 80% Baldwinian produces the most
stable solution quality for F2, regardless of the probability
of the local search. A mixture of 75% Baldwinian and

25% Lamarckian produces the most stable solution quality
for F1 (Figure 5) .The results from both hybrid algorithms
show that a pure Baldwinian approach does not always
produce the optimal solution quality and that the optimal
learning strategy depends on the probability of local
search.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
3.6

3.7

3.8

3.9

4 ASH with Pure Baldwinian Learning Strategy

Po of Local Search

A
vg

 F
itn

es
s

1200
800
400
100

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
3.6

3.7

3.8

3.9

4 ASH with Pure Lamarckian Learning Strategy

Po of Local Search

A
vg

 F
itn

es
s

1200
800
400
100

Figure 3: Effect of Learning Strategy and Search
Probability on Solution Quality
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Figure 4: Solution Qualities for F2

Effect on Population Size
The aim of this experiment was to show how the

probability of local search and learning strategy affect the
minimum size requirements for both hybrids. The results
were obtained by using bisection method. Starting with a
population size of 10, the population size is doubled until
the population converges to the desired solution quality.
After the solution quality is attained, the population size is 
set midway between the current size and the last
unsuccessful population size. This process is repeated
until the difference between population sizes is less than
or equal to 10. The stopping criterion was that 80% of the
population converged within 0.000001 boundaries of the



global optimum. The settings of other parameters were as
in the previous experiments.
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Figure 5: Solution Qualities for F1
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Figure 6: Effect of Learning Strategy and Search
Probability on Population Size 

The results of SSH and ASH on the second test
function are similar. Figure 6 shows that, as the
probability of local search increases, the population size 
decreases for a pure Lamarckian approach. On the other
hand, with a pure Baldwinian strategy, the population size 
increases as the probability of local search increases. For a 
pure Baldwinian strategy with local search probability of
more than 0.4, the population size exceeds that of a pure
genetic algorithm (minimum population size=640). The
results also show that the relationship between the local
search probability and the change in the population size 
depends on the learning strategy used. For example, using
a partial Lamarckian of 50% or more, an increase in the
local search probability results in a decrease in population
size. With a partial Lamarckian of less than 50%, an
increase in the local search probability leads to an increase
in the population size. For both hybrids, a decrease in
population size leads to an increase in the convergence 

speed. In general, increasing the Lamarckian percentage
decreases the population size and increases the
convergence speed. The experiments also show that the
solution quality of the pure Baldwinian approach is the
optimal and the solution quality is degraded as both the
Lamarckian percentage and the probability of local search
increase. The solution quality for impure Baldwinian
strategies, as shown in Figure 7, seems to be more
dependent on the probability of local search than on the
learning strategy.

The local search can decrease both the standard
deviation of the population and the signal difference
between the best and second-best solutions, since the
population size depends directly on the standard deviation
of the population and the signal difference. A decrease in 
the former decreases the population size and a decrease in
the latter increases the population size. 
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Figure 7: Effect of Lamarkian Proportion and Search
Probability on Solution Quality

The increase in the population size requirements for
the pure Baldwinian approach can be explained as
follows. In a pure Baldwinian, the local search needs
some help from evolution process to keep decreasing the
ratio of standard deviation to signal difference. Pure
Baldwinian can reduce this ratio at the end of the local
search. However, in the next global iteration, if the value
of local knowledge is insufficient to keep the global
genetic algorithm reducing this ratio, the algorithm will
lose some of its resources (i.e. local function evaluations)
without reducing that ratio. In this case, a high probability
of local search cannot lead to any reduction in the
population size since it increases the probability of losing
the algorithm’s resources. However, a low local search 
probability reduces the probability of lost resources while
increasing the probability of maintaining the reduction in



the above-mentioned ratio by the global genetic algorithm.
In addition to the probability of local search, the
effectiveness of pure Baldwinian in reducing the
population size depends on the value of local knowledge
and this depends on the method of local search and fitness
landscape.

On the other hand, the opportunity to keep the gained
reduction in this ratio is improved by using a partial
Lamarckian strategy. As the percentage of Lamarckian
increases, the probability of keeping this reduction
increases. An increase in the probability of local search 
increases the probability of reducing the ratio and 
reducing the population size. 
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Figure 8: Effect of Learning Strategy and Search
Probability on Population Size of F1

Figure 8 shows the results of running the same
experiment on the first test function. For a Lamarckian
percentage of 65% or more, an increase in the probability
of local search results in a reduction in the population
size. For other percentages, an increase in this probability
leads to an increase in the population size requirements.
The convergence speed depends on the population size; as 
the population size decreases the convergence speed
increases. Comparison of Figures 6 and 8 shows that the
switch point on the Lamarckian axis between increasing
and reducing the population size is shifted from about
50% for F2 to about 65% for F1. This is due to the
differences in the fitness landscape of both functions.
While the local search can provide more significant local
knowledge in F1 than in F2, an impure Lamarckian
approach requires a more partial Lamarckian to accelerate 
the genetic assimilation process.

Additionally, the effect of the local search method on
F1 is to enable any solution in a basin of attraction to
climb to the exact local optimum in a single step.
Consequently, increasing the probability of local search 
does not necessitate decreasing the signal difference

between the best and second-best solutions. It also makes
the selection process more difficult as the search process
progresses when using a pure Baldwinian approach. In
contrast, in F2 the local search method sends any point in
the basin of attraction to a point near local optima and not
to the local optimum itself. 

The local search method can provide more significant
local knowledge from the landscape of F1 than F2. This is 
why the reduction in the population size requirements of
F1, using a pure Lamarckian approach, is greater than that
of F2. This also makes the genetic assimilation process
more difficult for F1 using a pure Baldwin effect
compared with F2. The use of a partial Lamarckian can
accelerate the genetic assimilation process. The exact
value of the switch point depends on the value of the local
knowledge.

CONCLUSIONS AND FUTURE WORK
The simulations show that using a low probability of 

local search and using a pure Lamarckian learning
strategy can improve the convergence speed of the
algorithm without disrupting the schema processing of the
global genetic algorithms. They also show that, depending
on the learning strategy used, increasing the probability of
local search can decrease or increase the population size. 
As a result, the convergence speed is affected by the
probability of local search. The results show that there is a 
relation between the probability of local search and the
population size. 

These experiments have attempted to provide an
insight into how the probability of local search and 
learning strategy affect the population size requirements.
We now plan to study how the population size can affect
the optimal local search probability by developing a self-
adaptive hybrid algorithm that encodes the number of 
local iterations within the chromosomes themselves and to
study how their values propagate during the evolution
process.
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